
 
 
 
 
 

CHAPTER 1 

 
 
 
 
 

INTRODUCTION 

 
 
 
 

1.1 Introduction 

 
 
In an economy, such as Malaysia, in which a significant part of export 

revenues are due to foreign tourism, it is important for policymakers to understand 

the sensitivity of foreign tourism demand with respect to its main determinants. One 

of the key and preliminary elements in the planning process is to study the demand 

for tourist arrivals in terms of both volume and determinants. At the macro level, 

accurate forecasting results can help a destination predict the contributions and 

consequences of visitors to the local economy, culture, and environment. As well, 

the government bodies can project public revenues from tourism, and ensure that 

appropriate capacity and infrastructures can be maintained [21]. At the micro level, 

practitioners can use accurate forecasting results to set up operational requirements 

while investors can study project feasibility [21]. As a result, accurate planning can 

minimize if not totally avoid the economic loss due to either excessive or inadequate 

supply. 

 
                                 

An increased number of papers have studied tourism demand forecasting, 

however, these past studies have predominantly applied statistical or econometric 

techniques to measure and predict the future market performance [22] in terms of the 

number of tourist arrivals in a specific destination. Econometric forecasting 

techniques are very much highly exploited in empirical studies but only margin 
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improvement could be attained with a substantial amount of efforts because the 

development of such techniques might have reached a plateau for the time being. 

Because of this situation, academic researchers have attempted to incorporate data 

mining techniques to tourism demand forecasting and have achieved some ground 

breaking outcomes [23]. 

 
 

In general, data mining refers to the process of discovering useful patterns, 

correlations, and rules, which are previously unknown, by filtering through a large 

amount of data stored in some repositories [24]. The central idea for data mining is 

to perform an automatic or semi-automatic identification to determine the hidden 

relationships and patterns which are beyond humans’ manual capacity. In a business 

environment, data mining would be useful for managers to analyze and explore 

market opportunities and threats, and particularly those inherent in growing or 

declining markets. 

 
 
This study presents an approach that applies rough sets theory to form a 

model for tourism demand Malaysia. Rough sets theory was introduced by Pawlak in 

1982. Its methodology provides definitions and methods for finding which attributes 

separates one class or classification from another and based on this theory one can 

propose a formal framework for the automated transformation of data into 

knowledge. Since inconsistencies are allowed and membership in a set does not have 

to be absolute, the potential for handling noise gracefully is big. Besides, rough sets 

approach is based on data-mining techniques to discover knowledge.  

 
 
Rough Sets are efficient and useful tools in the field of knowledge discovery 

to generate discriminant and characteristic rules and fairly useful clever technique 

that has been applied to the many domain and is used for the discovery of data 

dependencies, evaluates the importance of attributes, discovers the patterns of data, 

reduces all redundant objects and attributes, and seeks the minimum subset of 

attributes. 

  
 



3 

Unlike some soft computing technique, rough set analysis do not required 

external parameters and only use the information presented in the known data. It 

does not need membership functions and prior parameter settings. It can extract 

knowledge from the data itself by means of indiscernibility relations and generally 

needs fewer calculations compare to fuzzy set theory. The attribute reduction 

algorithm removes redundant information or features and selects a feature subset that 

has the same discernibility as the original set of features. The selected features can 

describe the decision as well as the original whole features set, leading to better 

prediction accuracy. 

 
 

From the travel demand analysis point of view, this aims at identifying 

subsets of the most vital attributes influencing the tourist arrival. The chosen subsets 

are then engaged within a decision rule generation process, creating descriptive rules 

for the classification task, which may potentially reveal profound knowledge. These 

decision rules are more useful for experts or policymakers to analyze and gain 

understanding into the problem at hand. Decision rules extracted by rough set 

algorithms are concise and valuable, which can be benefit to the experts by 

enlightening some knowledge hidden in the data. 

 
 

A rough set is a formal approximation of a crisp set which is conventional set, 

in terms of a pair of sets which give the lower and the upper approximation of the 

original set. The lower and upper approximation sets themselves are crisp sets in the 

standard version of rough set theory [35]. Rough set technique consists of 

discretization process, reduct generating, rules derivation and classification. There 

are many discretization algorithms inside rough set technique to discretize the 

continuous valued attributes. One of them is Equal Frequency Binning discretization.  

 
 

The reducts is the subset of attributes in the information system which are 

more important in knowledge represented in the equivalence class structure than 

other attributes. The subset of attributes can fully characterize the knowledge in the 

data by itself. The reduct of an information system is not unique. There are many 

subsets of attributes which preserve the equivalence class structure expressed in the 

information system. The set of attributes which is common to all reducts is called the 
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core. The core is the set of attributes which is possessed by every valid reduct, and 

therefore consists of attributes which cannot be removed from the information 

system without causing collapse of the equivalence class structure. The cores are as 

the set of necessary attributes for the category structure to be represented. Reduct 

with minimum cardinality is also needed. The reduct with minimal cardinality is the 

reduct with minimal length. Then the rules derivations are based on the generated 

reducts. The measurements of the significant rules are based on the support of the 

rules generated, the length of the rules and the rule important measure (RIM) which 

is elaborated in the next chapter. 

 
 

The rough sets approach has been found successful in pattern recognition and 

object classification in medical and financial fields (Slowinski & Zopounidis, 1995; 

Tanaka & Maeda, 1998). The theory has been incorporated into tourism and 

hospitality research by Law and Au (1998, 2000), and Au and Law (2000). 
  
 

However, no work has ever linked with rough sets theory in modelling and 

forecasting Malaysia tourism demand analysis. Hence, this study is an attempt to 

forecast the travel demand in Malaysia and the impact of advertisement broadcasted 

by the media with the theme of TAHUN MELAWAT MALAYSIA. 

 
 
 
 

1.2       Problem Background 

 
 

Normally the tourism data often grow very large so that human inspection 

and interpretation of the data is not feasible. There is a gap between data generation 

and data understanding as a result. So, tools and techniques that can assist in 

extracting unknown interesting patterns buried in the data would be useful to help 

bridge this gap. 

 
 

To understand the relationship between tourist arrivals and their determining 

factors, most of the existing studies focuses on tourism demand forecasting apply 

economic models that use mathematical functions, which require many statistical 
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assumptions and limitations [2]. However, the models do not provide the sufficient 

predictive ability when it comes to problems involving interactions among many 

interdependent variables with unknown probability distribution. In other mean, those 

models are unable to perform consistently well in situations where the exogenous 

variables correlate with each other, and when distributions of the samples of 

variables do not meet the required independent and identical distribution (iid) 

condition [1].  Econometric forecasting techniques are very much highly exploited in 

empirical studies but only margin improvement could be attained with a substantial 

amount of efforts because the development of such techniques might have reached a 

plateau for the time being. In the context of tourism, Law [4] stated that one of the 

intrinsic problems that managers have is the large amount of raw data carried in the 

industry, and these data are basically not comprehensible to the non-technical 

practitioners. 

 
 

Articles on tourism demand modelling incorporate up-to-date developments 

in econometric methodology have reached conflicting conclusions in terms of the 

methods that generate the most accurate forecasts. For example, Kulendran & King 

(1997) and Kulendran & Witt (2001) found that economic models were still 

outperformed by simple univariate time series models. By contrast, Kim and Song 

(1998) and Song, Romilly and Liu (2000) found that the forecasting performance of 

econometric models was superior to simple time series models. 

 
 

Three main reasons conflicting results may arise. First, due to different 

methodologies [25], the performance of econometric models is sensitive with. 

Therefore, the Johansen co-integration technique [26] used by Kulendran and King 

(1997) and Kulendran and Witt (2001) may well lead to different conclusions than 

the Engle–Granger two-stage approach [27] used by Kim and Song (1998) and Song 

et al. (2000). Second, different data frequencies may lead to different conclusions. 

For instance, Kim Song (1998) and Song et al. (2000) used annual data, whereas 

Kulendran and King (1997) and Kulendran and Witt (2001) used quarterly data. It 

may well be that annual data have fewer unit roots and fewer co-integrating vectors 

than the same series at quarterly frequency, and different co-integrating relationships 

usually lead to different Error Correction Models (ECMs). Third, econometric 
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studies of tourism demand generally assume that the structure of the model used for 

forecasting is constant over time. For example, the parameters of the model remain 

unchanged over the sample period. This assumption may be too restrictive, and result 

in time series models out-performing econometric models.  

 
 

In view of the growing importance of data mining in tourism demand 

analysis, various published algorithms have been applied to forecast tourism demand 

in tourism research journals. The most commonly used algorithms are neural 

networks, Bayesian classifier, genetic algorithms, and fuzzy time-series theory. The 

intelligent techniques such as neural networks and fuzzy theory are based on 

assumptions for knowledge about dependencies, probability distributions and large 

number of experiments [28]. It cannot derive conclusions from incomplete 

knowledge or manage inconsistent information like tourism dataset. Fuzzy theory 

need to convert the numerical rules to the table rules form and produce long 

operation to have the result. On the other hand, rule-based classification process 

associated with neural network is not easy to explain as rules that are meaningful to 

the user. Moreover, in the neural networks, more robust features are required to 

improve the performance [29]. Meanwhile, the genetic algorithm development is in 

highly cost because having the mutation and crossover operation in it. 

 
 

On the other hand, Support vector machine (SVM) has been found useful in 

handling classification tasks in case of the high dimensionality and sparsity of data 

points and has been among as a popular approach to efficiently treating the tourism 

data structure. As compared with neural network based method, L–J approach with 

combined kernel functions was observed to have a better performance. In addition, 

L–J method has the advantage on the basis of a single training run and is easier to 

compute for feature selection as compared with other SVM based methods. Although 

the approach of SVM with kernel function is useful for classification, however the 

computation speed is relatively slow when the kernel functions are complicated. 

Instead, its performance must be improved especially for complex data [35]. This is 

particularly important for people who want to obtain a high level of accuracy in 

advanced areas. 
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The discussions of the previous studies mentioned above are summarized in 

Table 1.1. 

 
 

Table 1.1: Summary of Artificial Intelligent Technique in Tourism Demand Analysis. 

 
No Technique Description 

1 

 

 

 

 

 

Artificial Neural 
Network 
 
 
 
 
 
 
 
 
 
 

- Based on assumptions knowledge about 
dependencies, probability distributions and 
large number of experiments. 

- Cannot derive conclusions from incomplete 
knowledge or manage inconsistent 
information. 

- Not easy to explain as rules that are 
meaningful to the user. 

- More robust features are required to improve 
performance. 

2 

 

SVM - Computation speed is relatively slow when 
the kernel functions are complicated. 

3 

 

 

 

Fuzzy Time Series - Based on assumptions knowledge about 
dependencies, probability distributions and 
large number of experiments. 

- Cannot derive conclusions from incomplete 
knowledge or manage inconsistent 
information. 

- Need to convert numerical rules to the table 
rules form. 

- Produce long operation to have the result. 

4 Genetic Algorithm - Highly cost because having the mutation and 
crossover operation in it. 
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1.3      Problem Statement 
 

 
  Statistical assumption for analysis demand tourism cannot predict the 

outcome when various variable correlate with each others. Thus, using rough sets 

concept to analyse the tourism demand will be a better way compare to statistic 

assumption. 

 
 
 
 
1.4       Project Aim 
 
 

The aim of the study is to exploit rough sets mechanism into the travel 

demand analysis. It presents the results analysis of data sets, and demonstrates how 

rough set theory can be applied in tourism demand analysis. 

  
 
 
 
1.5       Objective  
 
 

The objective of this research is  

 
 

i. To model the Malaysia travel demand analysis using Rough sets theory. 

ii. To produce travel demand analysis information table. 

iii. To evaluate the effectiveness of Rough sets theory in travel demand analysis. 

 
 
 
 

1.6      Project Scope 
 

             
The main focus of this project is to model the Malaysia travel demand 

analysis using Rough Sets theory.  The scopes for this project are as follows: 

 
 

i. Malaysia travel demand analysis data. 

ii. A comparison will be done on multi regression in rough sets. 
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1.7       Conclusion 
 
 

This report is organized as follows: Chapter 2 give the literature reviews 

about the methodology of the research and concepts of the rough sets theory. Chapter 

3 discussed the Research methodology. Chapter 4 depicts the empirical results and 

model performance depicts the empirical results and model performance and Chapter 

5 is concluded with discussions on implications. 

 




