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Abstract— This paper presents heart sound analysis 
method based on Time-Frequency Distribution (TFD) analysis 
and Mel Frequency Cepstrum Coefficient (MFCC). TFD 
represents the heart sound in term of time and frequency si-
multaneously which while the MFCC defines a signal in term 
of frequency coefficient corresponding to the Mel filter scale. 
There are 100 normal data and 100 data with disease obtained 
from the hospital which consists of various kinds of problems 
including mitral regurgitation and stenosis, tricuspid regurgi-
tation and stenosis, ventricular septal defect and other struc-
tural related disease. B-Distribution is chosen from a number 
of time-frequency analysis methods due its capability to repre-
sent the signal in the most efficient way in term of noise and 
cross term reduction. The advantage of MFCC is that it is good 
in error reduction and able to produce a robust feature when 
the signal is affected by noise.  SVD/PCA technique is used to 
extract the important features out of the B-Distribution repre-
sentation. The coefficient obtained from SVD-PCA and MFCC 
is later used for classification Artificial Neural Network. The 
results show that the system is able to produce the accuracy up 
to 90.0% using the TFD and 80.0% using the MFCC.  

. 

Keywords— Heart Sound, Time Frequency Analysis, Mel-
Frequency Cepstrum Coefficient, Singular Value Decomposi-
tion, Principle Component Analysis, and Artificial Neural 
Network. 

I. INTRODUCTION  

  Auscultation, the act of listening to the sounds of inter-
nal organs, is a valuable medical diagnostic tool. Ausculta-
tion methods provide the information about a vast variety of 
internal body sounds originated from the heart, lungs, bowel 
and vascular disorders. The information acquired by a tradi-
tional stethoscope is, however, subjective and qualitative in 
nature since the differentiation of signals picked up by the 
sensor during manual interpretation is limited by human 
perception abilities and varies with personal aptitude and 
training. This may result in inaccurate or insufficient infor-
mation due to the inability of the user to discern certain 
complex, low-level, short duration or rarely encountered 
abnormal sounds. It is, thus, desirable to enhance the diag-
nostic ability by processing the auscultation signals elec-

tronically and providing a visual display and automatic 
analysis to the physician for a better comparative study. 
During the last decade, efforts have been made in this direc-
tion and electronic stethoscopes are now available commer-
cially with phono-cardiograph display. The usage of such 
devices, however, is less common due to the involvement of 
cumbersome instrumentation and complex/additional skills. 
Our research at CBE, UTM encompasses a more user 
friendly and quantitative approach together with automatic 
signal analysis using intelligent algorithms. 

 

 
Figure 1: Heart sound. 

II. BACKGROUND 

A. Time Frequency Analysis 

Time Frequency Signal Processing is a method and tech-
nique developed for representation, analysis and processing 
of non-stationary signals, which time and frequency are 
interrelated. Time representation, s(t), and frequency repre-
sentation, S(f), are related via the Fourier Transform. 
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Time-frequency representation represent signals in time 

and frequency which all signals information is accessible 
and provides a distribution of signal energy versus t and f 
simultaneously which called time frequency distribution 
(TFD). TFD reveals the number of signal components, the 
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time variation of frequency content of the components and 
order of appearance in time of the different frequencies 
present. 

The B-Distribution is a Quadratic or bilinear Time fre-
quency Distribution algorithm which capable to minimizing 
cross term [6] and it defined as: 
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B. Mel Frequency Cepstrum Coefficient-MFCC 

 A representation of heart sounds using Mel-Frequency 
Cepstrum Coefficient (MFCC) would be provided by a set 
of cepstrum coefficients. These coefficients are the results 
of a cosine transform of the real logarithm of the short-term 
energy spectrum expressed on a mel-frequency scale. The 
MFCC are also an efficient method to extract any kind of 
features [12]. The number of resulting mel-frequency cep-
strum coefficients is practically chosen relatively low, in the 
order of 12 to 20 coefficients. However, in many cases of 
MFCC analysis, the 0th coefficient of the 7 MFCC cep-
strum is ignored because of its unreliability [13]. In fact, the 
0th coefficient can be regarded as a collection of average 
energies of each frequency bands in the signal that is being 
analyzed. The energy of heart sound signal is also a very 
important feature for pattern recognition. Many experiments 
have shown that the performance can be improved when the 
energy information is added as another model feature in 
addition to cepstrums [10]. Mel Frequency Cepstrum Coef-
ficients (MFCC) is also used as a method that analyzes how 
the Fourier transform extracts frequency components of a 
signal in the time-domain. In addition, it is a representation 
defined as the real cepstrum of a windowed short-time sig-
nal derived from the Discrete Fourier Transform (DFT) of 
that signal. The difference from the real cepstrum is that a 
non-linear frequency, a mel-scale is used. The mapping 
from linear frequency to Mel frequency is done using an 
equation as follows 
 
Mel (f) = 2595 log10 (1 + f/700)         (3) 

C. Singular Value Decomposition-SVD 

The singular value decomposition (SVD) has become an 
important tool in statistical data analysis and signal process-
ing. The existence of SVD was established by the Italian 
geometer Beltrami in 1873 which was only 20 years after 
the conception of a matrix as a multiple quantity by Cayley.  
SVD based technique is introduced to reduce the effect of 

noise from TFD which deal with singular matrices, or once 
which are very close to being singular. They are an exten-
sion of eigen decomposition to suit non-square matrices. 
Any matrix may be decomposed into a set of characteristic 
eigenvector pairs called the component factors, and their 
associated eigenvalues called the singular value. 

In order to extract data dynamically which decompose 
the X, TF distribution matrix of the power disturbance sig-
nals, which m x n (time x frequency) into a set of character-
istic. A singular value decomposition of an m x n matrix X 
is any factorization of the form: 

 
TX U V= Σ    (4) 

 
where U is an m x m orthogonal matrix; i.e. has orthonormal 
columns, V is an n x n orthogonal matrix and � is m x n an 
diagonal matrix of singular values with components �ij=0 if 
and i�j ; (for convenience we refer to the i-th singular value 
�i=�ii). Furthermore it can be shown that there exist non-
unique matrices U and V such that singular values �1� 
�2�….. ��n�0. The columns of the orthogonal matrices U 
and V are called the left and right singular vectors respec-
tively; an important property of U and V is that they mutu-
ally orthogonal [4]. 

D. Principle Component Analysis-PCA 

PCA is generally used when the research purpose is data 
reduction (to reduce the information in many measured 
variables into a smaller set of components) and it can mini-
mize the reconstruction error in the sense of least square 
error then find out the most representative feature. PCA 
seeks a linear combination of variables such that maximum 
variance is extracted from the variables. It then removes this 
variance and seeks a second linear combination which ex-
plains the maximum proportion of the remaining variance, 
and so on. This is called the principle axis method and re-
sults in orthogonal (uncorrelated) factors. PCA analyzes 
total (common and unique) variance. We can see that the 
SVD is in fact closely related to the PCA. In fact the matrix 
product U� is analogous to the matrix Y defined for PCA as: 

 
Y= XV =U�   (5) 

 
Because both the singular vectors defined for an SVD are 

square and have orthonormal columns their inverses are 
given by their transposes. Now the relation in Equation 4 
can be expressed X=U�VT which is the definition of an 
SVD. The pairs of eigenvectors are the row in U and the 
column in V [14]. 
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III. METHODOLOGY 

 The heart sound is segmented into a small duration of a 
complete one (1) cycle of heart beat. This is an important 
procedure which needs to be carefully handled because a 
poorly handled segmentation process may affect the per-
formance of the feature extractor and the classifier.  
 In this experiment, the heart sound samples are proc-
essed using two (2) methods which are TFD-SVD-PCA and 
MFCC.  In the first procedure, the heart sound sample is 
transformed using TFD utilizing B-Distribution as a 
transformation kernel. This will result a time and frequency 
representation with the high resolution plane (data length x 
dft points). At this stage the features can be observed clearly 
by looking at the energy at the most dominant frequency 
with the respect of the time scale. However, selecting the 
best features is not easy when dealing with a very high 
dimension of data.   

In addition to an appropriate process, it is often essen-
tial that dimensionality reduction be performed on the TFD, 
so that the information is sufficiently compact for presenta-
tion to a classifier such as ANN. The main goal of SVD 
technique is to ensure that as much relevant information as 
possible is preserved in as few dimensions as possible. 

 
 
 

 
 
 
(a)  (b)      (c) 
 
 
 

 

(d)    (e) 

Figure 2 (a) Time domain heart sound signal, (b) Time-
frequency representation of a normal heart sound, (c) SVD-
PCA representation of a normal heart sound signal. (d) 
Time-frequency representation of an abnormal heart sound. 
(e) SVD-PCA representation of an abnormal heart sound 
signal 

 As for the second method, the segmented heart sound 
sample is transformed using MFCC. This experiment is 
carried out based on the initial parameter of 12 coefficients 
with 240 samples for each frame and with 80 samples over-
lap between each frame. MFCC has a property where the 
transformation scale is linear for the frequency below 1 kHz 
and expand logarithmically above 1 kHz. This property 
works well for speech processing as it suit the human audi-

tory spectral band. However for the heart sound analysis, 
the higher filter bank scale will not affect much as most of 
the heart sound component exist below 1 kHz [15]. This 
experiment is carried out to verify the property of MFCC in 
terms of filter bank analysis and transformation,  
 

 
 
 
 
 
 
(a)       (b)        (c) 
Figure 3 (a) Time domain heart sound signal, (b) MFCC 
coefficient of a normal heart sound. (c) MFCC coefficient 
of an abnormal heart sound  

IV. RESULTS 

 
The output features of both methods are fed to Multi 

Layer Back Propagation Artificial Neural Network for per-
formance comparison.  

  

 

 

 

 

 

 

 

 

 

 

Figure 4 (a) Verification on hidden node for TFD, (b) Veri-
fication on learning rate for TFD. (c) Verification on mo-

(a) (b) 

(c) (d) 

(e) (f) 
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mentum term for TFD. (d) Verification on hidden node for 
MFCC. (e) Verification on learning rate for MFCC. (f) 
Verification on momentum term for MFCC. 

 

Figure 4(a) – 4(c) shows the results of verification tech-
nique using TFD. They showed that the highest perform-
ance they can achieved is up to 90% at hidden nodes = 20, 
learning rate = 0.05 and momentum coefficient = 0.1. Fig-
ure 4(d) – 4(f) shows the results of verification technique 
using MFCC. They showed that the highest performance 
they can achieved is only up to 80% at hidden nodes = 20, 
learning rate = 0.05 and momentum coefficient = 0.1. 

 
Table 1: Result analysis using TFD and MFCC 

Item TFD,SVD/PCA MFCC 
Feature Dimension 256 170 
Training Data 50 50 
Testing Data 50 50 
Hidden Layer 20 20 
Learning Rate 0.05 0.05 
Momentum Term 0.1 0.1 
Accuracy 90% 80% 

Table 1 shows the result obtained by the analysis using 
TFD and MFCC. It is obvious that analysis using TFD gives 
a better performance based on ANN. This is due to the 
ability of TFD to represent the heart sound in various 
frequencies as a non-stationary signal. Transformation using 
MFCC maps the time domain signal into frequency domain 
according to the Mel filter scale. Although MFCC offers a 
detail analysis of a short duration of the heart sound with 
the overlapping property, it is still unable to represent the 
signal as good as the time frequency. 

V. CONCLUSIONS  

This paper presents the most widely used signal analysis 
methods which are time frequency analysis and Mel-
Frequency Cepstrum Coefficient with the application to 
heart sound analysis. The proposed method is able to dis-
criminate the normal heart sound from the abnormal heart 
sound. The result shows that the time frequency analysis 
performs better compared to the MFCC in term of providing 
the best resolution in frequency domain representation. The 
analysis using TFD preserved the uniqueness of the input 
signal in term of time and frequency. It enhanced the signal 
information while suppressing the unnecessary noise and 
interference. 
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