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Abstract: The wavelet based de-noising can be emploved
with the combination of different kind of threshold
parameters. threshold operators, mother wavelets and
threshold rescaling methods. The central issue in wavelet
bascd de-noising method is the selection of an appropriate
threshold parameters. If the threshold is too small. the
signal is still noisy but if it is too large. important signal
features might lost. This study will investigate the
cliectiveness of four types of threshold parameters ie.
threshold selections based on Stein’s Unbiased Risk
Estimate (SURE). Universal. Heuristic and Minimax.
Auteregressive Burg model with order six is employed to
extruct refevant featwres from the clean signals. These
feawres are classified into five classes of mental tasks via
an artificial ncural network. The results show that the rate
of correct classification varies with different thresholds.
From this study. it shows that the de-noised EEG signal
with heuristic threshold selection outperforms the others.
Soft thresholding procedure and svm8 as the mother
wavelel are adopted in this study,
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1. Introduction

Electroencephalogram (EEG) is a non-statiopary and
noisv signal recorded non-invasively’ via scalp electrodes.
Classification of the memtal tasks can achieve higher
accuracy if noise can be suppressed effectively. Wavelel
transform (WT) has revolutionized signal and image
processing over the past two decades. An important part of
signal processing is to eliminate noise or de-noising i.e.
recovering the ‘true” signal from the noisy data. Wavelet
had performed effectively in this field. Donoho and
Johmstone principally developed de-noising by threshold in
the wavelet domain [1-2].

Autoregressive (AR) Burg model with order six is
cmploved to extract relevant features from the clean signat.
These features are then classified into five mental tasks of
mierest e, baseline, nultiplication. lefter composing,
rotation of a 3-D figure and visual counting. The classifier
uscd is a simple muitilaver feed forward back-propagation
neural network. These mental tasks classification are usefu!
{or brain-compuier interface system specially developed for
severe physical disabilities individuals,
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2. Wavelet-based De-noising
In wavelet analysis, lincar combination of wavelet

functions consisting of mother wavelet function. {¢) and
scaling function, @(7) are used 1o represent a signal, v(t)
as follows

HO=Y 0,840+ D A+ D ) M
k k k

where j is the number of multi-resolution levels and k
ranges from 1 to the number of coefficients in the specified
component. The ‘sci of coefficients aj,. djx.....ths is the
wavelet transform of the original signal. The coefficients @
level d; represent signal at lower frequency band than the
coefficients at level d;.;. The coefficients of a; represent an
average of the original signal.

Donoho and Johnstone proposes an algorithm to
suppress noise in a signal known as wavelet de-noising | -
2]. Suppose a signal in additive white Gaussian noise is
represented by:

(@Y= f@)+z(i) fori=1..N. (2)
¥(i) Tepresents the noisy signal, f(t)) is the deterministic true
signal, the Gaussian white noise with independent identical
distribution (i.i.d.), z(i) modeled with mean zero and
known variance, o”. The goal of de-noising is to recover {
by optimizing the mean-squared error (MSE) [1] defined as
follows:

%E“j‘f“z :::[—:ZlE((j(%v)_f(%\[))z 3)

where f is the estimator of f. We use soft threshold

method to eliminate noise from the wavelet coefficients by
replacing the coefficients that are in the range [-8.+8} with
zero while other coefficients are being reduced by a
threshold value. Soft thresholding has nice mathematical
properties and does not create discontinuities [1]. The soft
threshold function is

0 for|d< & .
D(x,6)= h

Sign(x)(|x - 5|) for [\[ >4
The second pan of the equation shows that the coefficients
are shrunken by threshold value, 8 when they are above the
threshold parameter. The three steps [1-2] in waveiet
shrinkage de-noising procedure are as follows :
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(1. Apply WT with ] levels to the signal.

{2). Apply the non-linearly soft threshold functicn to the
wavelet coefficients. Then the estimate coefficients are
obtained based on the selected threshiold rule.

{3). Use inverse WT on the shrunken wavelet coefficients.

The main problem in de-noising procedure is to choose
an appropriate threshold parameter since the signal
obtained will still has the noisy components if the value is
too small [3]. On the other hand, a large threshold will
remove nuportant signal features. Four types of threshold
parameters studied in this paper are:

(1). Sicin’s Unbiased Risk Estimate (SURE); Charles Stein
has developed a method for estimating the loss

“in an unbiased way [2]. Threshold selection

based on Stein’s Unbiased Risk Estimate (SURE)} will
select a near optimal threshold at a resolution level
according (o: 7
J = argming,, SURE(S, x) &)
and the unbiased estimate of risk is; :
SURE(G:xy= N =244 | <50 TN (x| A8 (6)
where N is the number of wavelet coefficients. x [2], [4].

(2). Universal threshold uses a fixed form threshold and is
defined as:

0 =+/2log(N) )

where & is the threshold value and N is the length of data
samples.
(3). Heuristic version of threshold selection which

combines the two previous options. The SURE threshold .

does not perform well when the wavelet coefficients are
extremelv sparse [2]. A test for the sparseness [2]. [4] is as

lollows:
| &
SPAarsity = — x. " =N (8)
sparsity N[; y J
3
critical = —l— k_)gN 9
Nlog2

W sparsify < critical, universal threshold is used

otherwise threshold selection based on SURE is adopted. If
SURE is uscd in situations of extreme sparseness. the
SURE cstimates will be very noisy.
(+). Minimax -is based on minimax principle uses a fixed
threshold 1o vield the minimax mean square error (MSE)
{4]. |3] that is obtained for the worst function in a given set,
when compared against an ideal procedure, The threshold
selection [3] is given by:
5=03936+0.1820% 98 (10)
i log(2)

It is_possible to rescale or adapt threshold parameters

according to muiti-resolution levels either to median value
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of the detail coefficients of the first level or to every detail
cocfficients al every level [2],]4]. Many different kinds of
wavelet shrinkage de-noising procedures can be generated
by combining different choices for wavelet function (also
known as mother wavelet), thresholding mles (8) and
operators (¢ither hard or soft threshold) [3]. In this study.
we compare the effeciiveness of each threshold parameters
to de-noise EEG signals using soft thresholding procedure
with sym8 as the mother wavelet.

3. Feature Extraction Using AR Burg

Keirn and Aunon [6] had shown that mental task
feature extraction using AR Burg model of order 6
outperformed Burg spectmm method and Wiener-
Khinchine method. The EEG signals are medeled by zevo-
mean, stationary and non-deterministic with AR process of
order p is given by : .

x(k):—ia;’x(k—u!) + e(k) (1)
=1

where p is the model order, x(k) is the data of the signal at

sampled point k, a;’ are the AR cocfficients and c(k)

represents the prediction error of the signal x. We extract
the de-noised signal using AR Burg model of order 6 in
this study.

4. Classification Using Artificial Neural Network
Artificial neural network (ANN) is a set of connected
input/cutput units (neurons) where each connection has a
weight associated with it. Among the advantages of neural
networks include their robustness to noisy data, output may
be discrete. real-vaiued or comibination of both and high
prediction accuracy. One example of network architecture
is multi-layer fecd-forward neural network as shown in
Figure 1. Researchers [7] had pointed out that classification
of EEG features with neural networks vields better
classification accuracy compare with other linear methods.

Input Layer 7

Hidden Layer

Output Layer

Figure 1 Multi-layer Feed-Forward Neural Network

This NN is being trained by the back-propagation
algorithm I a supervised manner. Basically. the back-
propagation algorithin is based on the error-correcting
learning rule. It consists of two passes through different
lavers of the network : a forward pass and backward pass.



Details about this NN can be read from the relevant
sources.

5. Experimental Resufts

The data vused in this study is taken from the works of
previous researchers [6] and were collected using the
following procedurc. Subjects were selected and placed in
a dim. sound controlled room with scalp electrodes at
positions C3. C4. P3. P4 01 and O2 and referenced to two
electrically linked mastoids at Al and A2. Data were
sampled at 250 Hz and the electrodes were connecied via a
bank of amplifiers with analog band pass filters from 0.1 to
100 Hz. Everv subject was asked to perform five mental
tasks ie. relaxing or resting (think nothing) with cyes
closed. mentzlly solving multiplication problem, mentally
composing a letter to a friend, visualize a sequence of
numbers being written on' a blackboard and rotate a three
dimensional block. Each task was recorded for, 10 s and
every subject performed each task for five trials.

The de-noised EEG data from each channel was divided
into half second segment and overlapped by a quarter
sccond segment which produces 32 segments. AR Burg
model with order 6 was emploved for each channel
independently for these data giving 6 coefficients per
channel and a total of 36 cocfficients for each task were

. obtained. These AR features were classified using neural
network with 36 inputs, 20 hidden units and five output
units. This NN was trained by back-propagation with
learning rate, 17 = 0.1 and training will stopped after 2000

iterations or when it is validated. The training data was
selected from the fisl set of five trials from a subject: one
trial was selected as test data, another ome was for
validation set and the remaining three trials were compiled
into one set of training data.

Figure 2 shows the waveforms of noisy and de-noised
signals from a channel with different thresholds asing
defaull median value. The performance of the classifier
based on the test data is given in Tables 1-3 for different
thresholds used.

Table 1. Percentage of test data correctly classified for
each task using default median value {=1)

Task Rest Multi | Let- Rota- { Count | Ave.
Thresh.old ‘ -ply ter te acToss
. tasks
Heunistic 86.3 713.8 856 794 | 86.3 82.3
Liniversal 76.9 58.8 81.8 62.5 60.0 70.4
SURE 80.6 31.3 70.6 76.3 68.1 75.4
Minimax 83.8 74.4 738 68.1 71.9 74.4

Percentage of test data correctly classified for

Table 2:
each task using single* médian value*’
Task Rest Multi | Let- " | Rota- | Count | Ave.
Thresh.old ply ter te . across
tasks

Heuristic [ ) 76.% 53.8 63.1 63.1 64.6 ¢
Liniversal 369 54.4 30.0 58.8 67.3 52.5

SURE 44.4 40.0 48.8

60,0 694 . 1 52.5

4

[ Minimax [ 344 T369 3500 [s81 [494 [ 533 i

Table 3:

Percentage of test data correctly classified for
each task using adapt* median value
Task Rest Multi | Letter | Rota- | Coumt | Ave,
Thresh.old -ply te BCTOSS
tasks

Hewristic 70.0 42.5 45.0 69.4 35.0 56.4
Universal 58.1 61.3 58.8 36.9 50.6 531
SURE 531.8 33.8 338 59.4 69.4 | 54.0
Minimax 46.3 56.3 46.9 59.4 56.3 33.0

*(Note : single refers to the median value of details
cocfficients of the first level and ddapt refers to median
value for every detail coefficients at every level)

6. Discussions

From.the results, it shows that a clean signal can be
obtained with wavelet-based de-noising shrinkage method.
The reconstruction algorithm recovers a  close
approximation of the original signal. It has shown that in
Figurc 2, the signal obtained when using universal and
minithax threshold parameters visually appeared smoother
compared to other thresholds. However. the smoothness of
the signal does not influence the performance of the
classification rate, The results in Table 1 show that the
signals using heuristic threshold gives the best performance
with average classification rate across all tasks of 82.3%,
followed with SURE threshold which gives 75.4%. From
Table 2, it shows that heuristic threshold again gives the
best performance with average classification rate across all
tasks of 64.6%. And heuristic threshold also gives the best
performance when adapt median value is used as shown in
Table 3. The best average classification rate (82.3%) from
this study is achieved with heuristic threshold using default
median value (=1). These threshold parameters can
perform poorly if the coefficienis are very sparse (most of
the coefficients at a level are nearly zero), but heuristic
threshold sclection can adapt easily in this situation. It is
sufficient 0 adopt the default median value (no rescaling)
only as shown in all the results obtained. Overall average
classification performance of the classifier had shown that
threshold parameter using heuristic selection procedure
outperforms the other thresholds. -

7. Conclusions

Wavelet de-noising method can be adopted in improving
the smoothness of EEG signals. Futre work will
investigate the de-noising procedure with different mother
wavelets to improve the classification rate. These useful
signals will be used as input for brain-computer interface
specially - developed for persons with severe plivsical
disabiiities.
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Figure 2 Original and De-noised Signals (a) Original Signal (b) SURE (c) Universal (d) Heuristic (e} Minimax
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