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Summary

Computer simulations of condensed phases and bimochk systems have lead to profound new
insight into molecular-scale phenomena occurringh@se complex systems. Many processes that
occur in liquids, soft materials, and biochemicgtems however occur over length and time scales
that are well beyond the current capabilities oh@t-level simulations. In the field of polymerkgete

are many simulation techniques and models that spaange from the atomistic scale to the
continuum. In recent years, much research has fmmsed on linking models of different length
scales, especially from detailed, fully atomisticrhesoscopic scales and back. A common way of
addressing this issue is to develop coarse-graf@€t) models from full-atomistic simulations by
merging groups of chemically connected atoms intpesatoms. This PhD thesis describes new
developments in the field of CG simulations of poérs. In addition to CG simulations, atomistic
molecular dynamics calculations are performed adl ¥ee study properties of polymers. The
dissertation is organized as follows.

Chapter 1 gives a review of multiscale simulatimethods that have been used to study
polymers and a short overview of the different ¢spdiscussed in this dissertation.

Chapter 2 introduces a new molecular dynamics sitimnl package that has been developed
for CG simulations with numerical potentials dedvby the Iterative Boltzmann InversioiiBI)
method [Reith, D., Pitz, M., Miller-Plathe, F.Comput. Chen2003 24, 1624.]. In this chapter the
details of the algorithms, functional details, ihglementation, user interfaces and file formats ar
described.

A key question for all coarse-graining methodolsgie the degree of transferability of the
resulting force field between various systems drefnhodynamic conditions. Chapter 3 presents a
detailed study of the transferability of a CG fofedd over different thermodynamic states based on
the IBI method. The polymers studied here are pplgae and polyamide-66 whose CG models differ
in the chain length and in the number of atoms foghva bead. The influence of the temperature and
the pressure on static, dynamic and thermodynanaipepties is tested by systematically comparing
the coarse-grain results with the atomistic ones. fikd that the CG model for the polystyrene is
transferable only in a narrow temperature range faitsl to describe the change of the bulk density
when the temperature is 80 K lower than the ond usé¢éhe parameter optimization. On the contrary
the polyamide-66 CG model turns out to be fullyngf@rable between different thermodynamic
conditions. This is checked either by changingtémeperature or the pressure of the simulationhib t
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case the CG model is able to follow all intra antéii structural rearrangements which are caused by
temperature changes. To come to an additionaltresulow temperatures the difference between the
CG and atomistic dynamics is remarkable due toptlesence of hydrogen bonds in the atomistic
model. At high temperatures the speedup in the @@mics is strongly reduced leading to a CG
diffusion coefficient that is only 6 times largdran the atomistic one. We also find that the polyme
chain length does not affect the transferabilityhaf force field.

To enhance our understanding of the temperatulgeimée on the local and global dynamics of
unentangled PA-66, we study in chapter 4 the hyelndgpnd dynamics and the thermodynamics of
the bulk of polyamide-66 in a broad temperaturegea(B00 K to 600 K) by molecular dynamics
simulations. Our results show that different dymamuantities (the structure relaxation time, the
orientational time correlation function of the amigroups and the self diffusion coefficient) of
unentangled polyamide-66 undertake a crossovesitiamin the same small temperature range (~ 413
K) above the experimental glass transition tempeeat350 K). The data can be fitted to a Vogel-
Fulcher-Tammann law for T > 413 K and to an Arrlusnéquation for T < 413 K. Our results show
that the global dynamics of polyamide-66 is intiehatrelated to the relaxation of the hydrogen-bond
network of the amide groups. The presence of amdimarossover at a temperature slightly higher
than the glass transition is in agreement with mecent experimental data and with glass theories.

In chapter 5 we give a quantitative analysis of tharogen-bond dynamics and the
thermodynamics in the CG model of polyamide-6G6uihs out that this model is characterized by a
weaker HB network than the atomic one. We show thatrelaxation of the HB network and the
diffusion of the polymer chains are coupled. Momgpwe find that the temperature-dependent scaling
factor accounting for the fast dynamics of the CQdei is strongly linked to the relaxation time bét
HB at each temperature. On the basis of the melgosualel developed for polyamide-66, we present
a simple algorithm for reinserting the atomisti¢ade which are neglected in the CG descriptionsTh
topic is presented in chapter 5, too. The resul@@ and fine models are tested successfully against
several structural properties including the nunmiddrydrogen bonds.

In chapter 6 we discuss another challenge in coenmimulations of polymers i.e. the initial
sample preparation which is still a difficult tagk.technique to prepare well-equilibrated polymer
melts is presented in chapter 6. The method, ndmedjraining, consists of two steps: the generatio
of continuum random walks characterized by diffet¢nhn lengths and the insertion of the atomistic
units into the “parent” random walk chains. Thegaure ensures a good equilibration at long as well
as short length-scales and it is very easy to imptg. Melts of polyethylene, atactic-polystyrenel an

polyamide-66 are equilibrated with this techniqtieeir long and short range structural properties ar
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successfully reproduced. This follows from a congmar with previous simulations and experimental

data.

Chapter 7 finally outlines some perspectives fourke research.
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Zusammenfassung

Computer-Simulationen von kondensierten Phasen hiachemischen Systemen haben zu
einem besseren Verstandnis molekularer Prozesseesen komplexen Materialien gefuhrt. Leider
verlaufen viele Prozesse in Flussigkeiten, weiddeterie und biochemischen Systemen auf einer
Langen- und Zeitskala, die sich nicht mehr atonuflibaen lasst. Gebrauchliche Simulationsmethoden
fur Polymere decken den weiten Bereich von atom&iaden bis zu Kontinuums-Techniken ab. In
den letzen Jahren gab es viele Forschungs-Akevitasolche unterschiedlichen Langenskalen
miteinander zu verbinden. Besonderes Interesse @ndUbergang von einer atomaren zu einer
mesoskopischen Skala und umgekehrt. Dies ist ziBHitfe sogenannter “coarse grained” (CG)
Methoden méglich, bei denen mehrere Atome zu eifioperatom” zusammengefasst werden.
Schwerpunkt der vorliegenden PhD-Arbeit ist dievidcklung neuer CG-Methoden fir Polymere. Um
bestimmte Eigenschaften dieser Systeme genau assunhen, wurden auch Molekular-Dynamik-
Simulationen in einer atomaren Skala durchgefilbi¢. vorliegende Arbeit ist in insgesamt sieben
Kapitel aufgeteilt. Kapital 1 gibt einen Uberbli¢lber Multiskalen-Simulationen an Polymeren und
eine kurze Beschreibung der verschiedenen Schwitigodieser Arbeit.

Kapitel 2 stellt ein neues Molekular-Dynamik-Paket, das speziell fir CG-Rechnungen auf
Basis numerischer Potenziale entwickelt wurde. Wsrkzeug wurde dabei das iterative Boltzmann-
Inversions-Verfahren (IBl) verwendet. [Reith, Dit®, M., Miller-Plathe, F.J. Comput. Chen2003
24, 1624]. Sowohl die theoretischen Details diddethode als auch die Benutzer-Oberflachen und
Formatierungen werden hier beschrieben. Entscheidi@nden Erfolg von CG-Verfahren ist ihre
Ubertragbarkeit auf verschiedene Systeme und thdynammische Bedingungen. Kapitel 3 gibt einen
detallierten Einblick in die Ubertragbarkeit von @@aftfeldern auf unterschiedliche
thermodynamische Zustande. Die hier durchgefihirRechnungen basieren auf der IBI Methode. Im
Rahmen dieser Arbeit wurden Polystyrol und PolyaG6duntersucht. Die CG-Ansatze beider
Polymere unterscheiden sich sowohl in der Kettegddals auch in der Anzahl von Atomen in einer
CG-Einheit. Atomare und CG-Simulationen wurden paradurchgefihrt, um den EinfluR der
Temperatur und des Druckes auf statische, dynamisectd thermodynamische Eigenschaften zu
untersuchen. Dabei konnten wir zeigen, dass daBdlystyrol entwickelte CG-Modell nur innerhalb
eines kleinen Temperaturbereichs tbertragbar stwefsagt bei der Beschreibung der Anderung der
Dichte, sobald die Simulationstemperatur mehr @l&K&leiner ist als die Temperatur der Parameter-
Optimierung. Im Gegensatz dazu lasst sich das C@eMéir Polyamid-66 problemlos auf geanderte

thermodynamische Bedingungen Ubertragen. Dies wuwsdwohl fir Temperatur- als auch
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Druckanderungen gezeigt. Bei diesem Polymer korddse CG-Modell Temperatur-abhangigen
strukturellen Anderungen folgen. Anders verhalsied im Fall des Diffusionskoeffizienten. Bei tiafe
Temperaturen unterscheiden sich die atomare un€@ynamik sehr stark. Verursacht wird dies
durch die Wasserstoff-Brickenbindungen in der atem&imulation. Bei hbheren Temperaturen ist
die CG-Diffusion nur noch sechsmal schneller atsatomare. Unsere Untersuchungen haben gezeigt,
dass die Lange der Polymerketten keinen Einflulmubbertragbarkeit der Kraftfeld-Parameter hat.
In Kapital 4 untersuchen wir die Dynamik und Thedywamik der “Bulk“ Phase von
Polyamid-66 in einem gréReren Temperaturbereicl (3600 K) mithilfe von Molekular-Dynamik-
Simulationen. Diese Untersuchungen sollen zu eibesseren Verstandnis der lokalen und globalen
Dynamik in nicht-verschlauftem PA-66 fuhren. Wirigen, dass unterschiedliche dynamische
Eigenschaften (strukturelle Relaxationszeit, dier&lationsfunktion fur die Orientierung der Amid-
Gruppen und der Selbst-Diffusionskoeffizient) vonchtverschlauftem Polyamid-66 einen
Phasenibergang in einem engen gemeinsamen Tenperatch (= 413 K) nahe legen. Diese
Temperatur liegt ca. 60 Grad oberhalb der Glas-ezatpr von 350 K. Fur T 413 K kénnen die

Daten an das Vogel-Fulcher-Teichmann-Gesetz atgfefiterden. Fiur K 413 K folgen die Daten

einem Arrhenius-Verlauf. Unsere Untersuchungendegiedass die globale Dynamik von Polyamid-
66 eng mit der Relaxation der Wasserstoff-Brickem Amid-Gruppen verbunden ist. Dieser

dynamische Ubergang bei einer Temperatur oberhesbGlasiibergangs stimmt sowohl mit neueren
Experimenten als auch mit theoretischen AnsatzeGiéser Uberein.

In Kapital 6 geben wir eine quantitative Analyser d@ynamik der H-Briicken und der
Thermodynamik von Polyamid-66 im Rahmen einer CGdReeibung. Die H-Briicken-Bindungen in
diesem Modell sind schwécher als im Fall einer a@m Beschreibung. Darlberhinaus zeigen wir,
dass die Relaxation der H-Bruckenbindungen unddiesion der Polymerketten gekoppelt ist. Wir
haben ebenfalls gefunden, dass die Temperatur-glg@rSkalierug zur Berucksichtigung der
schnellen Dynamik im CG-Modell bei jeder Temperadtark an die Relaxationszeit der H-Briicken
gekoppelt ist. Auf Basis eines mesoskopischen Medal Polyamid-66 schlagen wir ein einfaches
Verfahren fur die Wiedereinfuhrung atomarer Detailsr, die in der CG-Beschreibung nicht
beriicksichtigt wurden. Dieses Thema wird ebenfall&apital 5 vorgestellt. Die entwickelten CG-
und atomaren Modelle konnten erfolgreich an stmgtlen Eigenschaften, z.B. der Anzahl der H-
Brucken, getestet werden.

Kapital 6 behandelt eine andere HerausforderungRaygmer-Simulationen, der Erzeugung
einer relaxierten Startkonfiguration. Ein Ansatzfidawird in diesem Kapital beschrieben. Die

vorgestellte Methode erfordert zwei Schritte. i.)erD Erzeugung von kontinuierlichen
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Zerfallsbewegungen, die durch unterschiedliche Kuéingen charakterisiert sind und ii.) dem
Einsetzen der atomaren Fragmente in die AusganygsiKdir diese Zufallbewegungen. Der
vorgestellte Ansatz ermdglicht eine effiziente Rateon sowohl fir lange als auch kurze Zeit-Skalen
und ist einfach zu implementieren. Schmelzen volyd@oylen, der ataktischen Phase von Polystyrol
und Polyamid-66 werden mit diesem Ansatz equiltbridDie Reproduktion ihrer lang- und
kurzreichweitigen strukturellen Eigenschaften ggtliarfolgreich. Dies wird durch den Vergleich mit
publizierten Simulationsdaten und Experimentendiele

Die Arbeit endet mit Kapitel 7, in dem maogliche Rigngen fur zukinftige Arbeiten angeregt
werden.
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1. Introduction

1.1 Multiscale Simulation Methods for Polymers

Polymeric systems are characterized by a wide rasfgéength scales that extend from
Angstroms for the distance between the bonded atorasleast the contour length of the chain on the
order of micrometers. The corresponding time scadssciated with motions on such length scales are
even broader; bond vibrations occur on the scalgicafseconds (10-13 second) and chain relaxation
and morphology formation can occur over secondsutas, or hours, depending on molecular weight,
temperature and density. For this reason, an gquatle range of simulation methods at different
levels of resolution and consequently includingféedent amount of degrees of freedom is employed
to study thent.

Quantum mechanical (QM) methods present the mdatlel@d picture of the system by using
different levels of approximations to solve the ®dinger equation. A work by Martonak et?al.
showed that even at room temperature, quantumtefége crucial to understanding the anisotropic
thermal expansion of polyethylene crystals. The @bthods can be used only for very small length
and time scales. However, they are extremely vétuab provide interaction energies etc. as
parameters for interaction functions in classicahusation methods. Molecular dynamics (MD)
simulation is a powerful technique for computing gquilibrium and dynamical properties of classical
many-body systensOver the last twenty years with rapid developmehtomputers, polymeric
systems have been the subject of intense study Midhsimulations, but MD simulations using
atomistic force fields are still unable to accdsstime scales necessary to achieve chain relaxtio
polymeric systems of intermediate or high molecwl@ights? To equilibrate the dense polymeric
systems with long chains advanced Monte Carlo (M&)hods have been develoged\Nevertheless,
the size of the systems that can be efficientlyusited is still limited by the performance of pneise
day computers.

In order to study polymeric systems, particulatigit ability to self-assemble over tens or
hundreds of nanometers, it is necessary to reche@umber of degrees of freedom. Simple generic
models (such as bead-and-spring or lattice modetsjound to be suitable to study scaling propertie
of macromolecular systems by reducing the compartati complexity to the absolute minimum,

namely connectivity and excluded volume plus someciic interactions, if needéd. The bead-
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spring modelSare the most elementary MD models where the indalipolymer chain is modeled by
mass points which repel each other to producexble@ed volume interaction, and they are connected
along the chain by a spring to take care of theneotivity. These models have been used frequently t
study the dynamics of short and long-chain polynmezlts as well as relaxation properties of
elastomers, i.e. cross linked polymer méftddowever, for the complete understanding of polymer
properties (such as viscosity or crystallizatioo)hbgeneric chain length and connectivity inforroati
and detailed material-specific information of theemical composition are necessary. One approach to
attain this goal is the development of “systemdlfceoarse-grained” models, which can be used to
predict the quantities for a specific material. Td¢warse-grained (CG) models allow an extremely
simplified picture and interpretation of complex lewular phenomena by averaging over unessential
atomic details. These models are obtained by lughgimups of chemically connected atoms into
“superatoms” and deriving the effective CG intei@ttpotentials from the microscopic details of the
atomistic models. The mapping scheme relates thmistic coordinates of a structure to the bead
positions in the CG model. It is clear that thexend unique way to map a given set of atoms onto a
coarser description. However, depending on theifspeystem and on the properties of the system
that one wants to see reflected on the coarse, lenelcan define criteria to determine mapping soin
The developments of system-specific CG models &ymers is a very active research field,
and depending on the way the effective CG potentiaé derived and also on the degree of coarse-
graining, various models and methods have beenopepin the literatur&?® One way to develop a
CG models is using a structure based coarse-ggaapproach, where the direct link to the chemistry
is achieved through structurally defined bonded ama-bonded effective CG potentials derived from
the atomistic model. In this class of methods, determination of interaction potentials for the CG
model is based on the assumption that the totahpiat energy can be separated into bonded and non-
bonded contributions. The bonded interactions @edrisuch that the conformational statistics of a
single molecule is represented correctly in the i@@&lel. A very important criterion for a mapping
scheme is its ability to decouple internal degrekesreedom so that the intramolecular (bonded)
potentials can be separated into bond, angle asttoterms. One option to derive the CG bonded
potentials is to use the Boltzmann inversion toveohthe distributions of interparticle distances o
angles into the potentials. Another option is tdedwmine analytical potentials that reproduce the
probability distributions for the bonded part, fexample by fitting the (multipeaked) bonded
distributions by a series of Gaussian functionscwhsan then be inverted analytically resulting in
smooth potentials and forc&sSimilar to the bonded interaction functions, ores ltwo options to

derive the non-bonded potentials: either (1) toarsaytical potentials and optimize the paramebdérs
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a chosen analytical function by using a simplexoatgm®®3!

to reproduce the structure of the
atomistic system as accurately as possibler (2) to use numerically derived tabulated pa&st
which are designed such that the CG model repradtive atomistic structure. In the first case,
analytical potentials of various types can be ughkd: “normal” Lennard—Jones 12-6 potential is
frequently used which is sometimes too repulsivetf® CG soft bead$;*® and for softer cases
Lennard—Jones-type (e.g., 9-6 or 728}, Buckingham or Morse potentidfsare employed. However,
slow convergence of the analytical potentials dred rhanual process of selecting a good functional
form of the potential are disadvantages of thishoet

Concerning the second option to generate numeyicalltabulated potential that closely
reproduces a given melt structure, the iterativdtzZBmann inversion (IBl) methdd4®*=" has been
developed.The main feature of the method is the automatic imctive way to determine the
effective bead-bead interactions that match a fsstroctural quantities (such as intermoleculaiakad
distribution functions, RDFs) calculated from a maodetailed reference simulation model (i.e.
atomistic). Hendersdfl proved that at a given density and temperatureretis a unique mapping
between the radial distribution function and théimolecular potential. Thus, a potential which
reproduces the target RDF is a fixed point of tleeation and, if the algorithm converges, a valid
solution for CG potential is obtained (for more alist see the sectio®.1.Research Backgrounyl
However, there can be limits to this approach bseauis not always clear whether the chosen CG
mapping scheme can converge to an optimal fit. Adiog to the workflow to develop the CG force
fields presented here one obtains potentials foded and non-bonded interactions at the same time
based on the same atomistic simulation, thus tlsereo clear separation between the optimisation
procedures for bonded and non-bonded interactidengials. One can achieve this separation by
deriving CG bond length, bond angle, and torsiod&tributions from the atomically detailed
conformations sampled by a single (chain) moleauleacuo, if the conformational sampling of the
molecule in vacuo and in the bulk (or solution) shaloes not differ substantiafyThe 1Bl method
has been used successfully for molecular ligtidpplymer melts®>*“° dendrimer$! polymer
solutiong®, polymer blend¥ and ionic liquids®

The IBI method has the advantage that detailecttstral information is included into the CG
model. Since the radial distribution function ingorates temperature, density, composition, andr othe
dependencies into the effective pair interactitwe, tesulting force field can have a severely lithite
range of applicability, and transferability of t& force field is still a challeng@° In chapter 3 we
will discuss more about the transferability of Gibcke fields developed by IBI method.
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Investigations of dynamic properties such as memued displacement, diffusion constant,
and Rouse-mode analysis necessitate the tranfitionunentangled to entangled motion for IBI force
fields, and it turns out that such structure-baS€dpotentials can be used fogaalitative study of the
dynamics of polymer systerfis® However, since many of the original degrees otdmn are
removed in the CG description, the effective CGeptials are softer compare to the atomistic ones,
and this results in a reduced effective frictiotwEen the beads. Thus, CG simulations cannot k& use
directly for aquantitativestudy of the dynamics. Of course, the three basicacales (particle mass,
size, and energy scale) define a time scale in Midlstion of the CG systems, but the time in the CG
description does not correspond to the real phlysioa of the underlying chemistry. One of the main
problems of such CG models is the artificial dynasniwhich is too fast compared to the reference
systems-** To re-establish the correct dynamics in CG siniorest, different approaches have been
proposed. Izvekov and Vdthproposed an approach within the coarse-grainiamémwork of force
matching (see below) which reproduce a correct ayonan the CG simulation. However, in order to
map the time accurately between the atomistic hedstructure-based CG model one can use one of
the following two methods: the first is to gauge t6G dynamics by equating a scalar dynamical
quantity like the diffusion coefficient or the vissity!®** The results of the CG model could thus be
matched to the value from long atomistic MD runexperiments. By doing this, only the asymptotic
long time regime is being compared, and one hdp&sadne time-scaling factor covers all dynamical
processes. In the case that we do have data framsiic MD simulations, an alternative way to map
the time is to match the mean-square displacemd8D) of the monomers-***® The time scaling
factor determines the real unit to which the CGetirorresponds.

With the goal of providing a systematic multiscalgproach to coarse-graining, Izvekov and
Voth have introduced the multiscale coarse-graiM§-CG) method (force matching methddf2in
this method, the forces in the CG system are déteansuch that they are mapped to the sum of the
forces in the corresponding atomistic sysféft. The MS-CG method has been applied to develop
accurate CG models for peptidés® pure bilayerd/ mixed bilayers* carbohydrate¥ simple
fluids,**®ionic liquids>>° soot nanoparticle¥and even mixed- resolution models of transmembrane
proteins>® The MS-CG theory can also serve as a basis faewinly more correct dynamical behavior
(e.g., self-diffusion) in the CG mod&lIf no approximations are introduced into the meththe MS-

CG variational principle provides a computationigioaithm for determining the many-body CG free
energy surface for a given atomically detailed nhodée bonded parameters of the potentials
developed by MS-CG method are found to be transkerto different temperatures, while the non-
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bonded potentials are less. However, the MS-CG oale well transferable to different system
sizes>”

Concerning the different methods to obtain theradgon potentials between the CG beads the
MARTINI force field in close connection with atortiismodels has been developed; its philosophy of
the coarse-graining approach is slightly differérein the other method$>® Instead of focusing on an
accurate reproduction of structural details atréiq@dar state point for a specific system, the @rfor
a broader range of applications without the needeparameterize the model each time by extensive
calibration of the chemical building blocks of tl@&G force field against thermodynamic data.
Currently, the MARTINI force field provides paramet for a variety of biomolecules, including
many different lipids, cholesterol, and all aminoids. Properties accurately reproduced include

146061 aastict*® dynamic!* and thermodynamic datd®®In order to parameterize the

structura
non-bonded interactions of the CG model, a systentaimparison to experimental thermodynamic
data has been performed. Specifically, the freeggnef hydration, the free energy of vaporization,
and the partitioning free energies between watdraanumber of organic phases were calculated for
each of the different CG patrticle types. To paramee the bonded interactions, it uses structuatd d
that are either directly derived from the underyetomistic structure (such as bond lengths ofirigi
structures) or obtained from comparison to finargd simulations. In the latter procedure, the-fine
grained simulations are first converted into a “pegi’ CG simulation by identifying the center of
mass of the corresponding atoms as the mapped @@ I$®cond, the distribution functions are
calculated for the mapped simulation and compaeethdse obtained from a true CG simulation.
Subsequently the CG parameters are systematicalyhnged until satisfactory overlap of the
distribution functions is obtained. The potentiahge of applications of the CG model is very broad.
There are, however, certain important limitatiomst tshould be kept in mind. For example, the model
has been parameterized for the fluid phase. Thogepties of solids, such as crystal packing, ate no
expected to be accurate. In the other hand, betlydaks and the solid phase appear somewhat toe stabl
with respect to the fluid phase, and thereforetileemodynamic behavior of solid/fluid and gas/fluid
interfaces should be interpreted with care, atlaaghe quantitative level.

An alternative way to develop a CG force filed istarting from dynamic properties of the
system. In this case the Langevin-equation fornmélfd is used to describe the dynamic evolution of
the system, and the friction coefficients that ipdlst slow down the dynamics, are determined from
atomistic reference simulations using force-velpoeind velocity-velocity correlation function&*
This method is usually used to study complex ligtfidr bio-systems? In the same class of method

fall also those that tune the friction coefficientstil the dynamic properties match the atomistic
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ones™ In any case it is of interest to understand thgsisial origins of the acceleration of the CG
dynamics for specific cases, to assess the methedsoned above and gain a better understanding of
the effect of coarse-graining on the dynamics system. However, this class of method could fail to
reproduce the structure of the system.

There is currently much research being carried tounvestigate, whether it is possible to
derive coarse grained potentials that are bothrtbdynamically as well as structurally consisterthwi
the underlying higher-resolution description. Icaet work of Qian et &F the dissipative particle
dynamic§® (DPD) and Lowe-Anders8h (LA) equation of motion have been applied in CG
simulations to slow down the dynamics of the CG ataitained through IBI method. The simulation
results showed that both DPD and LA can re-intreduiction into the system and compensate for the
dynamical effects of coarse graining. Thus, thefésbd dynamics of CG models in molecular dynamics
can be corrected and can be slowed down to masdhyreEmpirical rules have been found for the
control parameters (noise strength in DPD and batlsion frequency in LA) in CG simulation of
liquid ethylbenzen®. Further work needs to be done to establish hansferable these rules are
among different systems.

The different simulation hierarchies (QM, atomisti® and CG simulations) can be used to
address phenomena or properties of a given sydtegvaral levels of resolution and consequently on
several time and length scales. The easiest waprbine different simulation models on different
scales is to treat them separately and sequentigllysimply passing information (structures,
parameters, energies etc.) from one level of réisoitto the next. A step beyond these sequential
schemes is represented by those approaches wreergcdles are coupled in a concurrent fashion
within a unified computational scheme. In theserapghes two levels of resolution are used at the
same time in the simulation. A dual-scale approalcbady has been used to study the interaction
between bisphenol-A-polycarbonate and a nickebseff*° In this method, the regions with different
resolutions are fixed and the exchange of partiatesng the different regions is not allowed. While
this may not be a crucial point for hard mattercéstainly a strong limitation for soft matter,.i.e
complex fluids, since relevant density fluctuati@me arbitrary. An even more sophisticated multesca
approach allows to adaptively switch between rdswoiuevels for individual molecules on the fly —
for example depending on their spatial coordinaRscently, such an adaptive resolution scheme
(AdResS) has been developed in which moleculedreaty exchange between a high-resolution and
low-resolution regiorf®’ This very recent method, which so far has beed tisr liquid watef' and

a polymer-solvent systeffijs of great interest in a much wider variety afteyns.
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The combination of CG simulation with an efficieback-mapping methodology (i.e.
reintroduction of atomistic detail) is a powerfobt to efficiently simulate long time-scale andger
length-scale processes in soft matter where inetid one can obtain well-equilibrated atomistic
structures. The resulting structures can be dyeximpared to experimental data or they can be used
in further computations, for example to determinmaiic data (e.g. the permeabilities of small
molecules in large polymeric systems). Additionatlye combination of CG simulations, where the
CG model is based on an underlying atomistic dpsori, with a back-mapping procedure can be
further employed to validate the atomistic forceldion time and length scales not accessible to
atomistic simulations. In general the back-mapgnacedure has no unique solution since every CG
structure corresponds to an ensemble of atomist@ostates. Therefore, one needs to find one
representative all-atom structure, with the corsgatistical weight of those degrees of freedom tha
are not resolved in the CG description. Severghtly different strategies to reintroduce atomistic
detail into a CG structure have been presehféd The general strategy is to use reasonably ridid al
atom chain fragments — corresponding to a singk small set of CG beads — which were taken from
a correctly sampled distribution of all-atom chatnuctures. An alternative way in the case of more
flexible low-molecular weight molecules could bes trestraining atomistic coordinates into the CG
structure to avoid the atomistic structure to devi@o strongly from the CG reference. The back-
mapping strategy will be explained in more detailshapter 5 for a CG model of polyamide-66.

The key motivation for CG molecular modeling anahgliation thus primarily derives from the
need to bridge the atomistic and mesoscopic scalgsically, there are two to three orders-of-
magnitude in length and time separating these reginAt the mesoscopic scale, one sees the
emergence of important phenomena (e.g., self-adgambiomolecular or soft matter systems). CG
simulations, especially as they seek to make isangacontact with experimental results on complex
systems, can therefore play a significant rolenadxploration of mesoscopic phenomena and, in turn
of the behavior of real biomolecular and materisystems. The emerging challenges to the CG

approach and possible future developments of ighlid Will be discussed in chapter 7.

1.2 Coarse-Grained Simulations: New Developments an  d Applications

This PhD thesis describes several new developmeahtsoarse-grained models and their
applications in the computer simulations of polysadFirstly, the current coarse-graining strategy,
iterative Boltzmann inversion (IBI) and the corresding workflow have been implemented into a

new program package IBIsCO, which is especialliptad to CG simulations. Secondly, this thesis
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addresses the problem of model transferability, iteand how far can a coarse-grained model
developed at one thermodynamic state (temperagboessure, composition) be used at another state.
This is analysed for the examples of two differpatymers, polyamide-66 and atactic polystyrene.
With this validation of the CG approach completind CG model was, thirdly, employed to study the
effects of hydrogen bonds on the long-time dynanmoicgolyamide-66. Finally, we developed and
tested a new method “fine-graining without coarssirgng” for the preparation of atomistic
conformations directly from random walks, i.e. witlhh a preceding simulation of a coarse-grained
model. This “backmapping” strategy is directedwtife simulations where one is only interested in a
relaxed atomistic conformation for further analygist not in the long-range properties of the paym
itself. In the next paragraphs, we give a shortaes for each part.

Based on the CG simulations which have been peddrnm our group, and in order to validate
the workflow of developing CG models using the Béthod, we feel the need to provide a detailed
description of the IBIsCO code, which is a progrneatkage specially developed for CG simulations
using Gaussian potential functions and/or tabulategtaction potentials derived by the IBI appraach
Various standard ensembleN\(T, NPT, and NVE) are available in IBIsCO. The techniques of
dissipative particle dynamit®s (DPD) and Lowe-Anderséh (LA) equations of motion are also
embedded in IBISCO. Besides their use as thernsofbatthe generation of s canonical ensemble,
DPD and LA can also be used as techniques to caafethe effects of lost degrees of freedom in
CG models on the dynamics: they slow down the &b dynamics in CG models due to the softness
and the lack of frictioi> Chapter 2 describes the basic MD algorithms, #yEabilities and usage of
IBIsCO.

A key gquestion in the CG simulations is the degreéransferability of the resulting coarse-
grained force fields between various molecular esyst and different thermodynamic conditions
(temperature, pressure, concentration). Intrinlsicille coarse-grained force field cannot be rigsip
transferable because, by removing the atomistigildéite interactions between particles in the exyst
have been averaged out in ways that are differepémdding on the given conditions. In other words,
the effect of removing the same degrees of freedambe, and generally is, different at different
temperatures, densities or environments. In Chéaptere focus on a the IBI coarse-graining method,
which has been successfully applied to a wide ramigenacromolecular system&?°34:>The
purpose is to test whether the IBI-generated CGeféield developed at one set of condition is dpeci
to these conditions, or whether it can be transteto other situations and over what range. The
transferability is a n important point in the CG@nsiations because, if in practice,it is given oger
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certain range the computational effort for the ssaey atomistic reference simulations would be
considerably reduced.

The amorphous polymers studied here are two consyatietic polymers: atactic polystyrene
(a-PS) and polyamide-66 (PA-66). They are moddiedifferent degrees of coarse-graining and have
different chain lengths. The effect of temperatame pressure on static, dynamic and thermodynamic
properties is tested by comparing systematicaltlyabarse-grained results with the atomistic ones. W
find that the CG model describing the a-PS is feaable only in a narrow range of temperature and i
fails in describing the bulk density when the terapg&re is 80 K lower than the one where it was
optimised. On the contrary, the PA-66 CG model gurnt to be fully transferable between different
thermodynamic conditions (temperature range of @0OK). The transferability is checked for both
temperature and pressure variations. We find thahis case, the CG model is able to follow a# th
intra and inter structural rearrangements causdtidjemperature changes.

A second CG model for a-PS (different mapping sajemroposed later by Qian et33l.
shows to be transferable over different temperatarel different chain lengths. These results show
that the transferability of the CG force field dped by the IBI method depends strangely on the
location of the superatom within the real monontteg, number of degrees of freedom removed during
the CG procedure and the polymer under investigatio

Concerning the transferability of CG force field foolyamide-66 to different temperatures, we
explore different thermodynamic and structural pamties of the system at different temperatures. Th
hydrogen bonding (HB) is one of the intermolecutaeractions that most influences the dynamics of
molecular systems, being responsible for the siractfunction, and dynamics of many chemical
systems from inorganic to biological compoufd®ue to the simplification of the coarse-grained
models, the atoms directly involved in the HB (oggmgnitrogen or fluorine as hydrogen bond donors
and acceptors) as well as the hydrogen atom igselfusually “coarse-grained away”, i.e. lumped
together with other atoms into beads. Several nsolda/e been developed to describe HB especially
in studying protein foldint and have met with different success. Similar typfestudy have not been
carried out for synthetic macromolecules althoulfio & their case the presence of the HBs affects
strongly their conformation, chemical-physical pedpes, crystallization, self-assembly behaviouwt an
many other global properties. It is therefore gaittrly interesting to see whether and how theufest
owed to the hydrogen bonds are preserved in ther@©@el, in which they are only present in an
effective and averaged way. In addition, the palssilof correctly describing the HB dynamics using
a CG model would be of great importance for furihgerovements of CG force fields.
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In polyamides, nearly all the amide groups, th& separated by a sequence of methylene
groups, are hydrogen-bond&dThe large number of hydrogen bonds forms an exigritiree-
dimensional network whose dynamic rearrangemehniéntes several properties of the material such
as the glass transition temperature and the megiomgt. For these reasons, understanding the therma
mechanical properties of polyamides by studyingthemal stability of hydrogen bonds has been a
popular topic in previous researttt? In Chapter 4, we first analyze in detail the effeictemperature
on the local and global dynamics of unentangled GBAusing atomistic molecular dynamics
simulations. The local dynamics is mainly investghby looking at the HB dynamics and calculating
the hydrogen-bond relaxation time and lifetime byams of specific correlation functions. The
influence of the relaxation of the HB network oe tjlobal dynamics of the polymer is also analyzed.
Our results show that the global dynamics of polg@a®6 is intimately related to the relaxation o t
hydrogen-bond network formed among the amide grolipsn, in chapter 5 we study a CG model of
the same PA-66 system focusing on the dynamicstf@rdhodynamics) of the HB. The ability of the
CG model to capture correctly the dynamics of thdrdgen-bond network at different temperatures is
tested. To address this issue we use the samdatimmefunctions which have been employed in the
analysis of hydrogen bond dynamics in atomisticusations. From a quantitative analysis of the
hydrogen bonds dynamics and thermodynamics it tamshat the CG model is characterized by a
weaker HB network than the corresponding atomic ehod/e show that the relaxation of the HB
network and the diffusion of the polymer chains evapled. Moreover, we find that the temperature-
dependent scaling factor, which accounts for tisé dgnamics of the CG model, is strongly linked to
the relaxation time of the HB at each temperature.

Many features of polymers including their viscoa®ehavior depend on the fact that the
monomers are bonded together and form a specifiolagy. The chain connectivity makes the
conformational space to be sampled very broad &adacterized by a complex energy landscape.
Therefore, specific simulation techniques must lewetbped in order to efficiently explore the
conformation space and to gain information aboet shructure and dynamics of a polymer melt,
avoiding the system being trapped in the neighbaathaf the initial configuration.

Chapter 6 presents a new and easy procedure tkhygemuilibrate entangled linear polymers.
The method proposes the use of a reverse-mappingin® graining) technique to generate an
atomistic polymer structure directly from a gengsmymer model. This method (here called “fine-
graining”) requires only two steps: the generatmina random walk (representing the average
conformational state of a generic polymer chaia melt) and the subsequent insertion of the atanist

details following the trace of the random walk. &ftinserting the missing atoms into the generic
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polymer structure, few simulation steps are furtrexgjuired to re-form backbone bonds among the
monomers and to relax (locally) the newly formednat polymer chains. The method is applied to
three types of amorphous polymer melts: polyethg/lgtE), atactic polystyrene (a-PS) and polyamide-
66 (PA-66). Results of global properties (radiusggfation, end-to-end distance, radial distribution
functions) and local structure (distribution of ednal angles, local reorientation of bonds) can be
successfully compared with those obtained from rothethods presented in literature and with
experimental data. The procedure ensures a godtibegfion at long as well as short length-scales
and is very easy to implement.
Chapter 7 closes this thesis with an outlook on ftitare development of the molecular

dynamics and coarse-grained simulations of polymers

1.3 Research Background

1.3.1 The lterative Boltzmann Inversion Method
Since all the coarse-grained (CG) potentials pteskeim this thesis are developed on the basis
of the iterative Boltzmann inversion (IBl) methade briefly explain this strategy in this sectiorher

first assumption is that that the total potentiaérgyU “© can be separated into bonded/covalent and

non-bonded contributions

U = UL+ TUES 11
whereU® andU S° represent the bonded and non-bonded part of ttential, respectively.

The bonded interactions are derived such that tefoomational distributionP®® , which is

characterized by specific CG bond lengthsetween adjacent pairs of CG beads, anglbstween

neighbouring triplets of beads and torsignbetween neighbouring quadruplet of beads respygtiv

i.e. P 8.,4), in the CG simulation is reproduced. If one assuthat the different internal CG

degrees of freedom are uncorrelatBd? r 8 @, fachorizes into independent probability distribuso

of bond, angle and torsional degrees of freedom

P (r,8,¢) = P(r)P(8)P°(9) (1-2)
To obtain the bonded potentials, the individuatribsitions P<® ¢ ), P*¢(8) and P*® ¢ ) are

first fitted by a suitable sum of Gaussians funwi@nd then Boltzmann inverted. It should be noted

that the bond length and bond angle probabilityrithgtions are normalized by taking into account of

the corresponding metric, namelyfor bond lengths andin(@) for bending angles. Probably due to
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the stiffness of the bonded interactions, thisadioltzmann inversion of the atomistic distribunso

gives CG potentials, which lead to CG distributiomstching the atomistic ones.
Non-bonded interactions are derived as effective-lmanded potentials $°(r) from a given
target intermolecular radial distribution functi¢RDF) g®*{r) obtained from atomistic reference

simulations or experimental data. First a reasanatitial guess is needed. It can be obtained by
directly Boltzmann-inverting the RDF (which is apability distribution):

F(r)=—kTIng"*(r) (1-3)

It is important to notice thak(r) is a free energy and not a potential energy. Hewet is usually

sufficient as an initial gues4);,(r), for the iterative procedure. Simulating the systevith

U o (r) now yields a corresponding RDE° r ( Which is different from they'®**(r) . Therefore, the

CG potential needs to be improved, and this camdree by adding th,?b?O(r) a correction term

- ksTIn[g$e(r)/g"**(r)] . This step is iterated

Ugia(r) =Uga(r)+ksT In(ggg—(z)j (1-4)

until the referenceg'®*(r) is reproduced and the potential is stationar§s.,(r)=us(r) The

convergence can be measured quantitatively by atratuthe following error function:

frarger = [W(N)(G8(r) = g% () dr (1-5)
where w(r) =exp(r/o ) is a weighting function to penalize more stronglgviations at small
distances.

Since the IBI method, eq 1-3, has no obvious wawlmch the system energy or pressure
influence the value of the potential at a particulgtance, the following approach can be useditb a
this information. Adding to the non-bonded potengiaveak linear potential terdV , which goes to
zero at the cutoff and whose slope is positiveegative {/,), does not change significantly the RDFs

produced by the model, but changes the pressuren dowup, respectively. The so-called ramp

correction is of the form

I

cutoff

AV =v0[1— ' J (1-6)

This correction can be inserted into the Boltzmarwersion iterations ,to adjust the pressure to the
target value.
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2. IBIsCO: A Molecular Dynamics Simulation Package  for Coarse-

Grained Simulation

2.1. Introduction

The computer simulation technique has been provdaeta very powerful tool in the research
field of polymer and biomolecular systefifsHowever, due to the long chain characteristics and
complicate molecular structures of polymers or lt@oules, many properties or phenomena occur
over the length and time scales which are not addesto straightforward atomistic-level simulatson
One way to circumvent this problem is to reducertbmber of degrees of freedom by using either a
general coarse-grained (CG) model, or to develgiesy-specific CG models. One of the popular
methods to develop system-specific CG model isltérative Boltzmann Inversio(iBl) approach,
which starts with the potential of mean force assgupotential, and then optimizing the potentials
iteratively until the reference structure distribat either from atomistic simulation or experimeist
retrieved. The final optimized potential can baitabulated form (non-bonded or bonded interactions
or Gaussian function (bonded interactions). Thaiteodf IBI method are referred to Ref. 3.

Recently, different coarse-grained models have luEseloped successfully in our group for
molecular liquid, ionic liquic®, polymer melt®’, dendrimet, and polymer solutidhusing IBF
approach. Extensive coarse-graining simulations laés’e been performed on these models under both
equilibrium”® and non-equilibriurt? conditions. One of the main challenges of suchr@lels is the
artificially too fast dynamics which mainly arisgem the effect of reduced degrees of freedom é th
system. To overcome this problem and to have tmeeciodynamics in the CG simulation different
approaches have been propoSed.The techniques of pair-wise Langevin-type dis$ieaparticle
dynamic$® (DPD), and Lowe-Anderséh (LA) equations of motion can be used to enhanee th
frictions between particles, hence, to slow dowa plarticle mobility. Both of them have been used
successfully for the simulation of coarse-grainéuylebenzene liquid, polystyrene oligomer m&lt
and ionic liquid in our group.

Based on the CG simulations which have been peddrim our group, and in order to validate
the workflow of developing CG models using IBI madh we feel the need to provide a detailed
description of the IBISCO code, which is a parakll program package using MPI, specially
developed for the CG simulations using Gaussiagtions or tabulated interaction potentials derived
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from IBI approach. Various ensembles (NVT, NPT, &h¢E) are valid in IBISCO. The techniques of
dissipative particle dynamits (DPD) and Lowe-Anderséh (LA) equations of motion are also
embedded in IBIsCO. Both of the DPD and LA canadtrce frictions into system to compensate the
effects of lost degrees of freedom in CG modelsiche slow down the too fast dynamics in CG
simulation induced by softness and less frictiotthie CG representatibh In addition, they can also
be used as thermostats to perform the simulati@amonical ensemble. Moreover, a novel approach,
so-called Reverse Non-equilibrium Molecular DynasfligRNEMD) simulation technique is also
implemented in IBISCO, with the combination of DRBd LA equations of motion; one can calculate
the viscosity or study the structure alternationdar non-equilibrium condition.

This article describes the basic MD algorithms,dhpabilities and usage of IBIsCO.

2.2. Molecular Dynamics Algorithms and Functionalit ies of IBIsCO

2.2.1. Force Field

Similar to the atomistic force fields, the systenemgy in the coarse-grained model is divided
into various partial energy contributions, as espesl:
V =V, ong Vange TV, +V,

angle tortions nonbonded

(2-1)

whereV,,4» Ve @ndV,

angle torsion

correspond to the bonded part (bond, angle arsiotointeractions) of

the potential, an/. . .....q F€Presents the non-bonded potential.

Bonded Potentialln IBIsCO, there are two options to define the duh interactions. One
possibility is to prepare a file callgglaussian which specifies the Gaussian functions parameiets
fit to the bond lengths and angle distributibn§ormat of theGaussianfile is given in the section
2.4.2 Input Fileg; the second option is to prepare tabulated piaterfor bond and angle interactions
following the IBI procedure. The strategy to caltel the potential and force during the simulat®n i
the same for both options. Potential tables/Gangs@ameters iGaussiarfile are saved/transformed
to intrinsic arrays (potential tables) in the co@iables for the forces are constructed at the sanee
During the simulation, the interaction potentials forces are calculated from such intrinsic
potential/force tables with linear interpolatiorcaading to the separation between atom pair.

In the Gaussianfile, a multi peaked distribution of a structupslrameterd (bond or angle) is

approximated by a sum of Gaussian functions characterized by the centetipog 4, ), the total

area (A ), and the width y, ):
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PO)=, Fexp(z( G-ty (2-2)

Given a distributionP § )of a structural parametér, the corresponding potential is derived by a

simple Boltzmann inversion & &( .) The corresponding potenti&, 8 ( gbtained by Boltzmann

inversion is written as follows:

n 6 )
V(0) =—-kgTIn A ex 2( 2-3
(6) = kg Zl: NCE pE2-——==) (2-3)
whereks is the Boltzmann constant afds the temperature.
If we defineg, (8) = A expl 2( ~6,)° ——%~), the potential can be written in a more compachfo
W,/ 77/2 Wi
V(0)=-kgTIn z g, (6) (2-4)

i=1

For the bond potentials, it is possible to deriveilar equation:
V()= —kBTInZgi (1) (2-5)
i=1

wherel is the bond length.

Non-bonded Potentialn IBISCO, there is no any specific analytical ftion to calculate the
non-bonded interactions. All the non-bonded inteoas are treated as tabulated potentials as a
function of distancerf, and they have to be prepared as input fileditferent type of non-bonded
interactions in the system.

Forces. The bonded and non-bonded forces are calculatethdoywumerical derivate of the
potentials:

V()g+l) V()ﬂ 1))

F(x)=—(

x=l,8,r (2'6)

i1 T X
wherex corresponds td , & andr for bond, bend and non-bonded potentials, respaytii is the
position index of tabulated point. For the treattmeh intra-molecular non-bonded interactions,
IBIsCO has two options, excluding either 1-4 or 1rferactions which are separated by 3 or 4
successive bonds. This is defined by the keyworNai-Bonded in control file (see sectionnput
Files).
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2.2.2. Construction of Non-Bonded Interaction Neigh ~ bor List

Both of the Verlet neighbour list and link-celltli'echnique®¥ have been used in IBIsCO to
minimize the CPU time expended on the calculatiomom-bonded potentials and forces. The standard
Verlet neighbour list technique is used to constroneighbour list for small boxes. When the
simulation volume domain size of each processaviery direction is bigger than three times of the
neighbour list cutoff radiu&_ (defined by the keyword of Neighbor_list_cutoff ¢ontrol file), the
link-cell neighbour list technique will be used donstruct the neighbour list. The simulation area i
every processor is split into small cells with izt size ofR_, then the searching of the particle
neighbours are restricted to those patrticles insdr@e cell and those in the half (13 in 3D) of the
nearest neighbouring link cells. Details of thishieique are referred to Réf. The neighbour list
array is updated every a few time steps in the lsitimm, which is defined by the keyword of
Update_neighbour _list ioontrol file. Reassignment of the particles to the prooesis also done with
the same frequency.

The general flowchart of IBISCO is shown in Fig@ré.
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CPUO: Master
cpu1
| Initialize and distribute the data | 2

4' Shift all the atoms in the box |

Update
neighbor list?

Repartition the processor domain &
Specify the border atoms &
Communicate the border atoms
Communicate the border atoms {coordinates and global indexes)&
{coordinates) Up«ate the neighbor list

Compute the forces &
Integrate the equations of motion &
Calculate quantities (kinetic energy, pressure tensors, efc.)

Gather information &
Write outputs in master
CPUO

End

Figure 2.1.The flowchart of the IBIsCO program.

2.2.3. Integration Schemes for the Equations of Mot  ion

IBISCO offers three different algorithms for thadgration of the equations of motion. The
basic leapfrog algorithm is used for the convergidvD simulation. On the other hand, since IBIsCO
is developed for the coarse-graining simulatiorssigiative particle dynamits (DPD) and its
alternative, the Lowe-Anders¥r(LA) equations of motion which are suitable on €@ level are also
embedded in IBISCO.

2.2.3.1. Leapfrog Scheme

In leapfrog schent& the particle velocity and positiorr are updated as following,
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v+ =v -2 ach) (2-7)
2 2 m
At

r(t+At) =r(t) + Atv, (t +?) (2-8)

whereAt is the time stepny is mass of atom andf; corresponds to the force exerting on the atom
Velocities are evaluated at half steps, and postand forces are calculated at full steps. Vefaait

the current time step, t (i calculated from:

Vi) = (v, (t—%)wi (t+%»/2 (2-9)

2.2.3.2. Dissipative Particle Dynamics

In DPD simulation, besides the conventional corefirg interactions between particles
(described by eq 2.1), a pair-wise dissipative dofeq 2.10) and a random force (eq 2.11) are also
acting on interacting pairs:
Y == () (v; [&))e, (2-10)
F = owR(r;)6,0t ™ %, (2-11)
wheree; =r; /r; is the unit vector along the connecting line bemthe particlesandj, vij = vi - v is

their relative velocityy (kg s') and o(N s? are strengths of dissipative force and randomefarc
respectively, aneh°(r) andw™(r) are weighting functions for these forcépiis a uniformly distributed
random variable with zero mean and unit variandachvis independent on different pairs of particles
and different time steps. The dissipative force is proportional to the refatvelocity of the
interacting particle pair, which mimics the frigtiobetween particles and accounts for energy
dissipation, while the random force compensatesttier degrees of freedom removed by coarse-
graining, and acts as a heat source. Accordingpeédfitictuation dissipation theorem, the dissipative

and random forces are coupled together by theeriaw® (r) =[w?(r)]?> =w(r) andd® = 2)kgT, and

they form a thermostat of temperatufé® Since noise and friction are coupled, only onethsf
parameters can be adjusted independently. In IBJslOnoise strengtlris set as an input parameter.
Dissipative and random forces act only betweenigbest within a cutoff radius af.. Their pairwise

nature together with the short cutoff ensure tlrallonomentum conservation, leading to correct long-
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range hydrodynamics.Note here, there are two options for the weighfimgtion w ¢ ) in IBIsCO,
one is a linear and the other one is a step fumesofollowing:

w(r) = @-r/r,)? (2-12)
w(r)=1 (2-13)
To solve the stochastic equations of motion, IBISE@sing a modified velocity-Verlet algorithrn

r(t+At) =r (t) + Atv, (1) + 1/ 2(At) >, (t) / m
V, (t +At) = v, (t) + AALF, (t) / m

£ (t+AL) =f,( (t +At), V(t + At))

v, (t+At) = v, (1) + 1/ 2Dt(F, (t) +F, (t + ALY/ m

(2-14)

where an intermediate velocity is predicted for the calculation of dissipativecks (eq 2.10). The
particle velocities are updated in the last steis.the total force on particiencluding the non-bonded
and bonded forces (eq 2.1), the dissipative (eq)2ahd the random (eq 2.11) forces. The empirical

integration constant is chosen to be 0.65 according to R&f.

2.2.3.3. Lowe-Andersen Scheme

The Lowe-Andersen technigitfeis an alternative to DPD based on the idea of Asefés
thermostat. It also conserves local linear momentastead of using explicit friction and noise as i
DPD, the relative energy of particle pairs withincartain cutoff is dissipated by periodically
resampling from a Maxwell-Boltzmann distributiontlwvia chosen “bath collision” frequency. This is

done by adding random velocities along the conngdine between the particles:

Vi=v t Mij[é-ij \/kBTO/Mij —Vj @ij]eij Im
V=V, —Mi].[gfi].1/k53T()/Mij -v; [&]e, /m;

whereM; = mmy/(m; + m) is the reduced mass of the particle pairandm are the mass of particles

(2-15)

andj, respectivelyg; is the unit vector along the connecting liggjs a Gaussian random variable of
zero mean and unit variance generated by an aigofitom Ref.'® T, is the system temperature, and
ks is the Boltzmann constant. By construction, thtaltmmomentum of the particle pair is conserved,
therefore LA is also locally momentum-conserving &ulilean-invariant.

In LA scheme, the interaction with the heat bathdéscribed by a Langevin equation for
relative velocities rather explicit random and tina forces. Since there is no velocity-dependent
dissipative force, the equations of motion can dleexl by a standard velocity-Verlet algorithm, as
used in literaturé?*® or the leap-frog scheme which is used in IBIsC®every time step, for each
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pair of close particles, a new relative velocitygenerated from a Maxwell distributiaf) \/k; T,/ M;

with a probability ofl /At (1/ps). The new relative velocity acts along tlarecting line between

centers of the particles (eq 2.15). The schemetailds as following:
(i) f,(t) =f;(r(v)
(i) For each pair of particles for which (t) <r,

(a). Generatef; /kT,/M; from a Maxwell distribution with a probability df /At

(). vi=v, + Mij[fij & kBTO/Mij —Vj Baij]eij /m
(©. v, =V, =M, [&KksTo /M —v, [&]e, /m,
iy v, +5Y =v -2 )+At LO
2 m

(iv) r,(t+At) =r, (t) + Atv, (t +%) (2-16)
The probabilityl /At corresponds to a collision frequency which istoafed by a uniform

random numbetl between zero and one. This random number is imdkgre for different particle

pairs and different times. For every close paipaiticles (t) <r.), a random numbes, smaller

than preset value of will designate a new relative velocity to the pdes from a Maxwell

distribution.

2.2.4. Berendsen’s Thermostat and Barostat

Berendsen’s algorithffl is used in IBISCO to perform constant-temperatanel constant-
pressure MD simulations. The temperature scaliotpfad (eq 2.17) is used for a uniform scaling of
the atom velocities, and the pressure scaling rfagtéeq 2.18) for a uniform scaling of the atom

positions and box lengths:

5= {1+ At {L 1H (2-17)
T(t -

{1+_ AP - p]} (2-18)

whereT(t-4t) andP(t) are the instantaneous temperature and presste sistem], andP, are the

corresponding values for the bath,and 7p are the coupling time which determines the fregyeof
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the system reacts to a deviation Bfor P from target bath values, and is the isothermal

compressibility.

2.2.5. Reverse Non-Equilibrium Molecular Dynamics (  RNEMD)

For details of the RNEMD method we refer the readeRef?’. Here we just give a brief
description of the essential steps. The RNEMD iseriily implemented in IBISCO only for the
viscosity calculation, since it has been provery edficient on that>?* One can also use it to calculate
more properties, such as Soret effeand thermal conductivit§ The viscosity is calculated as the
ratio of a transverse momentum flux and a she#t:fie

j(p) =722 (2-19)
z

where j,(p, )Iis the transverse momentum flux transported irztiiieection, the shear field is defined

v, (2)
0z

as the velocity gradient along tlzedirection, , andn is the shear viscosity. Note that the

momentum flux can also be calculated by the ofgdreal component of the stress tenggr

In RNEMD method, the typical cause-and-effect pietur conventional non-equilibrium MD
simulation is reversed: the effect, the momentwr & imposed by swapping the particle velocities a
the cause; the cause, the velocity gradient osliear rate is obtained during simulation as theceff
Two symmetric Couette flows are obtained with sHéaw in x direction and velocity gradient in
direction. The whole procedure of this method iscdbed as following:

(1) The simulation box along tredirection is divided intdN (even) slabs, and labeled from n =1
to n =N in a bottom-to-up sequence. The flow on the boxnbdawy (in slab 1 and slaW) is
supposed to be in thexdirection, whereas the flow in the middle of thexlgslab n 2Vl = N/2
+ 1) is in the x direction.

(2) To achieve the above condition, the atom in tfielab with the largest velocity component in
the x direction and the atom in thd slab with the largest velocity component in the +
direction are identified. The two atoms must hdneesame mass.

(3) Finally thevx, components of the two atoms are exchanged. Sirecemo involved atoms have
the same mass, this unphysical momentum swap proe@nserves both linear momentum
and kinetic energy of the system as a whole. Atsdrae time, the potential energy, hence, the

total energy of the system is also conserved, secthe positions of the atoms are not changed.
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The above procedure is repeated during the simalgtsiodically with a preset frequency (evéky
time steps). A schematic picture of this methogshewn in Figure 2.2. The total momentuPp
transferred from the n M slab to the bottom slab n = 1 is the summatiothefamount transferred in
each velocity swag@\p, which is precisely known. Hence, the momentum fiar be calculated by
y=P o 280 20)
2tA 2tA

wheret is the simulation timeA = L,L, is the area oky plane, the factor 2 arises from the periodicity

i(p,

in z direction.

In the steady state, the rate of momentum trarsfeunphysically by momentum swaps is equal to
that of momentum flowing back through the fluid foigction as depicted in Figure 2.2. The induced
momentum current gives rise to a velocity profiethe box (see Figure 2.2). The flow velocity
component in each slak,v,; >, is determined by averaging over all the partictethe slab. If the
momentum flux is not too large, a linear velocitpfide would be obtained and velocity gradient
<6vx(z)/az> can be calculated by a linear regression. In IBIs@Ghe exchanged momentum is
accumulated during the simulation, and the momentlux is calculated from the average of
cumulative value. The velocity profile in each slabalso calculated from the time average of

cumulative information{v, (z)) , where( ) denotes the time average. Afterward, the velagigidient

is obtained from this averageédx(z» profile with linear regression. The viscosity igthgiven by eq

2.19. Its error can be estimated from the errothénvelocity gradient and the momentum flux using

the rules for error propagation.
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Figure 2.2.A schematic view of the periodic simulation boxe RNEMD simulation.

2.3. Parallelization Strategy

IBIsCO is parallelized in the base of a 3-dimenalo3D) form of volume domain
decomposition metho@?® The method has been used extensively for diffedBX simulation
codes’®*? Readers are referred to R&for the details. In this part we just presenteleentials which
have been used in IBISCO. The inter-CPU communicasomplemented using MPI.

A schematic flow chat is shown in Figure 2.1. Aftee simulation starts, every processor is
reading the input files, the particles within thengry MD simulation box are mapped onto the
processors according to their coordinatey,(z). Every particle has a global index as specifietha
initial coordinatefile, and it receives a local index in each prgoesin the residing order in the
processor. The number of processors in every dinedsi specified in theontrol file by keywords of
NPX, NPY and NPZ, they determine the simulation domain volume gtzat each processor is
responsible for. The total number of processor aerls is (NP NPXxNPYXNPZ + 1). One extra
processor is responsible for collecting the totdbrimation of the whole simulation box and writing
the outputs. In this initialize step, all the presers record the connectivity information betwetems
according to their global index. Lists of all thesgible bonds, angles, and torsions (if they are
included in thenteractionfile) are created at this step for all the prooessDuring the simulation,
when a particle is crossing the border between gvazessors, the original processor only needs to
send the global index of the particle to the neggtgrocessor which the particle is moving to, dmneht
the new processor will know all the informationateld to the connectivity of this new coming paeticl
The second step is to shift all the atoms into theukation box, to repartition the simulation volume
domain, to communicate the border region betwegghbering processors, and update the interaction
neighbor list according to the updating frequenagcsfied incontrol file for each processor. After this
step, each processor computes the interaction fpteand forces, integrates the equations of metio
updates patrticles coordinates and velocities, afalilates the quantities like temperature and press
tensors. Finally, all the information from all sitation processors are gatheredMiaster processor
and thisMasterprocessor will write the simulation outputs.

Figure 2.3 shows a schematic communication scherhiehwis used in IBISCO. The
interactions in the border region between two pssoes are calculated in one of them. For instance,
Figure 2.3, the interaction between partickndj in the border region between processor P5 and P7,

and the interaction between particiendk in the border region between processor P5 anadiédoth
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calculated in processor P5. The information of pkerfi andk (global indexes and coordinates of the
particles) are sent from processor P7 to P5, and #8 to P5 respectively. Afterward, the interattio
betweeni-j andi-k pairs are calculated in processor P5. Finally,itiberaction potentials and forces
between pairg-j andi-k are send back to P7 and P8 respectively by P%edan this idea, each
processor receives half of the total border redgiom its neighbouring processors. For instance, for
the processor P5 in Figure 2.3, it only receivesiboregion from processors P6, P7, P8, and P9 (the
shadowed region). Then the interactions betweenhallresiding atoms in this processor and the
interactions exerting from border atoms in shadoweggon on residing atoms are calculated in this
processor. Afterwards, the interactions on bordemma from reside atoms are send back to

corresponding processors where the border atome &@m (reside).

P7 P8 P9
J | &k
?
i
P4 P5 P6
P1 P2 P3

Figure 2.3. A schematic illustration of the volume domain degosition scheme and the
communication scheme between neighboring processoosie a dimensional system.

2.4. Interfaces and File Formats

2.4.1. Units

The units of the different parameters in IBIsCO amnmarized in Table 2.1. During the
simulation steps, the program is using a set oficed units. The basic choice for the reduced units
(indicated by an asterisk) is the following: (i)iuaof length is taken as one nanometre (Rscalg), (i
kg X300 (m?kg/s) as unit of energy (Escale), whekg is Boltzmann constant and (iii) atomic mass of
carbon as the unit of mass (Mscale), and from thase units all other units follow (time (t), psese

(P) and temperature (T)).
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 _ Kg
Escale

P = 1000x Rscalé P
Escale

T = 1 /Escalel_
Rscale\ Mscale

Table 2.1.Units of various physical quantities in IBIsCO.

(2-21)

Parameter Unit
Length Nanometre (nm)
Volume Cubic nanometrer(m®)
Angle Degree

Time Pico-second (ps)
Energy kJ/mol
Mass g/mol
Velocity nm/ps
Temperature Kelvin (K)
Pressure kPa
Mass density kg/m®

2.4.2. Input Files

There are three main input filesofitrol, interactionandcoordinatg, which program needs for
any simulation. The format of these files is givanthe following. Lines starting with hash (#) are
regarded as comment lines, and they must be kegptalditems are free-format then spacing is not so

important.

a) control file. This is the file that contains the generalgmaeters for the simulation (ensemble,
thermodynamic conditions, number of atoms, timestefc.). An example of @ntrol file is shown in
Figure 2.4.

Following are the keywords currently supportedBisCO:
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Ensemble: one of the following character string’VE, NVT, NPT, LA, or DPD. This keyword
specifies the ensemble of the MD simulation. Theeecarrently five options: NVE (micro canonical),
NVT (canonical), NPT (isobaric-isothermal) ensempleS (Lowe-Andersen), and DPD (dissipative
particle dynamics).

Temperature: initial temperature in Kelvin (1 floating-pointumber) Note that this temperature is
used for thermostat and also for calculating tieefl® and potentials by Boltzmann inversion.
Pressure: initial pressure in kPé&arget pressure in NPT ensemble) (1 floating-poimhber).

Natoms: total number of atoms in the system (1 integeniner).

Nsteps: total number of time steps of the simulationr{teger number).

DT: time step in fs (1 floating-point number).

TAUT: thermostat coupling time in ps (1 floating-pamimber).

TAUP: pressure relaxation time in ps (1 floating-painmber).

BETA: isothermal compressibility (1/kPa) (1 floatingipionumber).

Cutoff: the cutoff distance for the non-bonded interaxgion nm (1 floating-point number).
Neighbor_list_cutoff: the distance in nm up to which pairs of particks included in the neighbor
list (1 floating-point number).

Update_neighbor_list: number of time steps between updating the neiglidiq1 integer number).
Nsampling: number of time steps between printouts of theamsaneous values (1 integer number).
Ntrajectory: number of time steps between output of the coatés, velocities, etc. to trajectory file
(1 integer number). For contents of the trajecfdey see the next section.

Halt_Drift: number of time steps between resetting the tioiahr momentum of the system to zero (1
integer number). This control keyword is not neefdedPD and Lowe-Andersen simulation.
Naverage: number of time steps between calculation of mmgraverages and printout of the restart
file (1 integer number).

Non-Bonded: (the value is equals to either ‘4’ or ‘5’, 1 iger number). IBISCO provides two
possible treatments of the non-bonded interactianmspwithin the same molecule: non-bonded
interactions between atoms separated by more Waibdonds (‘1..4’ interactions and beyond) or three
bonds (‘1..5’ interactions and beyond) are treataglicitly. The value of ‘4’ stands that ‘1..4’
interactions and beyond are treated, and the \@lt® stands for treatment of ‘1..5’ interactioasd
beyond.

Interaction: (it's either GAUSSIAN’ or ‘TABLE’, one character string). IBIsCO provides two
options to define the bond and bending interacti@se possibility is to prepare@aussianfile and
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specify the Gaussian functions that are fittinghte bond length and angles distributions; the other
possibility is to prepare the tabulated numeriadkptials for bond and bending interactions.

N.B. The potential is made from a distribution byltBmann inversion. In the inversion, the
temperature (as specified in thentrol file) is used. This means that, with the GAUSSIAption,
simulation at different temperatures have differgutential energy functions for the bonded
interactions, if the same distribution is used m@gut. To avoid this, one must use the tabulated
potentials.

Reset_velocities: (it's either YES’ or ‘NO’, one character string). The value ofES’ will let
IBIsCO to initialize the patrticle velocities accord to a Maxwell-Boltmann distributionNO’ will let
IBIsCO to read the velocities from the coordinale f

Weight_type: (it's either Linear’ or ‘Step’, one character string). This keyword specifiestijpe of
weighting functions (linear and step) in DPD sintidia as indicated in eq 2.12 and eq 2.13,
respectively.

ISEED: seed of random number generator in DPD/LA sinutafl integer number).

sigma: noise strengthdin eq 2.11) for the DPD simulation (1 floating-ppnumber).

LAFREQ: collision frequencyI{ in eq 2.16-(ii))-(a)) in Lowe-Andersen simulatioh floating-point
number).

DPD_ cutoff: cutoff distance for DPD interactions (eq 2.10 agd2.11) in nm. The maximum value is
the cutoff distance for the non-bonded interactions

RNEMD: (it's either YES’ or ‘NO’, one character string). This is the keyword fbe tviscosity
calculation by RNEMD method, the value ES’ will switch on the viscosity calculationNO’ will
switch off this functionality.

T_EQ: number of time steps needed before a stable wiabe reached in RNEMD simulation (1
integer number). The flow profiles (the velocity amige transferred momentum) in RNEMD
simulation will be re-accumulated affér EQ time steps for the viscosity calculation.
Num_RNEMD_slab: number of slabs in RNEMD simulation (1 integer roam).
Num_RNEMD_exchange: number of time steps between swaps of the vésciin RNEMD
simulation (1 integer number).

Num_RNEMD_prof: number of time steps between recording the flogfiles (density, temperature,
and velocity) in slabs in RNEMD simulation (1 integeimber).

Num_RNEMD _trj: number of time steps between calculating andrd#eg the velocity gradient and
the viscosity in RNEMD simulation (1 integer number)

NPX: number of processors xdirection.
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NPY: number of processors yndirection.

NPZ: number of processors rdirection.

In this program, one of the processors is assigoedrite the output files. Then total number of
processors that one needs to run the program @NIRX NPY NPZ+1.

Boundary: This program is using a domain decomposition styategdistribute the system between
the processors. To calculate the non-bonded interacach processor needs to receive the boundary
region from neighbor processors. In this case tlithwof boundary region is the cutoff for the non-
bonded interactions, but some time after mappiogfatomistic to coarse-graining supper atoms are
so far, and to calculate the bonded part of foeres potentials (angle and torsion) one needs t@ause
bigger number for boundary width to receive albmfhation from neighbor processors.

END: no data, it terminates reading ttmntrol file.

Ensemble NVT {(NVE, NVT, NPT, LA, DPD) ILA:Lowe-Andersen, DPD:standard DPD
Temperature 400 (Temperature {K))

Pressure 101.3 {Pressure (kPa))

Matoms 6000 {(Mumber of atoms)

MNsteps 3000000 {Number of time steps)

DT 5 (Time step in fs)

TAUT 0.1D0 (Temperature relaxation time in ps)

TAUP 1.0D0 (Pressure relaxation time in ps)

BETA 1.0D6 (Ilsothermal compressibility (1/kPa))

Cutoff 1.1 (The cutoff distance for non-bonded interaction in nm)

Meighbour_list_cutoff 1.2 (The cutoff distance in nm)

Update_neighbour_list & {(Mumber of time steps between neighbour list updates)

Nsampling 2000 {Mumber of time steps between sampling the system quantities)

Mtrajectory 4000 {(Mumber of time steps between storing configuration in trajectory file)

Halt_Drift 1000 {Interval at which the net drift of the system is resetto zero)

Maverage 4000 {Mumber of time steps between storing average data and restart file)
Mon-Bonded 4 {Use non-bonded potatial on 1.4 OR 1.5 pairs and beyond. 4=1.4, 5=1..5)
Interaction TABLE (type of bonded (bond and bending) interactions? GAUSSIANITABLE)
Restart_velocities NO {Do you want to restart the initial velocities {use Boltzmann distribution)? YES or NQ)
Weight_type STEP {Linear {1-rfrcut) or step =1, defaulf is Linear, type of weighting function for DPD)
ISEED 1234 (seed for the random number generator in DPDILA simulation: an integer number)
sigma 8.0 {hoise strength in DPD simulation)

LAFREQ: 0.005 {f{Gamma, collision frequency in LA simulation)

DFD_cutoff 1.1 {cutoff distance for DPD forces: random force and dissipative force)

RMEMD YES {Do you want to perform RNEMD simulation to calculate viscosity? YESING)
T_EQ 500000 {time steps need to be excluded before starting the viscosity calculation)
MNum_RMNEMD_slab 20 {number of glabs in RMEMD simulation)

Num_RMNEMD_exchange 400 (time steps between the velocity swaps in RNEMD simulation )
Num_RNEMD_prof 401 {time steps between recording profiles in slabs)

NUM_RNEMD_trj 401 (time steps between recording flux, velocity gradient, and viscosity in md.ntr file)
MNPX 2 {Mumber of processors in X direction)

NPY 2 {Mumber of processors in ¥ direction)

NPZ 2 {Number of processors in Z direction)

Boundary 13 {Width of the boundary region to communicate , Boundary >=Cutoff)

END

Figure 2.4.A schematic view of theontrolfile.

b) interactionfile. This file defines the types of beads (aton®nds, angles, torsion angles and non-
bonded interactions involved in the system. The atane defined in the sequence of atom type (an
integer number), atom label (a character stringyl mass of the atom (a floating-point number) in

lines, one line for one atom type. The bonded (boradgyles, and torsions) and non-bonded
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interactions are defined in lines by the involveéona types followed by the file name which contains
the tabulated potentials (if tabulated potentiaks ased), one line for one type of interaction. An
example of annteractionfile is shown in Figure 2.5. Following is the détaf the record lines in the
interactionfile:

1. Arbitrary title.

2. The number of different atom types (1 integer numbeilowed by the keyword of
No._of_different_atom_types which must not be changed.

3. Comment line.

4. The atom type (1 integer number), followed by atedvel (character string) and mass of the
atom (in g/mol) (1 floating-point number), one attype in every line.

5. The number of different types of bonds (1 integemhar) followed by the keyword of
No._of different_types_of bonds, this keyword must not be changed.

6. Comment line.

7. The atom types (2 integer numbers) involved in éggh of bond, followed by the name of the
file which contains the tabulated bond potentiat@ase the tabulated form are used for bond
potentials.

8. The number of different types of bond angles (1gatenumber) followed by the keyword of
No._of_different_types_of bond_angles, the keyword must not be changed.

9. Comment line.

10.The types of three successive connecting atomstégen numbers) involved in each angle
type, followed by the name of the file which contathe tabulated angle potential in case the
tabulated form are used for angle potentials.

11.The number of different types of torsions (1 integember) followed by the keyword of
No._of different_types_of torsions, the keyword must not be changed.

12.Comment line.

13.The types of four successive connecting atoms @gert numbers) involved in one torsion
angle type, followed by the name of the file whadntains the tabulated torsion potential.

14.The number of non-bonded interactions (1 integer bennfollowed by the keyword of
No._of _non-bonded_interactions, the keyword must not be changed.

15. Comment line.

16.The types of the two atoms (2 integer numbers) waoblin the non-bonded interaction
followed by the name of tabulated potential file.
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# == CG Of Hexane
2 No._of_different_atom_types
# ™ Type Label Mass/{g/imole)
1 CH3 15.023475
2 CHz2 14.01565
2 No._of_different_types_of _bonds (Distance:nm, Potential:kJ/mol)
# 7 Type_1 Type_2 pot_file
1 2 a.pot
2 2 a.pot
2 No._of_different_types_of_bond_angles (Angle:Degree, Potential:kJ/mol)
# 7 Type_1 Type_2 Type_3 pot_file
1 2 2 a-b.pot
2 2 2 a-b.pot
2 No._of_different_types_of_torsions (Angle:Degree, Potential:kJ/mol)
# 7 Type_i Type_2 Type_3 Type_4 pot_file
1 2 2 2 a-b-b.pot
2 2 2 2 a-b-b.pot
3 No._of_non-bonded_interactions (Distance:nm, Potential: kJ/mol)
# ™ Type_1 Type_2 nb_pot_file
1 1 aa.pot
2 2 bh.pot
1 2 ab.pot

Figure 2.5.A schematic view of theteractionfile.

c) coordinatefile. This file defines the initial coordinates etimitial velocities of the atoms, and the

connectivity between them. Figure 2.6 shows an @karof acoordinatefile. The coordinatefile

contains following records:

1.

N o gk~ wbd

Comment.

Time: previous simulated time (in ps).

Comment.

Box length for x, y, and z directions in nm.

Comment (5 lines).

Total number of molecules.

Total number of atom in the molecule, a comménbins_in_Molecule_No.) and then index
of the molecule.

For each atom in the molecule, the index of thenatype of the atom (correspond to the atom
type in theinteractionfile), number of atoms connected to this one, doate (Sx, Sy, Sz),
velocity (VX, Vy, Vz) and indices of the connectaidms are given (the connectors (bonds) are

specified twice: one time for each of the two atdarming the connection).
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#7777 Hexane ™
Time O (ps)
# = Box Length(X, Y, Z in nanometer) =***
6.0000 6.0000 6.0000
#
# ¥+ Record for each atom is in the form:- i
# 7 |Index Atom_Type No._of_bonds XY Z (coords.in nm) il
#7 x Vy Ve (in nm/ps) Indices_of_bonded_atoms kel
#
800 Total_No._of_malecules
6 Atoms_in_Molecule_No. 1
1 1 1 0.111082 -3.045910 -2.397419
1.807472E-002 3.0036425E-002 8.420741E-002 2
2 2 2 0.252678 -3.062108 -2.453072
8.328355E-002 -6.4783196E-002 -0.103215 1 3
3 2 2 0.257372 -3.174310 -2.556983
-4 967674E-002 G6.488832E-002 0.123231 2 4
4 2 2 0.404221 -3.201894 -2.589903
6.464772E-002 -0.135925 -2.918269E-002 3 5
5 2 2 0.412020 -3.345546 -2.641982
-5.252666E-002 -3.901252E-002 -0.108607 4 6
6 1 1 0.342372 -3.340562 -2.778119
3.707173E-002 7.767803E-003 0.118587 5
6 Atoms_in_Molecule_No. 2
7 1 1 -0.609211 0.470645 0.143018
-6.744394E-002 -2.842326E-002 0.126888 8

Figure 2.6.A schematic view of theoordinatefile.

d) gaussiarfile. As mentioned in the sectidh2.1. Force Fieldin IBISCO, there are two possibilities
to define the bond and angle potentials. User acapgpe a file calledGaussian which specify the
Gaussian parameters (center, total area, and width@ been fitted to the bond lengths and angle
distributions® (see eq 2.2), or preparing tabulated potentiagirE 2.7 shows an example®aussian

file. First line of the file is a command line. $&cond line there are two numbers correspond &b tot
number of lines for the Gaussian parameters of §@mdl angles, respectively. For every bond and
after that for every angle, the fitting parametfns the Gaussian function are reported. For every
Gaussian function, the are&)( the width (), and the center of the functiox, (n Angstrom for bond
and in degree for angel distributions) are givewrder. The integer number after these values in the

same line represents the corresponding order didhd or angle in thimteractionfile.
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# line 1:total number of parameter for bonds and angles, line 2:A1 of typ1, line3:W1 of typ1, lined4:Xc1 of typ1 and so on...
36 42

0.40838 1 1-2 A1 BOND1
0.30498 1 1-2 wi

3.02997 1 1-2 x1

0.59862 1 1-2 A2

0.1528 1 1-2 w2

3.25252 1 1-2 x2

0.44847 2 1-3 A1 BOND 2
0.39472 2 1-3 wi

3.50029 2 1-3 x1

0.56877 2 1-3 A2

0.16471 2 1-3 w2

3.6961 2 1-3 x2

0.20725 1 1-2-1 A1 ANGLE 1
52.47201 1 1-2-1 w1
150.9128 1 1-2-1 x1

0.26872 1 1-2-1 A2

9.0752 1 1-2-1 w2
173.4175 1 1-2-1 %2

Figure 2.7.A schematic view of thgaussiarfile.

2.4.3. Output Files

There are four major output fileseétart, timestepmd.out andmd.trj). Therestartfile (in the
same format o€oordinatefile) records the particle coordinates and velesitluring the simulation for
restarting the simulation in case one needs toimomtthe simulation after the termination of the
simulation. It is updated in the simulation evBigverage (keyword in thecontrol file) time steps.
timestepis the file recording some instantaneous quastieich as temperature, pressure, energies,
box size, density of the system, etc. An examptelma found in schematic view of Figure 2.8. The
information in this file is updated according t@ thalue of keywordNsampling in thecontrol file. All
the different quantity values at evadgampling time step are accumulatedrnrd.outfile one by one
with the time sequence. Through the informatiormid.outfile, one can monitor the simulation by

plotting the quantity values with respect to time.
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Step:

Simulated time:
Total energy:
Potential energy:
Kinetic energy:

Nonbonded energy:

Bond energy:
Angle energy:
Torsion energy:
Temperature:
Pressure:
Pressure(x):
Pressure(y):
Pressure(z):
Pressure(xy):
Pressure(xz):
Pressure(yz).
Box volume:
Box length(x):
Box length(y):
Box length(z):
Mass density:

1000
16230.00000000000
56414.99213350948
31208.29141341465
25206.70072009484

-58539.01035039913
11853.30677181228
77893.99499200149
0.000000000000000

505.4016070693079
1113.258481197264
1961.277893772100

- 482.079001038712
2840.576548858404

-348.9951344660246

-2214.205343084349

-3101.320658296319
710.7451394412875
8.924241195668259
8.924241195668259
8.924241195668259
974.5329010766106

56167.01517088554
31256.08372286729
24910.93144801825
-58315.57830586859
11898.47774619121
77673.18428264471
0.000000000000000
499.4713480048978
411.4062351588300
-76.14742684805717
669.5585678304297
640.8075644341185
32.24683712571166
-294.6902826409719
-423.5260413151674
710.5795527805291
8.923548026601150
8.923548026601150
8.923548026601150
974.7600658583728

Figure 2.8.A schematic view of themesteffile.

The trajectory of the simulation is recorded in ynend.trj file. The detailed formats and
content of this file are the same as YAStajectory file. The readers are referred to YASP

Besides the four main output files, there are twdittonal output files for the RNEMD
simulation. They arend.ntrandmd.prf Schematic views of these two files are shownigurfe 2.9
and Figure 2.10, respectively. There are 8 colummsd.ntrfile (Figure 2.9), as indicated in the first
comment line: the *icolumn records the time steps, ttf& @lumn the corresponding simulation time
in picoseconds, the%column the instantaneous momentum flux induceenbynentum swaps at the
current time step, the™column the running average of momentum flux, thec6lumn the velocity
gradient resulted from linear regression of instaabus flow velocity profile, the"6column the
velocity gradient from accumulated flow velocityofite, the 7' column the viscosity value calculated
from column 3 and 5 using eq 2.19, and the I4st@umn the viscosity value from column 4 and 6.
All the units of different values in this file anedicated in the first column line in parenthesisie in
(s), flux in (kg. m* s?), velocity gradient in (), and viscosity in (cP).

In themd.prffile (Figure 2.10), the first line is the commdine to indicate the content of each
column. The running average profiles of velocityidirectionvy(r;) (nm/ps), temperature profilEr,)

(K) and density profilep(ry) (kg.m°) in each slab after everflum_ RNEMD_prof (keyword in
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control file) time steps are recording in this file. Theresponding time step (1 integer number) is

recorded in the first line after the string &TEP’: for each record.

1Tsteps, 2Time(ps), 3C_Flux{kglim.s*2)), 4FIx{kgfim.e"2)), 5C_Vgrad({s~ (-1}, 6Vgrad(s"({-1)), 7C_Visc(cPImPa.g), 8Vvisc(cP)
201 0.10050E+1 0.15985E+07  0.15985E+07  0.14524E+10 0.14524E+10  0.11006E+01 0.11006E+01
402 0.20100E+1 0.14631E+07  0.15308E+07 023411E+09 0.84323E+09  0.62495E+01 0.18154E+01
603 0.30150E+1 0.14045E+07  0.14887E+07  0.79053E+08 058851E+09  0.17767E+02 0.25296E+01
804 0.40200E+1 0.18410E+07  0.15768E+07  031065E+09  0.36372E+09  0.59265E+01 0.43352E+01
1005  0.50250E+1 0.12054E+07  0.15025E+07  089232E+09 0.46944E+09  0.13509E+01 0.32007E+01
1206  0.60300E+1 0.14310E+07  0.14906E+07  0.14736E+10  0.14559E+09  0.97109E+00 0.10238E+02
1407  0.70350E+1 0.18615E+07  0.15436E+07  0.40801E+08  0.18308E+09  0.45624E+01 0.84311E+01
1608  0.80400E+1 0.14379E+07  0.15304E+07  0.75757E+08  0.15073E+09  0.18980E+02 0.10153E+02
1809  0.90450E+1 0.16651E+07  0.15453E+07  051663E+08  0.12824E+09  0.32229E+02 0.12050E+02

Figure 2.9.A schematic view of thend.ntrfile.

STEP:

1-0.71521778E+01
2 -0.63993170E+01
3 -0.56464562E+01
4 -0.48935954E+01
5 -0.41407345E+01
6 -0.33878737E+01
7 -0.26350129E+01
8 -0.18821521E+01

18 0.56464562E+01
19 0.63993170E+01
20 0.71521778E+01
402

1-0.71521778E+01
2-0.63993170E+01
3 -0.56464562E+01
4 -0.48935954E+01
5-0.41407345E+01
6 -0.33878737E+01

0.60125281E+01
0.42920007E+01
0.16937409E+02
-0.15806490E+02
-0.55153685E+01
0.43296228E+01
-0.13350337E+02
-0.21810705E+00

-0.50462303E+01
0.25779055E+02
-0.77566024E+01

0.16050990E+02
0.43672105E+01
0.11197691E+02
-0.18273914E+02
-0.46908008E+01
0.12638402E+02

18lab, 2Rz (nm), 3Vx_prof (nm/ps), 4Temp (K), 5Density (kg/m"3)
STEP: 201

0.39257731E+03
0.39438580E+03
0.41390358E+03
0.38141246E+03
0.38667839E+03
0.40947722E+03
0.41571489E+03
0.39291578E+03

0.40611340E+03
0.36421399E+03
0.38985590E+03

0.39899188E+03
0.44799296E+03
0.41865788E+03
0.40528753E+03
0.39683218E+03
0.42631918E+03

0.99979524E+03
0.10283476E+04
0.99248623E+03
0.10327723E+04
0.10366102E+04
0.10290811E+04
0.10123358E+04
0.10207452E+04

0.10525485E+04
0.10445794E+04
0.10079111E+04

0.97138962E+03
0.10243630E+04
0.98828158E+03
0.10287143E+04
0.10286410E+04
0.10371970E+04

Figure 2.10.A schematic view of thend.prffile.

2.6. Summary

Details of the MD algorithms, functionalities, useterface, and file formats of the IBIsCO program
(version 1.0) have been described in this artigle have found the current version of IBIsCO
program a valuable tool in our research especiallgoarse-graining simulations of molecule liquid

and polymer systems.
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3. Transferability of Coarse-Grained Force Fields: The Polymer

Case

3.1. Introduction

An interesting question for all coarse-graining noelologies is the degree of transferability of
the resulting force field between various systemd #tnermodynamic conditions. Here we present a
detailed study of the transferability over differémermodynamic states of a coarse-grained (CGgfor
field developed using thkerative Boltzmann Inversiomethod' In this approach the coarse-grained
force field is developed from static propertiesragted from atomistic simulations performed on
systems of small size. Distributions of bond distm) angles, torsions (when necessary), and radial
distribution functions, are subjected tdBaltzmann inversiono find the corresponding potentials of
mean force (PMF). For the PMF to become the effegbairwise potential used in the simulation, it
must beoptimizedagainst the atomistic distributions through araiige processlierative Boltzmann
Inversion or IBI).! This approach restricts the effective coarse-gthiitgeractions between the
particles (or beads) to the thermodynamic conditit@mperature and pressure) at which the atomistic
reference system has been simulated. Then, intilhsithe CG potentials can not be transferable. The
aim of chapter is to test whether the CG poter{lal force field) is related to these simulation
conditions, and to check its thermodynamic trardddity. Such transferability is a key point in the
CG simulations because, if the transferability owercertain range is given in practice, the
computational effort necessary in the preliminatgge of the atomistic simulation would be
considerably reduced.

In the literature, two attempts of using IRIrce field mapped at a specific temperature in a
broader range of them have been reported. Theytdeapposite results: Vettorel and Me¥éaced the
problem in studying the crystallization of a coagsained model of polyethylene where each chain
was composed by 22 monomers. The effect of the teatype changes in the model has been checked
by looking at the different effective potentialsdamonitoring their behaviour as the temperature is
modified. They found that the binding potential ésnperature independent, while the potentials of
mean force obtained by dire®oltzmann inversionof the angle distributions depend on the
temperature chosen for the mapping. However dfieeiiterative procedure that leads to tptimized
potentials, the mismatch tends to disappear. Sinmdsults were obtained for the nonbonded

interactions. These observations allowed the authmrsise the same potential for studying the
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crystallization of polyethylene. Ghosh and Féllewvestigated a small organic glass former (ortho-
terphenyl) using a mesoscale model composed onéydiggle interaction centre. The authors used the
same IBI potential at different temperatures, amchgared the resulting structural properties (inrthe
case only the radial distribution function) withetlcorresponding atomistic ones. In this way they
found that the coarse-grained potential dependsoniyt on the structure but implicitly also on the
temperature at which it has been optimized. The $tualies differ in the size of the beads (much
smaller in the polyethylene case) and in monitotimg temperature effect: Vettorel checks how the
shape of the potential function changes and Ghastitars how the use of the same potential affects
the static properties.

The way the IBI force field is developed makes ftaale to keep the identity of the underlying
chemistry, but relates it to the simulation cormtis at which it has been developed. To investidege t
transferability of the IBI force field, we choosket strategy followed by Ghosh comparing the CG
structural and dynamical properties with the atoimigference calculations. Moreover, we invesggat
if the degree of coarse-graining (how many reaimstper bead) and the size of the macromolecule can
affect the transferability.We analyze the polymer case investigating bulk ofysityrene and
polyamide-66 whose coarse-grained models diffethan chain length and in the number of atoms
lumped in one bead. The effect of temperature aedspre on static, dynamic and thermodynamic
properties is tested by comparing systematicaklydbarse-grain results with the atomistic ones. The
comparison is made more interesting by the diffedremical and physical properties of the two
polymers.

3.2. Mesoscale Models and Simulation Details

In this study, the atactic-PS chain is coarse-giimccording to the mesoscale model described
in ref* In this scheme, the bead centre of mass is locatetle methylene group (Figure 3.1a) and the
beads are identified looking at the relative comfagion of two adjacent asymmetric carbon atoms (-
CHR- groups). When two consecutive chiral carb@mat have the same absolute configurations, the
bead is called M (meso); if they are different tiead will be labelled R (racemo). In this way, the
model is able to account for the tacticity of th@ymer chain, and it accurately describes static
properties of melt in a broad range of moleculaigie®® The atomistic simulations used as references
are carried on using the TraPPE united atoms modiehwkproduces the density of PS over a range
of temperature$ The simulation box, in the coarse-grained and thmistic stage, is composed by 45

chains, each chain 10 monomers long.
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The mesoscale model used for PA-66 involves beaddenthan for PS. The amide function

plus one methylene group has been replaced by eag fhabelled A) while two beads (called M3),
located respectively at the second and fifth carbiothe hexamethylene unit, are used to descriee th
aliphatic chain, finally, a third type of bead (M&2)located at the centre of mass of the remaitway
central methylene units of the tetramethylene (Figure 3.1b). The atomistic simulations are carried
out using the force field and following the compistaal details reported in réfThe atomistic and
coarse-grained simulation boxes are composed bgh2dhs each 20 monomers long. So the PS
coarse-graining scheme aggregates 8 heavy (nom¢gdy atoms into one bead, whereas in the PA-66

scheme one bead represents between 2 and 4 heawy. at

A M2 A M3 M3

oo )G oo

Figure 3.1.Schematic CG mapping scheme. a) polystyrene lyppuotie-66.

One of the aims of this section is to check thegferability of the IBI force field from the
temperature where it was developed to another teafye. To address this issue the atomistic and the
CG systems are subjected to a continuous cooliegradtant pressure. The PA-66 is cooled from 600
K to 300 K with a rate of 0.27 K/ps; while the PScooled from 500 K to 300 K with, due to the
shorter chain length, a slightly faster rate (k3gs). At each temperature the production run is35
ns for the atomistic simulations and of ~70 nstfer CG simulations. For developing the IBI force
field, we choose one temperature (500 K) for PStared(300 K and 400 K) for PA-66 and, for the
CG simulations, we use the same IBI force fieldimythe entire cooling procedure. Intramolecular
distributions, intermolecular radial distributionrictions (RDFs), the specific volumesf)/ and the
self diffusion coefficients are then extracted affedent temperatures from the atomistic NPT
trajectories and used as targets for checking tAedSults. The time step for the atomistic simufetio
is 2 fs, while for the CG simulations a time sté ds is used. To keep the temperature constathiein
CG simulations we use the Berendsen thermostatamithupling time of 0.1 ps. The pressure (1 atm)
is coupled with a berendsen manostat with a cogglme of 5 psThe atomistic simulations are run
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using the YASP molecular packalevhile the CG simulations are carried out with qguogram
IBIsCO. a MPI parallel software.

As said before, for PA-66 we develop the IBI fofidd at two temperatures (300 K and 400
K), that are below and above, respectively, theeargental glass transition temperature, and wel labe
the two force fields PA300 and PA400, respectivElyr the PS only one force field is developed at
500 K (PS500).

3.3. Results and Discussion

3.3.1. Force Field: Bond Potential and Intramolecul ar Distributions

In the CG potential usually the torsional componisntot included. This approximation has
been shown to be suitable for the PS model uséteipresent papérSimilar checks have been done
on PA-66 calculating, according to the proposed se8eme, the distributions of the dihedral angles
between the beads. The resulting histograms areritaugh to predict a torsional potential so weak as
to be neglected. The bonded part is thus reducesdrétdching and bending potentials between the
bonds connecting the beads. Hereafter, when wespédbk about bonds, angles or torsions we will
refer only to those connecting beads and not atoms.

In order to test the IBI force field transferalyiitdistributions of distances and angles are
monitored with the temperature changes; then, ékalts obtained by the atomistic and coarse-grain
simulations are compared.

The trend with the temperature of the distributiohshe angle M3-M3-A extracted from the
atomistic trajectories for the PA-66 model is shownFigure 3.2a. Not surprisingly, for lower
temperatures the distributions become sharper stypthiat the number of populated conformational
states decreases when the temperature decreaskesughl we are looking at angle distributions,
speaking of conformers is appropriate because tmggles encompass atomistic torsions. It is warth t
notice that same behaviour found in the atomistitukations is reproduced by the CG simulations

even if the CG potential exhibits slightly broadeéstributions at high temperatures (Figure2b).
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Figure 3.2.Polyamide-66: Distribution of M3-M3-A angle at fdifent temperatures from: a) atomistic
simulations; b) CG simulations (PA300).

We compare directly the angle distributions obtdifrem the two simulations at a temperature

(T=500 K) far from theoptimizationone in Figure 3.3. It is shown that the distribntof one angle of

the PA-66 backbone extracted from the atomisticuations matches very good with that obtained
from the CG trajectory run at 500 K with the twol lBrce fields (PA300 and PA400). Same good

agreement can be observed for the other anglefexedt temperatures.
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Figure 3.3.Comparison between atomistic-CG distributions fer &angle M3-M3-A in PA-66 (T=500
K) a) using the PA300 force field, b) using the PB4orce field.

Since the coarse-graining scheme for iR®Ives larger beads than PA-66, the angle
distributions between them are little affected bg temperature changes. In Figure 3.4a the atamisti
distributions of the MMM angle of the PS model aeported at different temperatures. For
temperatures greater than 400 K, no differencesvaible in the atomistic distribution, but for
temperatures lower than 400 K the major peak (8tdegyree) becomes sharper and only this state is

fully populated. The behaviour is quite differentnvé look at the same distribution extracted from th
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CG trajectories run with the PS500 force field. Trend is in the right direction: lower temperatire
give sharper distributions, but at 350 K, the steuklt 160 degree is still visible, showing tha @G

model is not able to capture small intramolecularcsural changes (Figure 3.4b).
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Figure 3.4. Comparison between the M-M-M angle distribution R obtained from: a) atomistic
simulations; b) CG simulations.

The different behaviour of the two polymer modelsdmees also evident looking at the
distribution of the bond distances. As for anglB#-66 bond distances are influenced by the
temperature changes while the longer PS bondsaselittle affected. The changes in the distance
distributions, as well in those of the angles,\aedl described by both PA IBI force fields (PA300da

PA400) (not shown).

3.3.2. Force Field: Nonbonded Interactions and Inte  rchain Distributions
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Figure 3.5.Radial distribution functions between the A beaulstfie PA-66 model, as obtained from
a) atomistic simulations, b) CG simulations (PA300he inset shows the matching between the
atomistic and CG A-A (PA300 and PA400) radial disition function at 500 K.
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The nonbonded part of the IBI force field is builaring from the interchain pair correlation
functions (RDF) among every type of bead pairdhinatomistic simulations of PA-66, it is observed
that, with increasing temperature, the first twalse of the amide-amide (A-A) RDF decrease in
height and broaden slightly toward larger distar€gure 3.5a). This change can be the indication of
the breaking of the hydrogen bonds among the amideps'® Same behaviour is found in the CG
simulations for both IBI potentials (Figure 3.5b evé only the results corresponding to the PA400
force field are reported), showing that the CG nhddes in its structural properties the “memory” of
the presence of hydrogen bonds. Moreover, a do@ciparison between the atomistic and CG RDFs
extracted from the trajectories run at 500 K, sh@awsacceptable agreement for all the nonbonded
interactions, especially using the PA400 forcedfighset Figure 3.5b).

Monitoring the RDFs of polystyrene as a functionterhperature, a change in the structure is
evident for temperatures below 400 K. Figure 3.@&wsh the RR-RDF calculated at different
temperatures. Looking at the atomistic resultsyfeds.6a), it is clear that at 400 K a minor chaimge
structure begins, which becomes more evident at35this change is observed also for the other two
nonbonded interactions (MR, MM, not shown). Ond¢batrary, the calculations performed on the CG
trajectories show that, although the IBI potenigahble to reproduce some features (for exampée, th
small peak at about 0.4 nm appears at 400 K in bottulations), for temperatures below 400 K
atomistic and CG RDFs are strongly different (Feg@c6b). In order to understand the nature of the
structural changes occurring when the temperateceedses and to investigate the deficiencies of the
CG model, we calculate the X-ray structure fac&) &t 500 K and 350 K comparing the spectra with
the experimental results. The experimental X-raytedag pattern of atactic polystyrene is mainly
characterized by two peaks: one at around gq=0:7%cAlled “polymerization peak”) and a second one
laying at higher q (around 1.4 called “amorphous peak”. One of the strikingtfeas of
polystyrene is that the “polymerization peak” hamxpected temperature behaviour: it increases in
intensity when temperature increases. Moleculaadyo calculations have clarified the nature of this
phenomenont It has been shown that the “polymerization peakSrimarily due to the intermolecular
backbone-backbone correlations, while the “amorphmeak” is mainly due to intermolecular phenyl-
phenyl correlations and to an important intramal@cynearly temperature independent) phenyl-
phenyl and phenyl-backbone interactions. When theperature increases the phenyl-phenyl
intermolecular component shifts to lower g incregsihe polymerization peak intensity. Hence, the
anomalous temperature dependence of the “polyntienizpeak” is not indicative of increasing order
with increasing temperature, but only of a shifttadower g of that part of the amorphous peak Wwhic
is due to the intermolecular interactidisThe results of the calculations performed on thenétic

trajectories agree with the experimental data shgwan increase of the “polymerization peak”
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(around 0.75 A) and a shift to lower q for the “amorphous peakiew the temperature rises. On the
contrary, the X-ray pattern calculated from the €&ectory run at 500 K shows the “polymerization
peak” at g=0.75 A, but it does not present the “amorphous peak’igtiér g. Moreover the X-ray
spectrum calculated from the CG simulation at 35@idplays peaks that cannot be assigned (inset of
Figure 3.6a). The explanation for these results ilieshe different interactions responsible to the
different peaks: the “polymerization peak” is mgidue to the backbone-backbone interactions which
are, at theptimizationtemperature, well described in the CG model (Blegpbtentials are developed
starting from the RDFs for the methylene groups@né in the main chain), while the phenyl-phenyl
interactions, responsible of the “amorphous pea&’anly partially considered indirectly in the inte
RDFs. When the temperature decreases (350 K),Bhedtential fails in describing the backbone-
backbone interactions (as it will be clearly shamwestigating the trend of the density see nexti@ec
“Static properties”) and none of the peaks in thg}{ spectrum can be assigned.

L5

qS(q)

A : 0.5 1.0 1.5
Distance [nm] Distance [nm]

Figure 3.6. Radial distribution functions between the M beanisRS model calculated from the a)
atomistic; b) CG (PS500) simulations. The inset shtve structure factor calculated at two different
temperatures from the atomistic and CG simulatadri’S.

3.3.3. Static Properties

In the previous paragraphs, we have investigated tlosely the IBI force field is able to
reproduce, at different temperatures, the strucfestures on which its development was originally
based. We have found that for PS the transferalisliallowed in a smaller temperature range than fo
PA-66 in whose case the IBI potential is able tectibe correctly the structural properties in thére
range of temperatures under investigation (300-§08kw we want to test the reliability of the IBI
force field in describing static properties suchgggation radius, end to end distance, but alss@ha

transition temperature like the glass transitiongerature.
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A common way to validate polymer model is to cadtelfrom the trajectories the change of
the density with the temperature. Plotting the reeeof the density (specific volume) as a functidn
temperature is the usual way to calculate the diassition temperaturel§). The specific volume
(Vsp) changes almost linearly with the temperature anthe vicinity of the transition temperature, an
evident variation in the slope of the interpolatiliges occurs. This slope represents the thermal
expansion coefficienta of the material respectively in the glass andthe rubber phase. An
interesting point is to check if the IBI force fiels able to describe correctly the glass phasesitran.

For PA-66 both potentials give & Bf ~ 380 K in reasonable agreement, consideriggcbarser
model, with the experimental value of ~ 330 K ahe atomistic simulation results of ~ 330’ Khe
corresponding thermal expansion coefficients (i@ ¢fassy and in the melt phase) is related to the
response of the material to the temperature chafidgesvalues of thermal expansion coefficiends (
the density, and other properties of the polyamade reported in Table 3.1 and compared with
available experimental values. We observe that B@hand atomistic densities are in agreement with

the experimental ones.

Table 3.1. Dynamic and static properties for PA-66 and PS latsined by the atomistic and CG
simulations. For PA-66 all CG results are obtainsthg the PA400 force field. Similar results are
obtained using PA300. The temperature of the aisalyseported in parenthesis.

PA66 a-PS

Expt. Atomistic CG* Expt. Atomistic CG
Density (g/cm®)  1.07-1.1 (573-533 K)° 1.1 (300 K) 1.09 (300 K) 0.96 (500 K)* 0.96 (500 K) 0.95 (500 K)
Density (g/cm®) 0.96 (550 K)® 0.98 (550 K) 0.99 (550 K)
R, (A) 27¢ 30.47+0.04 (300 K)  26.76+0.09 (300 K) 5.8° 6.46=0.04 (500 K)  5.11=0.09 (500 K)
End-to-end 6.4 741+0.03 (300 K)  6.20%0.05 (300 K) 1.40+0.05 (500 K)  1.30+0.04 (500 K)
distance
(nm)
Apupper (K1) 59x107 54X 107 4.1x 107 5.6X107* 5.7X107*
Agaes (KT 2.8 X107 1.9x107*
T, (K) 330" 330 380 370 360 -
D (cm?/s) 1.8 107 (500 K) 4.7x1077 (500 K) 1.3%x107° (500 K) 7.0 107° (500 K)

% The CG data are calculated using the force fiekihoped at 400 K (namely PA400). Very similar
results are obtain using the force field PA300 with exception of the diffusion coefficient that is
5.5 10" cnf/s (see text)
b Ref. 12
°Ref.1?
d Ref 14
fGyralgion radius measured for,Mmaller than the simulated one. R&f.
Ref.
ﬁThesig data are reported in Réfom which we took the force field parameters
Ref.
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The same procedure for checking the transferalafitye IBI potential is followed for the PS.
Decreasing the temperature, the CG density doema@ase linearly, but for temperatures above 430
K it oscillates around the initial value of 0.9%y? corresponding to 500 K. This value of density is
acceptable for such range of temperatures andwitfgn the experimental error. For temperatures
below 430 K the density starts to decrease moncadipiquite slowly reaching a value of 0.88 gfcm
at 350 K (see Figure 3.7). This unphysical tempeeatiependence of the density (for temperatures
lower than 430 K) may be attributed to two factbath related to the dimension of the bead. Firstly,
as it is pointed out in the previous paragraph,bhekbone-backbone interactions are not suffigrentl
accurate to follow the structural changes occurmiten the temperature decreases. As a matter of
fact, although the mapping scheme used in the presse is very efficient in describing the stroetu
of PS at theptimizationtemperature (500 K)the model averages in only one interaction typ&(M
MR or RR depending on the stereochemistry of trediiynany degrees of freedom (like the phenyl-
phenyl interactions) which become important whentdmperature decreases. The second reason may
lie in the beads’s shape. Because the CG force isetieveloped starting from the radial distribatio
functions the beads are all described by spherdsiarthe particular case of PS, all the beads have
also same dimension and mass. This approximatioriecteg for instance, the phenyl rings
reorientation that assumes more importance in detrg the temperature. We have to point out,
anyway, that the qualitatively wrong temperaturpadelence of the density for temperatures lower
that 430 K, cannot be consider a peculiar trenthefCG model and it does not give any particular
information. With the solely purpose to check thmmge of the density with the temperature, we
develop for the PS a CG force fiebgptimizedat 350 K (below the glass transition temperatués.
find that the density again does not follow therecot trend when the temperature is too far from the
optimizationone. In this case, anyway, the density oscillaresind its initial value within the entire
temperature range (300-500 K). This result suggéstisno explanations for the qualitatively wrong
trend of the density found in applying the PS50@ddield at temperatures lower than 430 K can be
drawn. Moreover, it is worth to notice that, sirthe CG force field turns out to be density depehden
in the temperature range where the density is wtbegpressure calculated using the virial formula

cannot be considered correct.
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Figure 3.7. Density change with the temperature for the atommshd CG simulations of PS. The
density values have been normalized with respetttedoeference value at 500 K.

The reliability of the atomistic simutats is a crucial point in the development of tBéfbrce
field. To avoid any possible errors, we monitor tlemsity change as a function of the temperature.
The TraPPE force field turns out to be a reliable &bmforce field. The resulting 4Tis ~360 K
against an experimental value of ~370 K, and teentlal expansion coefficient calculated in the melt
phase is 5.710% K™ closely matching the experimental value of 8.8* K™.*? All other structural
parameters calculated from the atomistic simulatiare in agreement with the experimental values
(see Table 3.1) and with previous simulations redult

These results show that the IBI force field of P& ieliable force field at the temperature at
which it has been developedptimizationtemperature, 500 K) and over a small temperatmge of
about 80 K below. In order to check whether thatioh transferability of the CG force field for PS i
further affected by the polymer chain length (thaio length of PS model is shorter than the PA ,one)
we double the molecular weight of the original chand we study the behaviour of the longer chain
(20 monomers), subjected to the same cooling schumee for the shorter one. We find similar trend
for the density as in the case of the shorter chiaioscillates around the initial value above a
temperature of ~430 K, and then decreases slowly.if$ensitivity of the volumetric behaviour of PS
to its molecular weight, agrees with previous saioh studies conducted on unentangled PS melt (up

to 30 monomers each chaihshich showed that PS of such chain length behalveady Gaussian.
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3.3.4. Dynamic Properties

The IBI potential is developed starting fratructural data so that such force field reproduces
naturally static properties very well. The possipilio describe with the same accuracy the dynamic
behaviour of polymer melts (for instance, the zeear viscosity} is a target yet to be achieved. The
reason is a “soft” CG potential from whose minirha tnolecules can easily escape. The soft potential
is the main reason of the faster dynamics of then@@@els compared with the atomistic ones.

We analyze the dynamic properties of our CG model6B with a two-fold aim: firstly to
check if the IBI force field describes correctlyetdynamical behaviour and the change of dynamic
properties (for instance the self-diffusion coa#fict D) as a function of the temperature, secondly to
check if the size of the beads (the degree of eearaining) has an influence on the speed-up of the

CG dynamics. We calculate the centre-of-mass diffusoefficientD (6D = !ln;%<| R({t)- R(O)|2>) of

PA-66 at all simulated temperatures. A comparisbthe atomistic and CG diffusion coefficients for
PA-66 is reported in Figure 3.8. The behaviourDofvith temperature is examined in Figure 3.8a
where it is shown that the atomistic as well as@k&simulations exhibit the same trend typicalhaf t

Arrhenius law,D Dexr(— EA/kBT), with the temperature. It must be noted, anywlagt the decrease

of D with T increasing is faster in the atomistic sintidias than in the CG one. In order to verify that
the dynamics of the CG model is well describechatoptimizationtemperature, we use only the IBI
potential developed at 400 K because Ehealculated at 300 K (below the)Tis effected by a big
error. The Rouse model predicts for unentangledmpetya linear dependence DBf with the chain
length. Since the chain length of the PA-66 modadlieady very close to the entanglement8re,
verify the Rouse picture we half the chain lengtl an this new model we run CG MD simulations at
400 K. We findD = (3.9 + 1.3) 10 7 cnf/s for the shorter chains (10 monomers) &ng (1.9 +
0.7) 10 7 cnf/s for the original model (20 monomers), resultatthgree well with the Rouse
prediction. The ability of the IBI potential to depicorrectly the dynamics of polymer melt at
temperatures higher than tbptimizationone can be checked exploiting again the Rouseth&bus,

we check the slope of the MSD (calculated for th2 béads sited in the central part of the polymer
chain) along the time for the simulation run at $Q0We find that, for both the IBI force fields,eh
PA-66 model follows the Rouse theory and, monipiihe MSD, it is possible to identify the three
typical diffusive regimes: the ballistic one at glet time, followed by the subdiffusive regime aat
largest time, by the free diffusion regime. Theslits prove that the dynamics of the CG models can

be well described using the Rouse theory abgitanizationand at higher temperature.
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In Figure 3.8b the ratio among the CG and atomistis reported at different temperatures.
This ratio represents theealing factornecessary to rescale the fast dynamics of the G@&ehto the
atomistic one. Two important results are visibl¢ha Figure: first the diffusion coefficients calatéd
using both IBI force fields are much higher thae ttorresponding atomistic ones for temperatures
lower than 400 K, becoming very similar when tenap@re exceeds 500 K. This indicates that the
scaling factoraccounting the faster CG dynamics is temperatapeident. The explanation for such
dependence may be ascribed to two different facfdriow temperature (400 K) the dynamics of the
atomistic systems is dominated by the presenceydfogen bonds between the amide groups.
Experimentally, indeed, it has been found that éongierature below 500 K, when the crystal phase is
present, the amide hydrogen bonds are relativeigdhile, reducing drastically the chain mobiftfy.
Although our atomistic simulations do not show amystalline phase, the presence of the hydrogen
bonds can be roughly estimated with simple geonatanalyses. We base our H-bond analysis on
two criteria: the distance between the oxygen (@iee and the hydrogen bonded to a nitrogen
(donor) being smaller than 0.3 nm and the life tmh¢he O---H pair distance. We consider hydrogen
bonded the O---H couple whose distance is lessOt3anm for a time longer than 600 ps. Following
this criteria we find that H-bonds are presenti@ atomistic systems at 400 K but not at 500 K. Thus
we impute the faster CG dynamics found at low tenapee to the lack of hydrogen bonds between
the amide groups. More analysis on the effect dioHeds on the dynamics of the atomistic and the CG
model of PA-66 is given in chapters 4 and 5.

At high temperature (higher than 500 K) #ealing factordecreases further and converges to a
value of ~6 (for the PA400 force field) for tempewras higher than 550 K. In this case the small
scaling factorand its convergence at high temperature may betalube little relevance that the
details of the potential energy surface takes aneiasing the temperature, when only the free volume
and the non-crossability of the polymer chains eratUnfortunately, to determine this temperatare

priori, knowing the number of atoms lumped in one beawiof trivial solution.
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Figure 3.8.PA-66 self diffusion coefficients (with their erg)ras a function of the temperature. The
lines represent the Arrhenius plot fitting the:mistic (solid line), PA400 CG (dashed line), PA300
CG (dotted line) results; b) temperature dependendhe ratio between atomistic and CG diffusion
coefficients for PA-66. The inset underlines thdeldnce in softness of the two force fields PA400
and PA300 in the case of A-A interactions.

The second important observation is tinattwo IBI force fields have a different dynamitise
one optimized at 300 K (PA300) is always slighthgter than the one optimized at 400 K (PA400).
This difference in speed arises from the shape e@fptitential functions (see inset Figure 3.8b). The
potential obtained by the Boltzmann inversion pdage (the first guess of the iterative process) is
roughly the mirror image of the corresponding RBIgher peaks in the RDFs cause deeper holes in
the potentials. Even if the RDFs calculated at 30fake peaks higher than the ones calculated at 400
K, the corresponding optimized potential is softeset of Figure 3.8b). The initial guess functidime(
directed inverted RDF) is indeed a PMF containlmgrmany-body cooperative effects arising from the
packing of particles in the materials. The iterafivecess suppresses the entropy part and conkierts t
PMF in a purgotentialenables of following the dynamics of the systerditiérent temperatures.

In the case of PS we find another interesting teS\Me compareéd calculated using the CG
force field reported in Réf. with the one calculated with our IBI potentialS800). Both force fields
give at 500 K a similar diffusion coefficient: ~2110* cnf/s from Ref' and 0.7 10 cnf/s from
PS500. This result shows that, for the same CG mgpuheme, force fields developed independently
(both following the lerative Boltzmann Inversioprocedure) and whose shape differs, give similar
static and dynamic properties at sufficiently higimperatures, where the global chain architecture
matters but energetic details do not.

Although a direct comparison between PS and PAdtabiour is quite difficult due to their
different chemical nature, it is worth noting thatwve compare thed of the two CG models at a

temperature enough high and equally far away fioar respective J(i.e. at 500 K for PS and 520 K
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for PA-66), the CG PS turns out to have a biggeling factor(~55) than the CG PA-66 (~26 at 500
K and ~6 at 550 K). This result may be relatedhe timension of the beads. The polyamide is,

indeed, described by a quite detailed CG model lmchv the biggest bead contains 7 atoms (the
smallest 4), while a polystyrene bead containstbésa. As it was found for the static propertieg th
chain length does not affect this result. We hdkeady shown, indeed, that the zero shear viscosity
low molecular weight PS is linearly dependent om tiolecular weight (Rouse behaviotft)Then for

unentangled chains tisealing factorturns out to be chain-length independent.

3.3.5. Density Dependence of the Force Field

At temperature and density where the force fieldegelopeddptimizationconditions), the IBI
force field is tuned to reproduce the atomisticsptee. The pressure is optimised by adding a weak
linear potential term to the attractive long-ramupet, the so-called ramp potential. An interesting
further check is whether the IBI potential is cdpatio reproduce the compressibility of the material
where the isothermal compressibility is defined as
<=-i(%),
whereV is the volume of the simulation bokjs the temperature amlis the pressure. To address this
issue, we perform simulations in NPT ensemble vargnly the pressure and monitoring the resulting
density. In Figure 3.9 we present the densitieainbt applying different pressures on PS and PA-66
models. The simulations are carried out for the @@ models at the correspondingtimization
temperatures: 500 K for PS and 400 K for PA-66 gisive IBI force field PA400. For PA-66 we do
not perform any simulations at 300 K because @msperature is well below thg,Tand the material is
already in the glass phase. For PS, it is clean filwe Figure that, even if the IBI potential hagrme
subjected to a pressure optimisation, varying thmesgure it fails to reproduce the correct
compressibility. This confirms once more that tharse-grained model of PS is much softer than to
the atomistic one. This result is consistent with idscosity values predicted for the CG motleéThe
deviations from the atomistic trend for PA-66 aesl marked and the finer model of PA-66 turns out

to be again better transferable.

3. Transferability of Coarse-Grained Force Fields 62



BoO—T7T—— T T 77— 1080 T T T T T
v CG ) L v CG
ppgl- ==l ] — Atomistic
1070 —
£ 1100 1’8
2 2
= (a) 2 10001 () y
Z 10001 4 2 |
[ 5]
@) | e}
1050 -
900+ —
L I A T B . ! ! L ! ! I 1
% -50 0 50 100 150 200 18 -150 -100  -50 0 50 100 150
Pressure [atm] Pressure [atm]

Figure 3.9. Density versus pressure for a) PS at 500 K (PS&0d)b) PA-66 at 400K (PA400). The
lines are drawn only to help the eyes to follow ploent trend.

Using eqg 3.1 we calculde for the atomistic and CG models under investigatkor the PS
the atomistit (9.3 107 kPa®) turns out be in good agreement with the expertaiamlue (8.7 10"
kPa' at 493 KJ? while the corresponding CG value (11®° kPa') is more than two order of
magnitude smaller than the atomistic one. The laésult is a further proof of the “soft” responde o
the CG PS model to the pressure changes. As ibeaasily inferred from Figure 3.9 for PA-66 the
isothermal compressibility calculated from the a&tio and CG simulations agree better than for PS.
We find a value of 2.1107 kPa" for the atomistic model and 7.90" kPa' for the CG one. Both
values can be well compared with the experimental af 7.3 10’ kPa® (measured at 513 K¥.For
the CG PA-66, following the same method, we caleuldr at temperature higher than the
optimizationone (550 K). We find a value of 1.90" kPa® for the atomistic model and 5.70" kPa*
for the CG one against an experimental result & B)’ kPa''> The small change of the
compressibility (experimental and calculated) wiltle temperature shows that it is not significantly
influenced by the presence of the hydrogen bondsebVer, the good agreement at high temperature

between the experimental and calculated resultirmosfthe robustness of the IBI transferability e t
case of PA-66.

3.4. Conclusions

In this contribution we have tested the transféitgbof coarse-grained force fields (IBI force
field) constructed on the basis of structural distiions derived from atomistic simulations. Thector
field is optimizedusing the so calletterative Boltzmann Inversio(iBl) procedure until the coarse-

grained distribution functions match the atomistices. Moreover, with a modifiedptimization
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procedure the IBI force field reproduces also ttaméstic pressure. In the development of the IBI
potential, temperature and pressure enter bothhéoptimization procedure and in the target
distributions, which are extracted from atomisticngations run at specific thermodynamic
conditions. In order to check the transferabilityeo different state points, we run several CG-MD
simulations at different thermodynamic conditionmegsure and temperature) with a single IBI
potential developed at a specific state point. Tk r€sults have been compared with the atomistic
ones set as target. The reliability of the IBI fofedd has been tested against structural proertie
(bond distance, angle distributions, radial disttikn functions), static properties (gyration rajiend

to end distances), dynamic properties (mainly diéffision coefficient) and thermodynamic properties
(T4 and isothermal compressibility) for bulk of polgsine (PS) and polyamide-66 (PA-66).

The CG models describing the two polymers differthie degree of coarse-graining (the
number of real atoms lumped in one bead) and irchlaén length. We have found that the finer model
used for PA-66 allows to use the IBI potential otlex entire temperature range of interest (300-600
K). In contrast, for PS the analysis of the intrégcalar distribution such as distances and angies,
well as the RDFs showed that the PS IBI force fiedoh be confidently applied only in a small
temperature range (~80 K) around thtimizationtemperature. Within this range, density and static
properties of the PS bulk are in reasonable agreemi¢h experimental and atomistic values; but for
temperatures further from theptimization point, the IBI potential cannot correctly reproduthe
behaviour of the polymer. In contrast, for PA-66 @bperties investigated showed good agreement
with the experiments as well as with the atomiséisults. Both force fields developed for PA-66
turned out to be very robust and transferable bevwbfferent temperatures: the changes in the intra
and inter molecular distributions are comparablé whe atomistic data. Moreover it was possible to
calculate the CG grand the thermal expansion coefficients both in gagpeement with the
experimental values. All geometrical propertiescakdted from the CG trajectories matched with the
experimental data available.

Studying the dynamical properties the chemicaledé@hces among the two polymers under
investigation became more evident and affecteddbelts for low temperatures. Despite this, general
observations at high temperatures could be dravenh#¥e shown that for a defined mapping scheme,
IBI potentials developed independently and withfeddnt shape, give comparable self diffusion
coefficient for high enough temperature. At higmperatures the specifics of a force field become
unimportant and only global properties such aswsed volume and bead connectivity prevail. We
have also shown that thezaling factormeasuring the speed up of the CG model dependfieon
simulation temperature. For PA-66, we have fourad &t low temperature (400 K) the presence of the

hydrogen bonds between the amide group in the atmmeference systems strongly slows down the
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dynamics leading to a very higlgaling factor(~300) due to the absence of the hydrogen bonttsein

CG model. As the temperature increases (higher 508nK), when the hydrogen bonding network is
broken, the atomistic a CG dynamics can be betterpared. We have shown that increasing the
temperature thecaling factorreduces and converges to a value of ~6 for tertyreraqual and higher
than 550 K. Comparing directly the PS and PA-66 emdwe also have shown that, at similar
thermodynamic conditions, the magnitude of speedotiphe CG dynamics over the atomistic
dynamics may be related to the number of degredseefiom lumped into the beads. Of course the
identification of a scaling factor independent from the temperature would be an itapor
improvement in understanding the transferabilityttid CG force field and its dependence on the
degree of freedoms neglected. An interesting waydboieve this goal could be to use the mode
coupling theory and to compare different modesiabthanalyzing the atomistic and CG models.

A further test had been carried on for checkinglBieforce field dependence on the density.
The results show that the isothermal compressibgityverestimated by the less transferable IBldorc
field (PS500), leading to a model too “soft” comgrhmith the experimental result. On the contrary fo
PA-66 the agreement between the atomistic, CG apergnentaKy is satisfactory at theptimization
temperature and at higher one.

Finally, we have shown that the chain length daasimfluence the force field transferability

between different thermodynamic conditions.
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4. Hydrogen Bonding and Dynamic Crossover in Polyam ide-66: A

Molecular Dynamics Simulation Study

4.1. Introduction

Nylons are some of the commercially most importrgineering polymers. They are used for
textiles and carpets and also, in bulk, as an eeging plastic. The recent developments in nylon are
based on the structure and mobility properties. iRiestigation of the influence of the structure on
chain mobility, it is possible to understand therelation between structural features and polymer
properties. Nylons are specified as eitherPé PAxy, where PA identifies nylons as a polyamide
andx andy represent the number of carbon atoms between ssigeenitrogen atoms. Homologous
series of nylons provide an opportunity to studydetail the role of hydrogen bonding in mobility,
hydration, chain folding, crystallization, and def@tion. Among dual-numbered nylons, PA-66 is the
most important.

In polyamides, nearly all the amide groups thatassje a sequence of methylene groups are
hydrogen-bondedl. This large number of hydrogen bonds forms an exenthree-dimensional
network whose destruction influences several ptegeof the material such as the glass transition
temperature and the melting point. For these regsorderstanding the thermal mechanical properties
of polyamides by studying the thermal stabilityhyfdrogen bonds was a popular topic in previous
researci:®* The mobility of different parts of PA-66 has bedndsed experimentally with nuclear
magnetic resonance (NMR) methddsyasi-elastic neutron scatteriignd Fourier-transform infrared
(FTIR) spectroscopy.In these experiments, it has been shown that iF6@Arystals the amide
hydrogen bonds (HBs) are relatively immobile attathperatures below 503 K (the melting point is
533 K). In particular, temperature-resolved FTIRedposcopy is the usual methodology for
investigating the status of hydrogen bonding afedit temperatures. Schroeder and Cdoper
developed a procedure for estimating the thermadyn@arameters associated with hydrogen bond
dissociation in polyamides from the total area gjeanf the N—-H stretching region induced by heat.
The essential assumption is that the absorptionficesft of N-H stretching does not vary
significantly with temperature. However, Skrovanakd co-worker$''! found that actually the
absorption coefficient of N-H stretching dependsorggly on temperature and the fraction of
nonbonded N-H groups, as estimated from FTIR spgctpy, is overestimated in the experiments.
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Thus, the experimental methods investigate HB dyosmnly indirectly, and they can be interpreted
in an only qualitative way.

On the other side, molecular dynamics (MD) simolagi can provide quantitative information
about HB dynamics with atomistic resolutibit> The factors influencing the dynamics can be
obtained from MD trajectories by calculating ditfat HB time correlation functions, as proposed firs
by Stillinger®*” and developed further by Luzar and Chantfer.

In this chapter, using molecular dynamics simufetjowe analyze in detail the effect of
temperature on the local and global dynamics ofntargled PA-66. The local dynamics are
investigated mainly by looking at the HB dynamicalculating their structure relaxation time and
lifetime by means of specific correlation functiofi$ie influence of the relaxation of the HB network
on the global dynamics of the polymer is also aredly Moreover, the study of the structure relaxatio
time and the self-diffusion coefficient at diffetetemperatures will also allow us to test the more
recent theories developed to describe the physatire of polymer glassé$® In fact, polyamides,
like other materials, when submitted to a coolirapf high temperatures pass through several phase
transitions, among which the most important is gfess transition. The origin (thermodynamic or
kinetic) of the glass transition and the consequ#mictural changes occurring at the molecularlleve
are still under investigation. Previously, theorggicted that the properties of glasses or sup&doo
liquids at low temperatures (far below the glaassition one) could be reliably extrapolated frdma t
high-temperature equilibrium oné%* In fact, it was generally accepted that most nieexhibit a
non-Arrhenius behavior. For example, the diffustoefficient and viscosity were often described with
only one temperature law (the so-called Vogel-Fedtin the entire range of temperature. However,
recent developments in the theory and new expetsnieave shown that as the conventional glass
transition temperatureT§) is approached the temperature dependence of ldiealg(diffusion
coefficient and viscosity) and local dynamic prdgs continuously changes from the typical
Vogel-Fulcher-Tammann form to the Arrhenius fdfth>?* The change in the temperature
dependence of the dynamic properties near the otiovel Ty demonstrates the poor reliability of the
practice of extrapolating high-temperature propsrtd low temperatures. Therefore, it is of intetest
investigate the problem of the temperature depeseleof the dynamic properties using a
computational approach. Our simulation results raleed provide an interesting insight into the
temperature dependence of the local and globalrdiisaand their interdependence in supercooled
PA-66. We will compare our results with the mostemrt glass theories and with experiments
conducted with several polymeric systems.
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4.2. Model and Simulation Details

Twenty-four chains of PA-66 each composed of 20 ¢b@mepeat units, containing 40 amide
groups and terminated by ethyl and butyl groupguia 4.1), were investigated by means of
molecular dynamics (MD) simulations at differenhfgeratures. Each chain had a molecular weight of
around 4540 g/mol, which is just below the expertak entanglement molecular weight (4700
g/mol)?® The atomistic force field and the initial coordiesitof PA-66 were taken from Goudeau et
al.?® all details concerning the simulations can be ébtherein. Here, we summarize only the main
parameters which define the MD simulations. Tempeeaand pressure were controlled using the
weak coupling scheme introduced by Berendsénith tr = 0.2 ps,zp = 5 ps, and an isothermal
compressibility of 10° kPa™). All simulations were performed at atmospheriessure. The equation
of motion was integrated with a time step of 2AsVerlet neighbor list with a pair cutoff of 1.0 nm
was used and updated by a link-cell scheme everst&fils. Bond constraints were maintained to a

relative tolerance of I& by the SHAKE procedur&®® All calculations were performed with YASP.
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Figure 4.1.Structure of the polyamide chains employed in $athons.

The system was studied at 11 different temperatfiresr 300 to 500 K in increments of 25 K and
from 500 to 600 K in increments of 50 K) rangingrr below to well above the experimental glass
transition temperature (350 R) The system was equilibrated for more than 60 hevatemperatures
(<400 K) and for-40 ns at high temperatures (>400 K). To determine tilee system relaxes at
different temperatures, we calculated the orieotetime-autocorrelation function (OACFug)-u(0)>

for unit vectorsu along the C-O and N-H bonds of the amide groupgiré 4.2 shows the OACF
calculated for the amide groups (C-O and N-H boactars) at four temperatures. The figure shows
that the bond vectors decorrelate fast at high ezatpres while they do not decay in the long time i
the glassy phase (300 K). To determine if we hadeael a satisfactory relaxed configuration also at
low temperatures, we split the simulation box ieight cells (by dividing the box size by two in eye
direction) and calculated the density in each @etlng the simulations. Figure 4.3 shows the vemnt

in density for three cells (cells with the highdetyest, and the most typical density) versus tivive.

still found a fluctuation in the density of up t&2n different cells after 60 ns, because of thalkm
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size of the cells, but the average density (1.m¥/én different parts of the simulation box was the
same as the experimental value at room temperdfuéy-1.1 g/cr).3?> Our system was, thus,
homogeneous. This homogeneity even at a low tempergd800 K) meant that our system was
globally well equilibrated.

CONH-OACF

0.01 0.1 1 10 100
time (ns)

Figure 4.2.Orientation autocorrelation function for amide gps (C-O and N-H bond vectors) at 300,
400, 500, and 600 K. Solid lines represent the cutelation function for C-O bond vectors, and
dashed lines correspond to the autocorrelationtimméor N-H bond vectors at every temperature.
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Figure 4.3. Density variations for subcells with the highedt{ed line), lowest (solid line), and most
typical (dashed line) density vs time. The numbersfery cell (222, 211, and 111) correspond to the
position of the subcell in the complete simulatimrx.
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4.3. Results and Discussion

4.3.1. Static Properties of Hydrogen Bonds

The amide—amide hydrogen bond (HB) interactions vaedyzed at 11 different temperatures
between 300 and 600 K. The amide N-H group was dereil the donor and the amide oxygen the
acceptor. The main structural property distinguighime HBs from the van der Waals interaction is
their preference for linearity. To consider the dagpreference of HBs, we plotted the N-H---O bond
angle ¢) against the H---O distanad @t 300 K (Figure 4.4). The plot contains all catgafound in
the system withd < 0.4 nm regardless of the angle. There are depsglylated clusters of data points
at short distances and almost linear angles. Theestaistances occur at relatively linear anghagh(

0 between 150° and 180°), whereas longer bonds lasereed with a larger angular range (with
between 60° and 150°). The plot is unpopulated fistadces of <0.175 nm, because exchange
repulsion prevents shorter distances. In Figure & khe limiting the configurations not populated
drawn; it represents the extreme limit of HB beggdiwhich can be considered as an effect of the

repulsions between atoms of the amide groups iedun the HB*®
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Figure 4.4. Amide—amide hydrogen bonds. Correlation of the N-® bond angle and the H---O
distance at 300 K.

To study the effect of temperature om HB length, we plotted the distribution of the-B--
distanced for 6y-n...0> 130° (Figure 4.5). The distribution of the H-di&tance for linear HBH{-4...o
> 130°) has a distinct maximum around 0.218 nm itierdnt temperatures. With an increase in

temperature, the maximum peak of the distributibthe H---O distance shifts linearly to distanckes o
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>0.212 and >0.224 nm for 300 and 600 K, respegti(ieket of Figure 4.5), showing a weakening of
the interaction between the hydrogen and the oxygih an increase in temperature. For high
temperatures, the distribution does not fall toozatr long distances but fades into the continuum of
random contacts. With an increase in temperattee dtstribution of a short H---O distance (around

0.218 nm) decreases and the probability of randomiacts at longer distances increases (Figure 4.5).

counts (normalized)

0.10 0.15 0.20 0.25 0.30 0.35 0.40
d (H--O) (nm)

Figure 4.5. Distribution of the H---O distances for fairlydar hydrogen bonds wity-p...0> 130°.
This histogram contains data from a horizontal s(®80° >6 > 130°) of Figure 4.4 at different

temperatures. The inset shows the temperature depeadf the peak maximum. The dashed line is
the linear fit through the points.

Generally, either a geomettior an energetié criterion is used to define a HB. On the basis
of the results in the previous paragraph, in thisknthe HBs were defined according to a geometric
criterion. The distance between the hydrogen oftdtheor group and the acceptor O has to be <0.297
nm® and the donor—hydrogen—acceptor angle >£30°.

To calculate the enthalpy\H) of HB breaking, we adopted the model propose&tiyroeder
and Coopér which relatesAH to the bonded amide fractiorXsj. The equilibrium between the
hydrogen-bonded and nonbonded amides can be raprddsy
(NH---O=C)bonde&-(NH) free + (O=C) free (4-1)

with an associated equilibrium const&hgiven by

K = [NH] fredO =C] free
[NH OO = C]bonded

(4-2)
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The equilibrium constarK is related to the bonded amide fractid@)( to the enthalpyAH),

and to the entropy\®) of HB breaking according to the following equatfo

_ 2
(-X,))_ _AH 1 AS

InK =In(
X, RT R

(4-3)

whereR is the gas constant. Experimentally, it has beendahat the average strength of the amide
hydrogen bonds in an amorphous polyamide decreagbsan increase in temperature because of
thermal expansioff. Thus, the number of HBs decreases with an inclieasenperature. In agreement
with the experimental result§, X, decreases with an increase in temperature andjebdrom 0.81 at
300 K to 0.42 at 600 K.

A van't Hoff plot is built usingX;, at different temperatures and eq 4.3 (Figure 4.6¢. circles
in Figure 4.6 show the experimental value for thmisrystalline PA-66. The enthalpyAH of HB
breaking can be obtained from the slope+#R of a linear fitting through the simulated poin@ur
values for the enthalpy and entropy of HB breakinBA-66 are equal to 15.4 + 0.6 kJ ntand 21.7
+ 1.2 kJ K* mol™, respectively.AH is slightly lower than the values previously repdrin the
literature for a number of polyamides, which rafgen 29 t0~59 kJ mol* *>®3 (while AH for low-
molecular weight amides ranges from 14.5 to 27 k) *® The dependence &fH on the HB
criterion has been checked in our simulations, wedfound similar values foAH at the different
maximum values for H---O distances (0.25, 0.35,0ahchm) and the minimum values fi-4...0(90°
and 150°). The discrepancy AH with the experimental values is possibly relatedhie problem of
interpreting the infrared spectral features obstimethe N—-H stretching region. As mentioned in the
Introduction, the thermodynamic parameters assegtiatith the HB dissociation obtained by infrared
spectroscopy data can be strongly affected by ®rfidre usual practice of not taking into account the
strong dependence of the absorption coefficiertherHB strength has indeed led to an overestimation
of the fraction of free N—H groups and, in turnaio overestimation of the enthalpy of HB breakihg.
To this erroneous practice Skrovanek and co-wotketso ascribed the large discrepancy found
between their experimental values/dfl compared to those of their low-molecular weighdlagues.
However, the effect of the lower molecular weightoor model compared to the experimental one
cannot be ruled out completely, and the preseneatainglements (as likely occur in the experimental

samples) could increase the value\ef.
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Figure 4.6.van't Hoff plot of the hydrogen bond dissociatiequilibrium in the simulation and the
experiment The dashed and dotted lines are linear fits thrahghsimulation and the experiment
points, respectively.

4.3.2. Dynamic Properties of Hydrogen Bonds
The dynamics of HBs in the bulk of PA-66 was inwgastied by calculating the structure

relaxation time, the rate constant of HB breakiagg the average HB lifetime. We calculated these
dynamical properties for HBs between amide groupderms of two time correlation functions
(TCFs), namely, the continuous HB time correlatiomction, St), and the intermittent HB time

correlation functionC(t).***"*'These TCFs are defined as

<dh(0)d—l (t)> _ <h(O)H (t)> —<h><H> <h(O)H (t)>

S(t) = ~ 4-4
O l@mom0)~ (-(nH) G @A)

and

c(t) = <d1(0)d’1(t)> _ <h(0)h(t)> —2<h>2 - <h(0)h(t)> (4-5)

(o) (h)=(m (h)

where the population variable(t) is unity when a particular hydrogen—oxygen pairhiydrogen
bonded at timé, according to the definition, and zero otherwi®a. the other handi(t) = 1 if the
tagged O-H bond remains continuously hydrogen barmhtlging time duration and zero otherwise.
The brackets denote an average over all amide gadrsll starting times. The average number of HBs

(Nug) in a system oN amide groups is equal to the number of all pau#tiplied by the average value
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of the HB population operato(r@) [N,s =%N(N —1)<h>]. If Nug (in a system containiny amide

groups) has the same order of magnitudé&Nathen the approximations in eqs 4.4 and 4.5 follow

because{h> [01/N = 0 when the number of amide groups is latge.

According to the definitionC(t) describes the probability that a particular tabgB is intact
at timet, given it was intact at time zero, whit) provides a definition of the lifetime of a tagged
HB. The relaxation time o€(t) is usually called the structural relaxation tig) of HBs, and the
relaxation time ofy(t) describes the average HB lifetimggd). The long time behavior &(t) (which
depends on the continuous presence of a HB) isg@iraffected by short time fluctuations due to
librational motion of the molecules and by the emiin for defining the HB. However, such
fluctuations do not strongly affect the long timehbvior of C(t) (which does not depend on the
continuous presence of a HB but allows for intetenit HBs). ThusS(t) is sensitive to the sampling
frequency, and choosing a long time interval betwssmpled configurations corresponds to ignoring
processes where a bond is broken for a short timdesabsequently re-forms. To calcul&® in our
simulations, we sampled the configurations everysl&horter than the typical libration time, which
could destroy a bondf,while C(t) was obtained with time resolution of 10 ps.

Figure 4.7a shows the time correlation funct(@f) at different temperatures. At very short
times, C(t) decays rapidly due to librational motion. Aftéetinitial rapid decay, it remains relatively
constant, especially at low temperatures: for teatpees below 400 K, the correlation function does
not relax within the 20 ns, while for temperatuadmve 400 KC(t) decays very fast to zero. At all
temperaturesC(t) shows the presence of slow components at longstirSuch slow long time decay
cannot be described by a single-exponential functio by a stretched-exponential functidnTo
determine the relaxation timesg), we fit the decay curves (Figure 4.7a) to threpoaentials and
extrapolated. The parameters for best fits alondy whe amplitude-weighted averagge for four
temperatures are listed in Table 4.1. As we canirs@@able 4.1, we have an abrupt increase in the
structural relaxation time as the glass transitiemperatureTy (330 K) as calculated from our
atomistic modef approaches.

To analyze the behavior ak in PA-66 at different temperatures, we plotted seeictural
relaxation time in logg) versus 1007 in Figure 4.7b. AtT >413 K, tr can be fit well by the

Vogel-Fulcher-Tammann (VFT) equation, 0 e*™ ™™  whereA = 3.36 andT, = 298.88 K. The

VFT fit deviates visibly from the data &t<413 K, where one can see a sudden change in the sfo

the 1T dependence of logf). The relaxation timer at low temperatures can be fitted by the

Arrhenius equation %, Oe®*%"  with an activation energfa of 22.81 kJ mof). Thus, with a
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decrease in temperature, the dependeneg of temperature becomes weaker and shows a crossove

between two different regimes at approximaf&ly= 413 K ([ is the crossover temperature between

the VFT and Arrhenius fits). The presence of thissower will be explained further below.
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Figure 4.7.(a) Semilog plot of the structural time correlatioinctionC(t) for amide—amide hydrogen
bonds at different temperatures. (b) Temperaturem#gnce of structure relaxation time plotted for
temperatures ranging between 300 and 600 K. Theeddste denotes a fit to an Arrhenius lawTat
<413 K and the solid line a fit to a Vogel-Fulch&ammann (VFT) law atl >413 K. Error bars are
smaller than the symbols.

Table 4.1. Multiexponential Fitting Parameters for the Oxygelydrogen Intermittent @(t)] and

Continuous §t)] Hydrogen Bond Time Correlation Functions at 3900, 500, and 600 K.

C() S(t)
temperature (K)  time constant (ps)  amplitude (%) 7, (ps) time constant (ps)  amplitude (%) Ty (PS)

300 201188.0 81.7 164550.0 2.5 37.4 1.2
58.5 14.9 0.5 44.7
2453.7 32 0.1 16.9

400 234493 37.7 9302.9 0.9 249 0.4
11.2 31.9 0.3 52.4
1594.2 29.0 0.1 223

500 2031.5 6.3 174.7 0.3 58.6 0.2
5.4 57.6 0.1 20.6
118.3 36.0 0.1 20.9

600 1834.0 1.7 43.1 0.3 14.3 0.1
43 81.1 0.2 54.8
45.4 17.1 0.1 31.0
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As mentioned in the Introduction, different kindk glass-forming liquids can be classified
according to the dependence of their transport got@s (TPs), i.e., viscosity and self-diffusion
coefficient, on temperature. The TPs in strong glassaers follow an Arrhenius type equation (TP =
BeYT, with B and A being fitting parameters), while in the fragilasses, they are described by the
Vogel-Fulcher-Tammann (VFT) equation [TFBe" """y, with B, A, andT, as fitting parameters].
Recent improvements in the mode-coupling theory TYI®f the glass transitidi*® predict the
existence of a crossover of the dynamics at theeocudtdr level, at some critical temperaturg,above
Ty Experiments and numerical theories have investthaéveral low-molecular weight and polymeric
system$' to test the MCT predictions, and it has been foilnad the empirical equations such as the
Arrhenius or VFT equation alone are not able toséveral types of TPs over a large range of
temperatures; in particular, it has been found thatTPs show a crossover from VFT to Arrhenius
behavior around. Indeed, many dynamic properties of glass-formliggids, such as the andp
relaxation processéd$,the rotational and translational diffusion coefits?® and the dielectric
relaxation strengtfi’ show qualitative changes at a temperature ardipndrhus, there is much
evidence that some qualitative changes occur ind§fmamics of glass-forming systems in a small
temperature range aboWg. It has also been noted in féfand“° that the ratiol/T, correlates with
the fragility of glass-forming systems: the higliee fragility, the lower value of/Tg.

Since the presence of HB affects strongly the parisproperties of materiaté*"*° we

investigated the trend of the chain self-diffusicmefficient D [ 6D =!im%<|R(t)—R(O)|2>] with

temperature to find a possible relation among tebakior oftr and TP. Figure 4.8 repor®
calculated only in the rubber phade>(350 K) considering th&, found in our simulations (330 K.

At 414 K, a transition from a VFT to an Arrheniushbeior is visible. This temperature agrees with
the one calculated from thg (413 K), and it corresponds to the experimenttéuhg temperature”
(the temperature above which the system changes\fiecous flow to plastic flow) reported for PA-
66 which lies at 413 R® Moreover, the ratiol/Tyq In our system~1.25) is in the same range as
experimental values found for polybutadiend.0)>! polyisobutylene #1.35)?* and polystyrene
(=1.14)% The presence of a crossover temperature in ourlaions is also in agreement with the
recent theoretical work of Baeurle and co-workemn the glassy state of polymer materials. Their
physical interpretation of the crossover tempestan be summarized as follows. If the system is
cooled very slowly to a temperature slightly abdye(i.e., Tc), the glass-forming polymer becomes
trapped in a quasi-equilibrium state by undergaangercolation transition of high-density clusters
which leads to variations in the local monomer dgresnd mobility. The formation of a continuous

backbone between the high-density clusters restitet polymer mobility below,, causing a sudden
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increase in viscosity. Developed starting from obsgons made on the stress relaxation experiments

conducted with styrenic block copolyméfsthis model is able to describe correctly their haetcal
response® In the case of our simulations, it is possiblet ttiee hydrogen-bonded amide groups
(randomly distributed or organized in clusters) sdomumber increases, decreasing the simulation
temperature, form at the crossover temperaturenintmus backbone causing the deceleration of the
structural relaxation time (Figure 4.7a) and of sedf-diffusion coefficient (see Figure 4.8). Fuath
investigations into the spatial organization of tBs and their percolation within the model could

confirm this picture.
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Figure 4.8. Temperature dependence of the chain self-diffusmefficient plotted for temperatures
aboveTy (330 K). The dashed line denotes a fit to an Artrefaw whenT < 414 K and the solid line
a fit to a Vogel-Fulcher-Tammann (VFT) law whEr 414 K.

To compare the variation of the diffusigoefficient and structure relaxation time with
temperature, we normalizedDlandtr by their respective values at 600 K. This normélwawas
done by shifting the curves in Figures 7b and &eir corresponding values at 0.00167 KFigure
4.9). We observe that there is a collapse of the ¢wves; thus, we conclude that both dynamic
properties exhibit the same behavior at differemhgeratures. In Figure 4.9, we also include the
correlation times from the orientational correlatiwnctions foacr) 0f C=0 and N-H bonds which
are shown in Figure 4.2oacr vValues are calculated in a same wayaby fitting the orientational
correlation functions (Figure 4.2) with three expotial functions. The normalization of the
correlation times by the corresponding values d BO(Figure 4.9) shows that different dynamic
properties of the system [/ 1r, and toacp) are coupled and follow the same behavior with

temperature.
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Figure 4.9. Normalization of the curves in Figures 7b and & #ne time correlations from the
orientational correlation function of==0O and N-H bonds by the corresponding values atk6(QD).
The functionF(T) corresponds to I, tr, andtoacr for C=0 and N-H bonds.

The rate of relaxation to equilibrium abaracterized by the reactive flux HB correlation
function, k(t)

dc()

U=

(4-6)

where k(t) is the rate of change of the HB population atttmrlo study the variation d{(t) at short
times, we calculated the derivative of the intetemt HB correlation functiol©(t) (eq 4.5) obtained
with a time resolution of 1 ps (Figure 4.10). TK{® values determined from our simulation at four
temperatures are shown in Figure 4.10. At shoresik(t) quickly changes from its initial value. The
angular restriction of the HB definition makes #&ry sensitive to librational motion, which has a
characteristic time of <0.1 ps. To gain a bettewvid the relaxation for a time scale of <1 ps, wgedl
C(t) with a time resolution of 10 fs (inset of Figutel0). At this time scale, the system undergoes
several transitions from forming the HB to breakithg HB and the reactive flux shows a dig at
0.07 ps (see the inset of Figure 4.10). Thus, tpasicreated by the pairs initially hydrogen bonded
which are broken (by libration) but often re-formH#B. Beyond this transient perio#é(t) decays
monotonically, and for times of >2 ps, it will ndhange much with time at different temperatures. As
shown in Figure 4.10, the reactive flux functig(t), has a larger value for higher temperatures until
20 ps; however, there is a big difference betwéerk() at 300 and 400 K, while thdt) has almost
same value at long times for 500 and 600 K. Theselteeshow that temperature affects the rate of

relaxation to equilibrium more at low temperatuitean at high temperatures.
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Figure 4.10.Reactive flux HB correlation functidk(t) at 300, 400, 500, and 600 K extracted from the
atomistic simulations. The inset panel shows a logllot of the same function at short times.

The dynamics of HBs between amide grospstrongly coupled to the diffusion of the
molecules. Faster diffusion will result in fasteB lelaxation and vice versaAfter a HB is broken,
the amide groups can remain in the vicinity for saime before the bond is reformed or they diffuse
away from each other. To study the effect of ditbmsion the dynamics of HBs at different

temperatures, we calculated the time correlatioictior{®>3

(h@@-h®)H'®))
(M)

whereH'(t) is unity if the tagged pairs of hydrogen and axygre closer than 0.297 nm at titrend

M (t) = (4-7)

zero otherwise. In Figure 4.11, the relaxationgf) at different temperatures is shown. As discussed
before, we have a fragile-to-strong transitionhia transport properties of the systenTat 413 K.
This crossover can also be identified in the relaxabf M(t). The figure shows tha¥(t) is almost
constant below 400 K, while it relaxes fast abo08 K. A low diffusion coefficient at temperatures
below 400 K causes low mobility of the amide grothegt remain in the vicinity of each other aftee th
break of the HB, increasing the probability of ceriing it. Thus,C(t) andM(t) decay very slowly for
low temperatures, while at high temperatures (ab®@ K), they decay very fast since after the HB

rupture the amide groups can diffuse easily awayfeach other.
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Figure 4.12. (a) Semilog plot of the time correlation functi&t) for HB between oxygen and
hydrogen of the amide groups at different tempeesatu(b) Hydrogen bond lifetimesyg) obtained
from St). The line is a fit to the Arrhenius law.

In Figure 4.12a, we show the relaxatbthe continuous HB time correlation functidit), at
different temperatures. As we find for intermittét the time correlation functiorC[t)], St) decays
very fast at short times due to librational motibat the correlation functions at different temperes
do not show a long time relaxation comparedC{y. St), like C(t), can be fitted to a sum of three
exponentials. The fitting parameters and the angdiweighted average HB lifetimes§) for four
temperatures are given in Table 4.1. The HB lifetdaereases with an increase in temperature, from
1.18 to 0.14 ps from 300 to 600 K. In Figure 4.1&b, display the variation aiys in a semilog plot

versus 10007. The figure shows that the mean HB lifetimes ol@difromSt) follows an Arrhenius

behavior at different temperatures,{ [ e™*") with an activation energy of 10.5 + 0.5 kJ molhe
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activation energy associated with the hydrogen Hdaetime is interpreted as the energy required to
break a HB via librational motion, a fast moti®¥rThe Arrhenius behavior af;s is in agreement with

experimental results conducted with liquid watedifferent environment§*7:38:>4-36

4.4 Conclusions

We have analyzed the hydrogen bond dynamics in paolamide-66 by means of molecular
dynamics simulations. Our geometrical definitiontttd HB has led to a hydrogen bond enthalpy
value that is in agreement with experimental despecially with those measured for low-molecular
weight amides. Following the time relaxation of es&l correlation functions, we have found that the
global dynamics of unentangled polyamide-66 is goee by the relaxation of the hydrogen bond
network formed among the amide groups. By lookihtha behavior of the self-diffusion coefficient
and the structural relaxation times, we identifeedransition temperatureld) at~413 K, and it
corresponds to the experiment softening temperaeperted for polyamide-66 which is 413°K.
ApproachingT. from above, the temperature dependence of thesedfwamic variables changes
continuously from VFT to Arrhenius behavior. Oumsiation results confirm the most recent
theoretical work¥'® predicting an Arrhenius behavior of the diffusionefficient in supercooled
polymers and, in the case of polyamide-66, relatequivocally the relaxation of the hydrogen bonds
with the global dynamics of the polymer. Accordimgthe most recent glass thedfy? the crossover
temperature found in our simulations can be seeth@temperature at which the polymer melt is
subjected to spatiotemporal fluctuations that leadariations in the local mobility governed by the
relaxation of the HBs. Our results have also camdid that this transition temperature does not
coincide with the glass transition one, but thatiar falls into the typical values found experinmadiyt
for other polymeric systems.

It must be noticed that in contrast, the hydrogendblifetimes (time to first rupture) governed
by the local librational dynamics of the amide gretshow an Arrhenius behavior over the whole
temperature range. In summary, we have shown tratiientangled polyamide-66 the continuous
change in the temperature dependence of the diffusbefficient from the VFT to Arrhenius form
corresponds, at the molecular level, to a changlearhydrogen bond dynamics. This result shows that
for polyamides the extrapolation of high-temperatproperties to low temperatures is not reliable.
The interpretation at the molecular level of thessmver transition found for PA-66 can help in
understanding the physical aging process for gilegmeric materials characterized by an extensive

hydrogen bond network.
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5. Fast Dynamics in Coarse-Grained Polymer Models: The Effect

of the Hydrogen Bonds

5.1. Introduction

The hydrogen bonds (HB) is one of the intermolecuiégractions that most influences the
dynamics of the molecular systems, being respomddil the structure, function, and dynamics of a
vast number of chemical systems from inorganicitdolgical compound$.Due to the simplification
of the coarse-grained models, the atoms directiglued in the HB (oxygen, nitrogen or fluorine as
hydrogen bond acceptor) and the hydrogen (the datwon) are usually “coarse-grained away”, i.e.
lumped with other atoms in beads. Several models baen developed to describe HB especially in
studying protein foldingwith different success. Similar types of study daot been carried out for
synthetic macromolecules although also in theiedh® presence of the HBs affects strongly their
conformation, chemical-physical properties, crystation self-assembly behaviour and many other
global properties. It is therefore particularlyargsting to see whether and how the features owed t
the hydrogen bonds are preserved in the CG mod#heoinacromolecule, in which they are only
present in an effective and averaged way. In anditihe possibility of correctly describing the HB
dynamics using a CG model would be of great impmeafor further improvements of CG force
fields.

In this contribution we study a CG model of polydei66 (PA-66) focusing on the dynamics
(and thermodynamics) of the HB. Among the commanrrttoplastic polymers, polyamides are noted
for their outstanding properties, including highgge strength, excellent abrasion, chemical arat he
resistance and low coefficient of frictidrithe macroscopic properties of PA are strongly deiteed
by the presence of a large three-dimensional hyrdigpnds network connecting the amide groups,
which is also responsible for different crystallipkases present in the semi-crystalline matetials.
Extensive research on hydrogen bonding in PA-66he&n performed experimentally in the pgast.
Moreover our recent computational work on PA-6@s revealed, by means of atomistic molecular
dynamic simulations, interesting features of thdynamics. Therefore this polymer is the perfect
candidate for our investigation.

The present chapter has three components. We dvstw the procedure followed to decide
the mapping scheme (where to locate the CG beatifi@an many atoms to collect in each bead) as

well as the iterative procedure (Iterative Boltzmdmversion) used to develop the CG potential gctin
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among the beads. Secondly, an effective reversgimgstrategy is presented which reinserts the

atoms into a relaxed coarse-grained structure. €msertion of the atomic details in the CG model
after long CG simulations is important to test tb& force field and the mapping scheme. The
resulting atomistic structure is tested againsessvstructural properties among them the number of
hydrogen bonds. Thirdly, the ability of the CG model describe correctly the dynamics of the
hydrogen-bond network at different simulation tenaperes is tested. To address this issue we use the
same correlation functions which have been emplaydte analysis of hydrogen bond dynamics in

atomistic simulationg.

5.2. Coarse-Grained Model

The same mapping scheme described in chapter 3f@6Fhas been used here. In this section
we briefly describe the development of the CG fdiekl and we provide the force field parameters
(in Appendix.1)'° The initial mesoscale structure is obtained from &tomistic chains by a direct
mapping. The coarse-grained model and the underbtiogistic structure are sketched in Figure 5.1.
The bead labelled A represents the amide groupthludirst methylene group of the tetramethylene
unit, the other two methylene groups of the tetittaylene unit are lumped in one bead labelled M2,
the hexamethylene unit is split into two beads aminig three methylene groups each (labelled M3).
The centers of the beads A, M2, M3 are located mtisqedy in the carbonyl carbon, in the center of
mass of the ethylene unit and in the central carbtmm. The coarse-grained monomer is then
represented by the bead sequence: A-M2-A-M3-M3. diftegroups are treated separately, since their
local dynamics differ from the internal monomemsddo conserve the total mass of the system. We
label the end monomer containing the amide groupaA® the one containing the aliphatic moiety
M3P (Figure 5.1). Both end beads contain, comp&oethe corresponding intra chain beads (A and
M3), one extra hydrogen atom. In this mapping sahdime atomistic system composed by 24 chains
of 765 atoms each (18360 interaction sites) iseirimto a coarse-grained model of 24 chains 100

beads (or superatoms) each (2400 interaction sites)

M3P A M3 M3 A M2 A M3 M3 AP

Figure 5.1. Mapping between atomistic and coarse-grained modelpolyamide-66. The circles
denote which atoms are joined into coarse-graireattl®. The designations of the beads are indicated
by the labels.
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A realistic CG force field of PA-66 must reproduite distributions for five bond types (A-
M3, A-M2, M3-M3, M3P-A and AP-M3) and five anglegpes (A-M2-A, M3-M3-A, M3-A-M2, AP-
M3-M3 and M3-A-M3P), plus all intermolecular andtreimolecular radial distribution functions
(RDF) between the beads as extracted from the atmnsimulations, whose details and results are
reported in reference. The CG potential presented here is obtained bysthecalled Iterative
Boltzmann Inversion (IBff procedure that iteratively corrects the potentiiimean force along a
coordinatey (A(x) in eq 5.1, wherédg is the Boltzmann constant afids the temperature), obtained

from directly Boltzmann-inverting the distributioof this coordinate P(x )n eq 5.1), until the

potential energy/(x) corresponding to that interaction is obtaifiéd:
A(Y) =-ksTInP(x) direct Boltzmann inversion (5-1)
To build up the bonded part of the potential, wetsteom bond-length and bond-angle
distributions extracted from the atomistic simwas and normalized by the Jacobian between internal
and Cartesian coordinat&s Probably due to the stiffness of the bonded ictévas, the direct
Boltzmann inversion of the atomistic distributiqes| 5.1) gives approximate potentials, which alyead
lead to CG distributions close to the atomisticree.V(x) ~ A(X). Nevertheless, since we need a
perfect coincidence of the distributions we hawenfibit advantageous to first fit the distributid?(s)
with a suitable sum of Gaussians, which is thertZBeénn inverted® Since the atomistic distributions
of the M3-M3-A-M2, M3-A-M2-A and A-M3-M3-A dihedrabngle distributions are almost uniform
between 0° and 360°, no explicit torsional potéritie beads separated by three backbone bonds is
needed. The beads separated by three or more CGs hotetact through the coarse-grained
nonbonded potential in the same way as any otheboraled pair. The parametads(number of
Gaussian functionsj; (total area)w; (width), andm (central value) of the Gaussian expansions of the
differentP()

o(1)= 3 Alené) "ex - U2 | 62

are given in Tables A.1.1 and A.1.2 of the Apperti%
For the softer nonbonded part of the potential we the full IBI process. The potentials

obtained from the direct Boltzmann inversion of thdial distribution functions (RDFB(x Of eq

5.1 is in this case one of the RDFs) are used aslynitial guesses for the iteration procedure.
Iterations continue until agreement of the coarseéngd RDF with the corresponding atomistic RDF

is obtained (eq 5.3 whellg, is the Boltzmann constart, is the temperatureRDF,, ., 1 (i the RDF

arget
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from the atomistic simulationsDF, r (i$ the RDF extracted from the CG simulations ruthhe
CG force fieldV; ¢ )andj is the iteration count)’

RDF. (r)

V.(r)=V.(r)+k, TIn—————
=T e )

Iterative Boltzmann Inversion (5-3)

The CG simulations are done with our molecular dyinarade 1BIsCO'™® They are performed
at constant temperature (400 K) and density (theesas the corresponding atomistic one, 1064 Rg/m
for 3.5 ns for each iteration. The molecular dynansicnulations are performed with a time step of 7
fs. In order to adjust the pressure to 1 atm witladfecting the RDFs, a correction term, the sdedal
ramp correction, is added a posteriori to the ojgtich potential. It varies linearly with the beacatie
distance and vanishes at the cut-off distance fin2'® The slope of the ramp is adjusted until the
system reaches a pressure of 1 atm. It is the $anadl pairs and small enough as to not distoet th
RDFs. Since the pressure before the ramp correiatready close to the target pressure (~20 atm),
only a few iterations are needed in order to relaatm. After this further correction, simulatiomsthe
NPT ensemble are carried out at atmospheric pressure.

The CG force field corresponding to this mappingescl describes accurately static properties
and experimental data of PA-66 in a wide rangeeafgderature above and below the CG force field
developing oné! Therefore the results presented in the next seetiembtained from only one set of
interactions resulting from the IBI procedure ru@@0 K. The nonbonded CG potential is available in

tabulated form in the supplementary materials df'Re

5.3. Back-Mapping Procedure

The procedure of re-inserting the atoms into a GGcRire is called reverse mapping or back-
mapping. It is based on simple geometrical primspand it is a way to obtain well-equilibrated
atomistic configurations of high molecular weiglalypner chains.

Several back-mapping algorithms have been propémedifferent polymers®2! When the
mesoscale model is tailored on the atomic contsurguatomic distributions to build up the CG force
field, as is the present case, the zoom-in batkd@tomic description is usually a simple georoatri
problem. In some cases, as for Santang¢lal,'® if the model is particularly coarse or the beads
contain asymmetric atoms and the polymer chainahgsecific tacticity, a more sophisticated method
must be followed: for instance, the atomic fragmeserted in the CG model must be chosen among
several that correspond to the same type of beadhd present case the fine CG model and the

position of the bead centers, make the procedureaok-mapping easier. The algorithm described
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here, indeed, quickly generates, after a short-@gsilibration, a stable atomistic configuration.eTh
entire strategy is based on the fact that the feadsnmaking up beads are small enough and do not
contain any internally flexible moieties; moreoveithin one fragment there are no atomistic
backbone torsions. Therefore, the relative positiohthe atoms collected inside the fragment (the
internal conformation) can be chosen from configars extracted from the original atomistic
simulations. This means that, for example for thieeAds, a configuration (atom distances, angles and
torsions) of the atoms constituting the fragmentch®sen randomly from the original atomistic
trajectory and it is used as the only configurafionall the A beads. Separate fragments are used f
the end beads AP and M3P. In this way, we creatmeato-one library where to each fragment
correspondne atomistic configuration. Moreover, the averageueal for all the backbone atomic
distances connecting the beads (for instance tBebBnd between two M3 fragments or the C-N bond
connecting A and M3) and angles (defined below @ewbted as andf in the text) calculated from
the original atomistic simulations, are added ®@lthrary. These distances and angles are employed i
the back-mapping procedure to connect the fragments

The back-mapping procedure starts by placing atén¢er of the first CG bead (say the central
methylene carbon for M3P) the proper atoms takem fthe atomistic library configuration; then the
chain is grown adding one bead after the otheramgerding to the microstructure of the CG polymer
chain. After having replaced the first bead (beadh Figure 5.2) by its corresponding atomistic
fragment, the center of the second atomistic fragnisay the carbonyl carbon for the A bead) is
placed at the position of the second bead and sBarmeach insertion, the orientation of the atdiais
fragments is initially random. Thus, a rotation bé tfragments is needed to correct the angles and

distances among the atoms belonging to the atanbsitkbone. The first rotation changes the angle
(denoteda in Figure 5.2a) formed by the vectBr (connecting the centers of the fragments to be

bonded) and the bond vect6rof the newly added fragment (fragment 2 in Figir2, and in the

present case of type A), until it reaches a valosest as possible to the library one. In ordanéke
the correction, the added fragment (bead 2) is twtated around the axisV( in Figure 5.2a)

perpendicular to the plane formed by the vec®rand R. The second rotation adjusts the distance

between the backbone atoms of the two fragmentghwdre to be linked. It is performed around the

vector connecting the bead centers of mass-{gure 5.2b) until the distanck(i.e. the covalent bond
of the backbone) satisfies as much as possiblesteeence value of the library. At this stage thiedt
atomic fragment (bead 3 in Figure 5.2c, here typ®) M placed at the corresponding CG bead

position. To make the back-mapping procedure mdiieiezit, a third correction is applied to the

orientation of the second fragment by rotatingrituad the vectolS, until the angle defining its
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orientation with respect to the polymer chain baxidvectoR’ (denoted ag in Figure 5.2c) matches
the library value. The atomistic model rebuilt so {ls3P-A) is ready to be connected with the third
fragment (M3) that will be rotated following the dveteps (a and b in Figure 5.2) reported beford; an
the procedure starts again until all the fragmeamésreinserted. Since all the degrees of freed@nm ar
coupled, we can expect that some angles or distamptmized during the previous steps must be
further optimized. Moreover when all the chainghie box are back-mapped some overlaps between
beads belonging to different chains can occur. Therorder to relax the model completely, three
different simulation steps are performed. Firstlysimulation at constant density (same as theraligi
atomistic density at the desired temperature) angperature (400 K) is run for 3000 steps with aetim
step of 0.05 fs. During the simulation in orderatimize the bonded part of the potential, in the
atomistic force fields all the nonbonded interaasiare switched off. In this way all the angles can
reach their equilibrium values; the reverse-mappraredure turns out to be so efficient that we can
use even at this preliminary stage the bond cansdran the second stage of 10000 steps a sodt cor
potential is applied to the nonbonded interactiofise soft-core potential is implemented in our
simulation program YAS® in the following way: The short range part (0-0rir) of the nonbonded
potential energy function is replaced by a cubitnsp The spline coefficients are chosen to satisfy
four conditions: the spline matches the valuerfi) ¢he derivative (ii) of the original potentialegy
function at the crossover distance; its derivais/eero at an interatomic distancef zero (iii); most
importantly, its valud/y atr = 0 is finite (iv). This gets rid of the singulari#gr = 0 and allows atoms

to pass through each other and allows the relaxatichigh-energy entanglements. Since the back-
mapped systems are already in quite a good coafigar and only few overlaps are present, only a
short relaxation simulation witklp = 1000 kJ/mol is needed. These calculations are doth a time
step of 1 fs. In the third stage, the full potenBaurned on and a short simulation at constahtime

is run with a time step of 2 fs. Finally after tipiseparation protocol, simulations at constant gres

are performed for 5 ns.
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Bead 1 Bead 2 Bead 3

Figure 5.2. Scheme of the back-mapping algorithm. The labelsl tisalefine distances, angles and
vectors are described in the text. Arrows indictte rotation around vectors. The fragments are
depicted with different colours that correspondtite different atoms: white hydrogen, grey carbon,
blue nitrogen, red oxygen. The dashed kre ( epyasents the formed atomistic backbone bond.

5.4. Results and Discussion

5.4.1. Validation of the Back-Mapping Procedure

In order to validate the back-mapping procedurnagcstiral information obtained from atomistic
simulations run after the reinsertion of the at@res compared with the original atomistic simulasion
used to develop the CG force field. Figure 5.3 carag the radial distribution function calculated fo
the amide groups, the distribution of A-M2 bond dvid-A-M2 angle extracted from the atomistic

simulation of the back-mapped model at 400 K arddhginal simulations used to develop the CG
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potential. Similar good agreement is found alsotfar other distributions (not shown). The back-
mapping procedure proposed here turns out to berebust, so that the protocol of coarse-graining,
equilibration at the coarse-grained level and baelpping provides a means to relax high molecular
weight polyamide. As it has been shown recentlypiolystyrené® CG simulations are a way to relax
even entangled polymers, and the further reingedfadhe atomistic details allows to investigatdlwe
relaxed polymer matrices with molecular weight cangfple with experiment. In addition, in the case
of polyamides this procedure may be of help in stigating the crystallization mechanism which is a
key point in the understanding of their generapprties.
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Figure 5.3. Histogram of A-M3 bond length (a), A-M2-A angle) (@nd interchain radial distribution
functions A-A pairs (c) extracted from atomistiol{d line) and CG after reinsertion of atomistic
detail (empty circles) at 400K.

In Table 5.1 structural properties omeai from CG, original atomistic and back-mapped
atomistic simulations are compared with the avélabxperimental data. Since experimentally
polyamides are usually found in semi-crystallineagdy structural data of the amorphous state are
rather limited in literature. Moreover the moleaulaeight (M,) of our models is lower than the

typical experimental range and the models cannot ntanglements (our M(4540 g/mol) is barely
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behind the critical mass reported in literaturéa80 g/mol¥* We separate the comparison of the data
in two steps: first we analyze the differences imitthe models and then we compare the simulation
results with the experimental data. The gyrationusidR;) and the end-to-end distance)Ralues of

the three models show that during the CG simulaéidiirther relaxation of the systems (although
small) occurs. The values of the original atomiaticl back-mapped models slightly differ showing a
relatively better agreement with the experimentthdor the back-mapped model. Here we have to
point out that the experimentg} reported in the table (6.4 nm) corresponds tcctiteeal end-to-end
distance R;) at which the entanglement occur assuming a atitcass M) of 4700 g/mol.R; is
calculated through this formdfa

R, = MZZ(<R§>/MW)W 5-4)
Where<R§> is the averaged end-to-end distance for a polyecham of molecular weighi . From

R, the characteristic ratidd,) can be calculated through the formula

C,=(R})/nl’ (5-5)
wheren is the number of backbone bonds &titeir averaged length. For long chaids converges to

a single value usually known &3 . The numbers obtained from the simulations canmoibll

compared with the experimental datum due to the My of our models. More interesting is to

compare the ratio among the end-to-end distance dhe corresponding molecular
. 2 i : : .
welght(<R%>/Mwy . Normalizing with respect to the JMour results agree well with the experimental

one and the back-mapped even slightly better tien ariginal atomistic model. Since we are
interested in investigating the HBs we firstly fecour attention on their amount counting their
db-id="5rrav0p98t5spyeavs9pd50hvxse55rxv09d">15¢¢kéforeign-keys><ref-type name="Journal
Article">17</ref-type><contributors><authors><authblarmandaris, V.
group and the acceptor O has to be below 0.29% amd the donor-hydrogen-acceptor angle above
130°. This criterion has turned out to be relialiédentifying HB in PA-66. The average fraction
(averaged on the trajectory) of the HBs (numbearofde-amide hydrogen bonds per amide groups)
calculated for the original atomic model and foe thack-mapped one are reported in the last row of
Table 5.1. The difference among the numbers is almegligible confirming that this CG force field

is able to describe correctly all the static prtipsrof the PA-66 also those that have been not

explicitly considered in its developing in a braatige of temperatur@.
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Table 5.1.Static properties for polyamide-66 obtained froma tiniginal atomistic simulations (before
coarse-graining), the coarse-grained simulatiorts tae atomistic simulation after back-mapping. If
not specified in parenthesis the results are obthat 400 K.

Original Coarse grained Backmapped Expt.
atomistic” atomistic
Density [g/cm’] 1.06 1.06 1.06 1.10°
(T=533 K)
Gyration radius 3.4+0.9 3.0+0.5 3.1£0.8 -
[nm]
End-to-end 7.4+0.3 6.6£0.2 7.0+0.3 6.4 <1
distance [nm]
Persistence 8.2+0.1 7.5+0.1 7.4£0.3 53°¢
length [nm] 7.0£0.1 6.3+0.1
(T=500K) (T=500 K)
2 / C
<<R> /M)‘ N 1.09+0.05 0.98+0.03 1.03+0.04 0.94
0 1.01£0.04 0.94+0.02
(T=500K) (T=500K)
Cs 4.0 32 4.5 6.1°
Fraction of HB 0.71£0.01 - 0.70+0.01 0.87°
2Ref. ™!
® Ref,

° Ref.?*?° The temperature of the experiment is not repoi@dlies obtained from intrinsic viscosity
measurements. Results corresponding to moleculighwarger than 4700 g/mol.
d Critical end-to-end distance for entanglementscudated from the critical molecular weight

(M=4700 g/mol) through the following relatioR_ =M?*? (<R§>/M )y2 (see text)

® Ref.?’. The experimental value corresponds to the fraafddBs in a semi-crystalline phase of PA-
66 calculated by Fourier-transform infrared spestopy.

5.4.2. Chain Stiffness

The rigidity of the polymer chain is usually enhahdey the presence of intra or inter-
molecular HBS®3! An estimation of the chain stiffness can be oldicalculating the persistence
length (Lp) that measures the length along the chain oveclwthe tangent vectors of the chain

become decorrelated. In a simulatiog,dan be directly evaluated from the correlatiorthef bonds
along the chain:

CDD (k) = <(D| Di+1 |:|Di+kDi+k+1)/‘DiDi+1 > (5-6)

whereD,D,,, is the vector separating tié& and {+1)th bead of the chain. The average is performed

Di+kDi+k+1

over all positions of along the chain for all the backbone vectors, @ret all frames of the trajectory

5. Hydrogen Bonds in Coarse-Grained Simulations 94



file. In order to calculate the persistence lengfie, autocorrelation functio@,, (k) is fitted to the

following exponential form:
Cop (K) = C, exp(—%p) (5-7)

The least-squares fit of the,, (k) data gives thé, in units of bond lengths. The variation of the

persistence length with temperature is calculatednfthe original atomistic and CG simulations
(Figure 5.4). For a meaningful comparisoni$ calculated on a pseudo-CG trajectory mappethen
atomistic one. For every temperature the atomicehtudns out to be slightly stiffer than the CG one
Moreover, whereas the CG model shows a constanea®se of |, with the increasing of the
temperature (except at very low temperatures)atbmic model shows an almost constantintil 450

K and a further drop off for higher temperatureisic8 the rigidity of the polymer chain is mainlyedu

to the presence of the HBs, such transition mightbsociated with a decrease in the HBs strength
when the temperature increases. In fact, in theniatonodel in a comparable temperature range the
self diffusion coefficient changes of about 2 osdef magnitude and a decrease in the number of HBs
is also observed (see also Table 5.1 a2 the next paragraph the relation among the atian

of the HB network and the self diffusion coeffidigrwill be discussed and possible reasons for the

lack of such transition in the persistence lendttihe CG model will be presented.
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Figure 5.4. Persistence lengths in number of backbone bondsnaat from the pseudo-CG and CG
simulations at different temperatures. To obtain\akie of the L in nm we consider an averaged
value for the CG bond of 3.5 nm.
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5.4.3. Hydrogen Bond Analysis

In chapter 4 by means of atomistic simulations \@gehshown that the global dynamics of
unentangled polyamide-66 is governed by the relenatf the hydrogen-bond network formed among
the amide groups, and by looking at the behaviathefself diffusion coefficient and the relaxation
times of the HBs we identified a crossover tempeeaat ~ 413 K (J).° At this temperature an evident
transition from a Vogel-Fulcher-Tammann to an Amlis behavior has been seen changing the
temperature from above. The presence of a dynamssaver at a temperature slightly higher than the
nominal glass transition one was in agreement Wit more recent experimental data and glass
theories***> The dynamics of the HB among the polyamide chaiasevanalyzed in terms of two time

correlation functions, namely, the continuous hger bond time correlation functiot), and the

intermittent hydrogen bond time correlation funoti€(t), defined a®=*’

_(hOH(t)
S(t) = <<Tt> (5-8)

cr) = (nOn) (5-9)

In the equations the variablt) is unity when a specific pair of sites is hydrogemded at
time t, while the variableH (t) is unity when the tagged pair of sited remain twausly hydrogen

bonded fromt = Qo timet, and zero otherwise.

The aim of the analysis presented here is two-fiistly to find a suitable way to investigate
the HB dynamics in the CG model (since the atonwelued in the interaction are not explicitly
described but lumped into beads), secondly to coenftee CG “hydrogen-bond” dynamics with the
atomistic results. Our CG model includes the atdefing the HB (the hydrogen of the NH donor
group and the carbonylic oxygen acceptor) in thdead. Thus the idea is to use a geometrical
criterion involving these beads to identify the HBhe criterion chosen is based only on the distance
among A beads: we consider two A beads “hydrogeméd’ if their distance is less than 0.52 nm
(Rug). In this definition of “hydrogen bonds” (CG-HBheé directionality of the bonds is lost as a
consequence of mapping the donor and acceptor atwmsspherical beads. The value ofigRis
chosen after analyzing the atomistic simulationisisithe largest possible distance between two
carbonyl carbons, for which there still is a HBg®et between the two amide groups.

In order to verify the chosen criterion we firstlacdate the CG-HB using the atomistic

trajectories. Figures 5a and b show respectivdabrinittent hydrogen bond time correlation function
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(CZ‘;“(t)) calculated among the carbonyl atoms (correspgntbnthe center of the A bead) and the

corresponding relaxation timesr{™) calculated from the original atomistic simulaomun at
different temperatures. The multiexponential funtsioused to fit the time correlation functions
ij‘\t,L“(t) and the resulting2™ are reported in Table A.1.3 of the Appendi¥ These curves show the

same cross-over transition as corresponding arsmlirseref’, which used a more conventional
definition of the hydrogen bond based on atomitadgices and angles. Figure 5.5b shows clearly that
the simple carbon-carbon distance criterion ambegA beads can be used as a qualitative definition

of the HB in the atomistic model: the plot showsamsition at ~ 430 K in agreement with fhevalue

found in the atomistic simulations 413 K). The results fory™ can be fitted by the Vogel-Fulcher-
Tammann (VFT) form fof > 43K (7, 0e"™"™ where A and Jare the fitting parameters), and
by the Arrhenius equation for lower temperaturgs [{ e®/%" where g is the fitting parameter and

Kg is the Boltzmann constant). Moreover, the actoratenergy in the Arrhenius part f£13.4

kJ/mol) turns out in reasonable agreement with eatisnal HB definition (& 22.8 kJ/mol),
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Figure 5.5.a) c): The time correlation function€3y  (@%s (t), for hydrogen bonds between of the
amide groups at different temperatures for the &tiienand CG simulations calculated from MD
trajectories saved every 1 ps (atomistic) and $.4G%5). b) d): Temperature dependence of structure
relaxation time plotted atog(r,) vs 1000/T for the atomistic I¢g(z3™ )) and CG (og(rs° )
simulations. Dash line denotes the fit to an Arthedaw and solid line denotes the fit to Vogel-
Fulcher-Tamman (VFT) law. In the inset the differempeongC3iy (t)and C5s (t) is reported for all

the simulation temperatures.

Supported by these results we apply the same desteniterion to the CG simulations. Figure

5.5c and d report the intermittent hydrogen bomnaketicorrelation function calculated using the CG
trajectories Cg,f(t)) and the corresponding relaxation timg, while the multiexponential fitting
parameters are reported in the Table A.1.4 of theeAdix.1.{Groot, 1997 #90} In this case the results

for 75® can be fitted by the VFT equation over the entirgge of temperature showing no changes in

their trend. Moreover, as expected, tHE are smaller than the2™ at each temperature. Their

difference becomes remarkable at low temperatin@yvisig a bigger mobility of the HB network in

the CG model than in the atomistic one especialtytémperatures lower than 500 K. In order to
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compare the different relaxation processes involiedhe decorrelation o€5(t) and C27(t) we

calculate the difference functiof t ((F(t) :Czt,f“(t)—c,‘j,f(t)) at each temperature (inset of Figure

5.5c). At high temperaturel(= 50Q) F(t) initially increases then starts to decay. Thisus tb the
fact that at short time the two correlation funoBaelax with a different behavioCQ;’\“(t) slower than

C,f,f(t)) then after a certain time depending on the teatpeg, they decay to zero in a similar way. On
the contrary at low temperaturést @des not relax and only for temperature T=450 Kwsha

moderate decay. FAB50K <T <500K the two correlation functions are in fact charazesd by

different relaxation processes and at lower theptature the difference is more remarkable: while

atm

ij,f(t) relaxes to zero within 500 ps even at very lowgerature (350 K)C,, (t) does not show any

decay in the same time scale. These results higthighfact the temperature dependence of the HB
network is different in the CG and the atomic moaledl that lowering the temperature enhances this
difference™* A possible theoretical explanation for the lackiué crossover transition in the CG HBs
dynamics can lie in the flat potential energy stefaf the CG model. The recent theory formulated by
Di Marzio and Yantf proposes a kinetic model to explain the fragilstimng transition occurring in
the dynamic properties in glass forming materiakilfimodel is based on the fact that the lower és th
temperature the deeper are the potential wells evtier particle can be trapped. As the temperature
approaches the critical temperatuggUsually slightly higher than the glass transitiemperature) the
rate determining step of the particle motion becothe rate of escape from one of the potentialshole
At T, the material becomes highly viscous and a furthep in temperature provokes the transition to
a glassy material where the particles are trappethiinfinitely deep energy well. The shallow energy
wells characterizing the CG potential surface maketemperature effect almost negligible at least f
temperatures down to 200 K. The chain mobility duaed by lowering the temperature but it seems
that the molecules do not get trapped in the ené@gs. This result suggests that temperature
dependence of the viscoelastic properties (sutheagiscosity) could be not correctly described.

The weakness of the CG HB can be drawn looking atctintinuous hydrogen bond time
correlation function (Sﬁ,f(t)) (see Figure 5.6a) and the temperature dependwsnite corresponding
relaxation timer s (Figure 5.6b) from whose slope an activation endgj) for the rupture of CG-

HB can be obtained. Bs 3.85 kJ/mol compared with a value of 10.5 kd/faond from the atomistic

simulations.
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Figure 5.6.a) Time correlation functio85s t (,)calculated from MD trajectories saved every fds,
hydrogen bond between the amide groups at difféesnperatures in the CG simulations b) Hydrogen
bond Ii1‘etimesrfBG obtained fromS;? t( ) The solid line represents the linear fit throuigh points.

In chapter 3 where we discussed about the tramsfieyaof coarse-grained force fields the
center-of-chain self diffusion coefficient®) of the atomistic and CG PA-66 at different tenaperes
have compared and we have calculated a scalingrf@t which accounts for the speed up of the CG
model, by simply computing the ratio between the self diffusion coefficients. We found thsis
temperature dependent. Table 5.2 reports the rédaxémes 3™, 75°) calculated for different

CG atm
temperatures and the scaling factors calculate® fos® :B—) and forz, (s :%). Figure 5.7a

atm
R

shows that whed/D and7, are normalized with respect to their value at 80€heir temperature

dependence is represented by a single curve. Thiep that, as it has been found by means of

atomistic simulation$,in the CG simulations the dynamics of polyamidestiongly coupled to the

mobility of the HB network, and at each temperatrés inversely proportional t@;. A relation

amongs® and § can be drawn based on the curve of Figure 5.7aenh D(TO) Oln TR(T) , from
D(T) re(To)

which arises that the produbX(T) @, (T) must be constant at each temperature. From ourdaions

D*™(T)F2™(T) 06610° and D°(T)FSe(T)031M0° for the atomistic and CG models

respectively; thens” turns out to be around twice as(s® 02135 ). Figure 5.7b shows the good
overlapping of the two scaling factor accounting fiee constant factor 2.13. Hence, two stronger
effects contribute to the values of §) the hydrogen bonds relaxation dynamic$, (@sponsible for

the temperature dependence, @hdhe soft potential acting among the beads. Therlatintribution
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is constant with the temperature and depends omuhgber of degrees of freedom coarse-grained

away and on the procedure (based on the inversitied&RDF) used to develop the CG force field.

Table 5.2.Structural relaxation times of hydrogen bonds dated for atomistic £2™) and CG ¢<°)
simulations. The last two columns report the timalieg factors calculated from the, (s") as well
as from the chain centre-of-mass diffusion coegfitsD (s°).

Temperature T 70
(K) (ps)* (ps) sPP s7
600 43*1 14.3+0.6 58+£3.3 3.0£0.2
550 T2£2 14.2+0.5 12.3+8.6 5.1£0.2
500 174 +4 16.0+0.5 30.1 £18.5 10.9+04
450 934+11 25.7x0.7 558184 36.3+1.1
400 9302*=64 413209 461.8+x2949 225.1=*53
350 24 138100 76.7x1.5 6065x377.7 3145+62
2See Ref'?
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Figure 5.7. a) Master curve for the chain centre-of-mass diffuscoefficient (F=2/D ) and
1 (F =15 ) normalized with respect to their value at 600K £ 600K); b) behaviour of the scaling

factor coming from the diffusion coefficiensY = DCG/Da‘m) and from the hydrogen bonds correlation
functionsC,,(t) (s" = r2™/758).

5.5. Conclusions

In this contribution we have analyzed the statid dynamic properties of hydrogen bonds in a
CG model of PA-66. The geometric definition of a togen bond has been simplified so it works not
only for the atomistic model (where it was validhtdut also for the CG model, where the atoms

defining hydrogen bonds are only implicitly inclutdd_ooking at the results obtained from the back-
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mapping procedure we have shown that the CG foet@ ¢an be confidently used in studying static

properties in a broad range of temperature butlyin@amics of the system is correctly described anly
high temperature (T > 400 K). We have found thatdtnecture relaxation time for the CG model is
much shorter than for the atomic model, especsallppw temperatures. In particular, in contrastwit
what we have found by means of atomistic simulatiahe temperature dependence of the CG

dynamics does not show any transitions and careberitbed in the entire range of temperatures using
the Vogel-Fulcher-Tammann law. As expected #fi8 are higher thamy® confirming the artificial

acceleration of the CG dynamics. The weakness of GeHB might be due to the lack of

directionality as a consequence of mapping schehmraevthe donor and acceptor atoms are lumped
into spherical beads. We have defined a mastereciowD andr, and showed that their behavior

with the temperature is coupled. Hence, the tenperalependence of the scaling factdormscounts
both the softer CG potential acting between thelbdeemperature independent) and the temperature
dependent hydrogen bond relaxation times whichremee underestimated at low temperatures. Hence,
as it happens for biological systems, the necessiigtroduce explicitly a new interaction accougti

the directionality of the HBs and their increasisigength with the decrease of the temperature, is
probably fundamental to analyze processes suchheisse¢lf assembly or crystallization that are

governed by their dynamics.
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6. Fine-Graining Without Coarse-Craining: An Easy a  nd Fast Way

to Equilibrate Dense Polymer Melts

6.1. Introduction

In materials science, atomistic simulations haveobee in the last years a powerful tool to
predict properties, to verify theories or to explaxperimental findings? In particular, in polymer
science the resort to molecular simulations hasarkably increased after the advent of high
performance computers that allow to simulate modetsposed by thousands of atoms in a reasonable
time. However, despite the improvement in the hardwmodeling high-molecular-weight polymer
melts is still a computational challenge. Many kétig features of polymers (including their
viscoelastic behavior) depend indeed on the faait e monomers are bonded together following a
specific topology. The chain connectivity makes tohaformational space to be sampled very broad
and characterized by a complex energy landscapeefbine, specific simulation techniques must be
developed in order to efficiently explore the coniation space and gain information about the
structure and dynamics of a polymer melt avoidimg $ystem being trapped in the neighborhood of
the initial configuration.

An effective way to simulate polymers must then c¢hatvo conflicting requirements in the
model description: (i) The structures and modelsdndetailed atomistic resolution to capture
subtleties in the polymer-polymer interactions &mdllow comparison with experimental information.
(i) The prepared structures must cover a largeiapdbmain to capture the large-scale structural
features and processes inherent in the polymerterrabs. Due to computer-time limitations, one can
either have the fine resolution or the large spdimension or an unsatisfactory compromise between
the two.

Different approaches have been proposed in thetpasticiently relax high molecular weight
polymer melts. These methods can be roughly dividgd/o classes based on the level of resolution
of the model. The first consists of techniques whaee atomistic models are subjected to specific
algorithms (usually Monte Carlo (MC)) able to guickample the conformational energy surface and
find a good local minimurfi” An example of such methods is the advanced dfééaMC algorithm
(end-bridging MC) proposed recently by Theodorous eoworker® where the MC moves involve
large segments of the polymeric chain alteringrtbennectivity. This connectivity-altering move (and

its varianty has proved to greatly enhance the sampling efifigieof the configurations. During such
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move, two chains are selected so that the end efi®mwithin a certain bridging distance from a
backbone segment of the other. A trimer centeratiistiatter backbone segment is excised from the
second chain, thus defining two subchains. The émh® of these subchains is connected to the end
of the first chain by constructing a bridging trimérming a new chain with prescribed molecular
geometry (bond lengths and bond angles). The sefedt the chains, the building of the bridging
trimer, and the acceptance criteria of the methreddasigned so that the requirements of microscopic
reversibility for proper sampling are satisfied.ingsthis technique various high molecular weight
(M,,) polymers (polyethylen®,* polyisoprené; poly(ethylene-oxidef) have been simulated and the
results compared successfully with the experimeniaibers.

Using again the MC technique, Neyertz and Brb\ymoposed a different set of moves (pivot
MC) based on Flory’s hypothesis, .i.e., that polymenfigurations in a pure melt are very similar to
those obtained by sampling an isolated moleculereviomly a certain number of specific near-
neighbor atoms interact. Molecular configurati@re generated using a pivot MC algorithm that
efficiently samples the bond-angle and torsionahsghspace of isolated chains. Only interactions
between backbone sites separated by a fixed nuafliiErckbone bonds {ghg9 are considered at this
stage. A collection of such chains are then rangopiaced within the confines of a periodic
simulation box and the excluded volume is introdliCEhe choice of theppq value depends on the
chemistry of the polymer chain. This method has mertessfully applied to study melt of various
unentangled polymers:*®

Both MC methods have been proved to efficientlaxehigh My polymers but the first (the
end bridging MC) is difficult to implement, and tisecond (the pivot MC) can be less efficient in
equilibrating highly rigid polymers (where the valof nonq becomes very high) or polymers where
long range interactions (like the electrostaticg)réo have a significant influence on the structfre
the chain conformations in the bulk melt.

In a second class of methods, a coarser (than stiojnmodel is subjected to a standard
molecular dynamics (MD) simulation in order to sekae long range structure. The reduction of the
degrees of freedom in the model is necessary tedspe the relaxation process and allows the use of
conventional MD algorithm to sample the conformadibspace. After relaxing the structure at the
coarse-grained level, the omitted details (the a)oare re-introduced (reverse-mapping procedure)
into the model. This procedure has been used tessfitdly study entanglédi'’ and unentangléd *
polymer melts. Moreover, there is a further advgatan using the MD technique, since additional
qualitatively information about dynamic properti€s can be gained from the resulting trajectories.

To achieve a quicker relaxation, an interesting doatiobn of these two families of methods

has been also propos¥d?’In particular Spyriouni and coworkéfsvere able to equilibrate entangled
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atactic polystyrene melts applying the end-bridgM@ algorithm to a coarse-grained model of
polystyrene. The so relaxed coarse-grained struetase subsequently reverse-mapped to obtain the
atomistic structures.

However, these latter methods present difficulireghe implementation (the development of
the force field for the coarser model is not tri¥lpand can lead to a wrong description of the local
structure (after the atoms have been re-insertédjheé coarse-grained model has sampled
conformational states forbidden to the atomistie.on

Here is presented a new and easy procedure tolygugkilibrate entangled linear polymers.
The method proposes the use of a reverse-mappindin@rgraining) technique to generate an
atomistic polymer structure directly from a gengsmlymer model. This method (here called “fine-
graining”) requires only two steps: the generatdra random walk path (representing the averaged
conformational state of a generic polymer chaia melt) and the subsequent insertion of the at@mist
details following the trace of the random walk. &ftinserting the missing atoms into the generic
polymer structure, few simulation steps are furtrexgjuired to re-form backbone bonds among the
monomers and to relax (locally) the newly formednat polymer chains. The method is applied to
three types of amorphous polymer melts: polyethg/lgtE), atactic polystyrene (a-PS) and polyamide-
66 (PA-66). Results about global properties (ggratiadius, end-to-end distance, radial distribution
functions) and local structure (distribution of tbdedral angles, local reorientation of bonds) are

compared with those obtained from other methodsegnted in literature and with experimental data.

6.2. Computational Method

6.2.1. Continuum Random Walk

It is commonly accepted that in concentrated sofutr melt polymers display random-walk
conformational properties on length-scales mucbelathan the monomer diameter. This means that
there is no long range correlation between subsgdquands when these two bonds are separated by a
specific number of monomers{nalong the chain (“Flory ideality hypothesi$*)The value of R
(Kuhn length) defines the chain stiffness andetsgth (L), usually given in nm and not in monomer
units, can be measured experimentally. Thereforewing the value oflfor a specific polymer, it is
possible to build a random walk chain whose monderegth is |.

Here, an off-lattice Continuum Random Walk (CRWgaxithm is implemented to generate

random walk chains characterized by differgng. The values of, for the different polymers are

taken from the literature; the algorithm allows thenomer length to oscillate around the specified
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average valugl, ) following a Gaussian distribution of standard @¢iein equal to 2% ofl, ). The

width of the distribution is chosen consideringnaali fluctuation of the of the Kuhn length due to
experimental error. The fluctuation is anyway enosgtall to not affect the final results. The chains
are randomly placed in a cubic simulation box whaseensions correspond roughly to the
experimental density of the polymer at a chosenpteature without paying attention to possible
overlaps among the chains. The set of the corra®ityeat this stage is not important as the correct
value will be reached at the end of the reverse pingpprocedure. A good guess (based on
experimental data or previous simulation results)anyway necessary to ensure the correct

equilibration procedure.

6.2.2. Reverse Mapping

After generating the generic polymer chains by mseafrthe CRW algorithm, atomistic chains
are grown along their parent random walks (RW). €hsiest way to do it is to populate each RW
segment with a suitable atomistic fragment. Agah#attempt the atomistic fragment inserted isteda
as rigid and only one conformation for the backbatmns (alltrans) is allowed. Thus, each atomistic
moiety in itstrans conformation is placed on each RW segment in a tval/their geometric centers
coincide (see Figure 6.1a); subsequently the atdragments are rotated around their center by a
suitable angle to follow the RW tangent. The rotatmgle is that between the vector formed by the
centers of two subsequent RW segments and theamecting the geometric center of the inserting
fragment and its last atom (Figure 6.1b). In ordekeep the global structure of the chains gendrate

by the CRW, the center of the RW segments andeofrtberted atomistic fragments are restrained to

their positions during the relaxation steps wittestraining force constant afox10° kJ-mof*-nm?,

There is not an established procedure to rebuildbidekbone bonds among the inserted
fragments and to relax (locally) the newly atongigtolymer chains; the recipe proposed here involves
a set of several MD simulations, but other procedumaybe more efficient, can be envisaged. During
the MD simulations, temperature is controlled by Berendsen thermostat with a coupling time equal
to the value provided in next section “Simulatioargmeters”. Initially the chains are treated and
rebuilt separately. For each individual chain thiéofving MD steps are performed:

1) The nonbonded interactions are turned off (therpaters for the nonbonded interactions are set
equal to zero) and a MD simulation with a very higind constanti0x10° kJ-mot*-nm?) and small
time step (0.00001 ps) is run for 100000 time steps

2) The nonbonded interactions are then turned oraasithulation for 100000 time steps with a soft-

core potential is carried out (time step is sed.@001 ps). The soft-core potential is implemerired
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our simulation program YASPE® in the following way: The short range part (0O—d nof) the
nonbonded potential energy function is replaced leybic spline. The spline coefficients are chosen
to satisfy four conditions: the spline matches tadue (i) and the derivative (ii) of the original
potential energy function at the crossover distatiaés derivative is zero at an interatomic dis&n

of zero (iii); most importantly, its valué, atr=0 is finite. In all cases the parameters for thi¢ core
potential are set as d=0.19 nm ang:15000 kJ-mét.

3) The value of Yis then increases to 50000 kJ-thahd the simulation with time step 0.00001 ps is
run till temperature reaches its target value (leetw100000 and 500000 time steps are required
depending on the polymer).

4) The full nonbonded force field parameters aréored, the soft-core potential is turned off, ane t
system is initially equilibrated for 500000 timess.

The previous steps are necessary to rebuild a satglmistic chain from the different fragments
inserted in the RW path. During the MD simulatiopsriod boundary conditions are applied, but the
geometric center of the atomistic fragments ancctreesponding ones belonging to the RW segments
are restrained in their positions. This means thit the local structure (bending and dihedral asigle

is modified during the procedure. After that, @llins (still restrained to their parent RW) aracphd

in a simulation box of size corresponding to thrgeadensity (say 0.75 g/érfor PE) and, in order to
remove possible overlaps between their atoms dlf@ifing steps are necessary:

5) A soft-core (d=0.19 nm ande¥1000 kJ-mat) simulation is run for 100000 time steps with rai
step of 0.0001 ps; Vis then increased to 20000 kJ-thahd the simulation is carried on till the

temperature reaches the target value. The bondardssire still set to a very high valukQx10’
kJ-mol*-nm?) to maintain the topology of the chain.
6) The full nonbonded potential is restored andvaukation is run for 500000 time steps.
7) Finally, all restraints applied on the centetld segments are relieved and another MD simulatio
is run for 100000 time steps, initially with a tinsgep of 0.00001 ps and then with a time step of
0.0001 ps.

At this point, harmonic bonds are replaced by boonktants if required in the final force field.
All previous steps are run at constant volume. Nogvsystem can be simulate in NPT and the normal
simulation parameters (see next section “Simulgp@arameters”) can be used. As example the rebuilt

structure of one chain of PA-66 can be seen inrei§ulc.
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(a) (b) (c)

Figure 6.1.Steps of the reverse-mapping procedure (the dad2A-66 is reported): (a) insertion of the
atomistic fragments (colored beads) on the pamrdom walk (solid black line); (b) orientation bkt
atomistic fragments; (c) final configuration of thebuilt atomistic model. The arrow indicates the
direction of the growing chain.

6.2.3. Simulation Parameters

Here the simulation details for the three polymssdied are briefly summarized. A more
exhaustive description of the MD simulations canftwend in the appropriate references reported
below.

PolyethyleneThe united-atom force field used both during theeree-mapping steps and the
MD runs is the one reported by SifitDuring the NPT simulations the cutoff radius is eef.0 nm;
the temperature (450K) and the isotropic pressdreat(n) are kept constant by the Berendsen
thermostat (with a coupling time of 0.2 ps) andolstat (with coupling time of 5 p$J.The bond
constraints are maintained to a relative tolerarfcE0® by the SHAKE procedur@. A timestep of 2 fs
is used. The length of the production run rangewvédmt 2 and 14 ns depending on the molecular
weight (M,).

PolystyreneThe all-atom force field used during the reversgypirag steps and the MD runs is
the one reported in refS.and*°. During the NPT simulations the cutoff radius i$ & 1.0. nm;

temperature (500K) and isotropic pressure (1 at@kapt constant by Berendsen thermostat (with a
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coupling time of 0.2 ps) and by Berendsen bardstil coupling time of 2.0 ps). The simulations are
carried out with flexible bonds and a timestep &.2T'he production run is 8 ns for the highest M

Polyamide-66.The all-atom force field parameters used can bedadn ref** Temperature
(550K) and pressure (1 atm) were controlled udhegBerendsen algorithm with coupling time of 0.2
ps and 5 ps respecively. The equation of motiontegrated with a time step of 2 fs. The cutoff radiu
is to 0.9 nm, and a Verlet neighbor list with argaitoff of 1.0 nm is used, and updated by a liak-c
scheme every 30 steps. Bond constraints are maéatao a relative tolerance of 1@y the SHAKE
procedure. The length of the simulation is 2 ns.

6.3. Results and Discussion

6.3.1. Polyethylene

Seven different molecular weights of linear monpdise PE are simulated (see Table 6.1). For
the creation of the CRW the Kuhn length is set etmd.9 nm, a value close to the experimental
one>! During the reverse-mapping procedure each segofehe random walk (RW) is replaced by
eight PE monomers. The inserting fragment has al blackbone dihedralsp) in the trans
conformation ¢=180°). For each molecular weight studied the chaire placed in a simulation box
that reproduced the same average density of 088> gAfter the reverse-mapping, the atomistic

models are subjected to MD simulations at congisegsure (1 bar).

Table 6.1.Details of the polyethylene systems under investiga

Number of Number of Number of Total number <Rf> <R§>
chains in the Kuhn carbons per of monomers in
simulation box  segments per chain (N) the box (Az) (Az)
chain
15 40 640 4800 14678.5+428.8 2849.3+46.8
20 30 480 4800 8688.0+267.3 1679.9+36.9
30 20 320 4800 5828.0+£171.6  1324.1+25.8
40 10 160 3200 3103.1£72.9 570.4+9.3
50 5 80 2000 1545.6+£33.7 2772439
60 3 48 1440 871.0+17.1 148.4+1.8
70 2 32 1120 523.1+8.4 84.1+0.8
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The densities (reported as their reciprocal valwesjesponding to the different molecular
weights are shown in Figure 6.2 and compared Wi¢ghelxperimental data. The overestimation of the
density calculated from the simulations (for thecpatage errors see inset of Figure 6.2) is prgbabl
due to the atomistic force parameters that, aastbeen verifief,are not very accurate in describing
the volumetric properties and usually overestintiagedensity by ca. 3%. More importantly, the figur
shows that, as expected for a polymer melt, thesilenalues increases as tMg, increases until
reaching a plateau for chain length exceeding 260amers. This trend in the density is caused by the
reduced effect of the free volume of the chain emdsn the molecular weight increases. The data can
be fitted with the following equation

v,
vayv, +—2- 6-1
M (6D

w

wherev, is the value of the specific volume )X at infinite chain length and, is a proportionality
constant, describing the rate with whielkchanges with increasing,,. Fitting the simulation dataj,
turns out to be equal to 1.270 ?tg]andvoz 45.272 criYmol; these numbers are in good agreement
with the corresponding experimental reswlfs 1.302 cn¥g andv,= 41.551 criymol** The correct

prediction of the trend of the density values wilie polymer M, shows that the fine-graining
procedure is able to equilibrate the long-rangentioelynamic properties of entangled and unentangled
PE chains.
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Figure 6.2. Dependence of the specific volume&)(on inverse of the molecular weight (Mas
predicted by this work and as measured experimgiitdihe straight and the dashed lines show the
fitted linear functions to the predicted and expemtal points according to eq 6.1 in the text. Tizet
shows in percentage the error between the expetatnamd the simulated values.
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In order to analyse the local and global structpralperties of the chains, the distribution of
the backbone dihedral angles (averaged over the<laad the trajectories) and the X-ray structure
factor (Figure 6.3) are calculated. The probabiltfy encountering a dihedral angle itnmans
conformation in the PE sample is=B.647 in perfect agreement with that found by &pyriet al®®
calculated for PE (€) simulated using MC at the same temperature (TKAX2@ing the force field
reported in ref* (P=0.652). This agreement shows that, even thouglinttial conformation of the
inserted unit was set to be orthgns during the equilibration step the correct dihédistribution is
reached.

The partial structure factor can be calculated thnathe formul

Sy \k)=9, +4n1/papﬁjr [gaﬁ S'(T(k)r)dr (6-2)

where p, :% is the number density of atoms of ty@;egaﬂ(r) is the radial distribution function

among the atoms andp, J,, is the Dirac delta function artm(the upper limit of the integral) is half

of the simulation box length. The total X-ray sturetfactor is given by equation (3):

ACIACK
S(k) = ZZ +Cs <f(k)ﬁ>

whereC, is the concentration af atoms, f, are the atomic form factors, ad (k)) =" C,f, (k).

Sas (K) (6-3)

It must be noticed that for the PE, since the atobenferce field used is a united force field, thése

only one type of particle and = . Figure 6.3 shows an excellent agreement betwessimulated

and the experimental patterns and all the peakl bbtlow (corresponding to the intermolecular
correlations) and at high (representing the intd@awdar correlations) values & are perfectly
reproduced by the simulations. To assess the goaitibegtion of the polymer chain at intermediate
length scale the mean square internal distance$OM8e calculated for the PE sampl&sThe inset

of Figure 6.3 shows that the PE displays the Gandmhavior as the MSID tends asymptotically to a
constant value as N increases. Ahul &f lointed out that the MSID is a useful way to chetlether
deformations on the short and intermediate lengtiles take place in the polymer chain. They
identified the causes of such deformations in bibgh fast introduction of the excluded volume
interactions and the inhomogeneous distributiorthef density in the initial simulation box. In the
present case the gradual introduction of the exadueblume interactions (spread over 1.5 ns) may
have helped in overcoming the problem of the ihitilhomogeneous distribution density and no

evident deformations of the chain are visible.
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Figure 6.3.X-ray diffraction patterns of polyethylene from thienulation (T=450 K, M=8960 g/mol)

and experiment (T=430 K, M,=8806 g/mol) at P=1 atm. The inset shows the meaared internal
distances for PE of chain length N=640,48962 g/mol) and N=320 (#4482 g/mol). The error
bars correspond to the highes}.M

Another important quantity to checlonder to verify the ability of the fine-grainingqaredure

to equilibrate polymer melts is the variation oé $ingle chain conformational properties with thg M
Figure 6.4 shows the values of the end-to-end mﬁﬁz{(&)) and gyration radius<Rg>) for different
Mus (values reported also in Table 6.1). The resutt@ampared with those obtained for PE of similar
Mys equilibrated using the end-bridging MC (simulaaed50 K). The comparison is made even more
interesting by the fact that for some samples tiel@idging MC and the fine-graining technique use
the same force field reported by SAfitThe agreement between these data is impressivetand

represents a major proof of the good equilibradchievable with the fine-graining method. The two
sets of data follow the statistics of the idealinbavhere(R,) = (R,)/6 and(R,) = N”, and the Flory
exponentv is v = 05 (the straight line through the symbols in Figu) 6From the value o(fFQ the
characteristic raticC, can be calculated through the formula

C,=(R)/(n-1)? (6-4)
where n is the number of backbone bonds and | theiraged bond length (in this case 1.54 A). For

long chainsC, converges to a single value usually knownGas The C_, can be then directed

estimated from the slope of the line fitti(@@ versus (n-1jl The C, obtained in such way turns out
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to be 8.75, value that is in good agreement witit tibtained from the end-bridging MC metfiod
using the force field developed by Mavrantzas anectiorod’ (C, = 913) and with the value
obtained more recently using the TRAPPE force fi€lg € 826).% The computed value agrees quite
well with recent experimental measurements whichrfmlten PE yieldC, = 7.8.%® *° The small

overestimation made by the simulation is causedth®y atomistic force employed that slightly
overestimates thieans population of the dihedral angles along the PErchai

u <R§>, this work
2, a
10° L . <Rg>, this work -
A <R§>, Mavrantzas et al.
v <Rz>, Mavrantzas et al.
< 10*L © <R’ Smitetal. 4
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Figure 6.4. Mean-square end-to-end distancéé%jo) and gyration radius<R§>) of polyethylene as

function of the number of backbone atoms (N) imalatpmic scale. The results obtained from the fine-
graining technique using the Smit force ff8l@this work” in the legend) are compared with tBos
obtained with end-bridging MC using the force fielceported in ref’ (“Mavrantzas et al.” in the
legend) and in ref® (“Smit et al.” in the legend). The straight linepresent the Flory predictions for

<R§> and<R§> (R) and<Rg> = N%). Error bars are at the size of the symbols.

Table 6.2.Details of the polystyrene systems under invesbgat

Number of Number of Number of Number of <Rc2> <R§>
chains in the = Kuhn segments backbone’s monomers per
simulation box per chain carbons per chain (Az) (AZ)
chain (N)
15 10 160 80 3811.1x£139.7  677.1£17.9
11 13 208 104 3707.6£93.1  783.3x14.1
8 19 304 152 9563.9+£220.7 1737.9+38.5
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6.3.2. Atactic-Polystyrene

The fine-graining procedure turns out to be a védhgctive and easy technique to equilibrate
long PE chain. However, PE is topologically the sesplexample of a polymer chain since, if an UA
force field is used, the chain is made up only plyesical particles of the same van-der-Waals radius
(except the first and the last monomers). On thigraoy, PS shows a more complicated topology, first
because of the steric pendant groups (the phengsyiattached to the backbone chain, second the
methine carbons of the backbone are asymmetri¢hadrelative chirality defines the tacticity dfet
polymer chains. Moreover, the PS chain is charae@rby a long range correlation among the bonds
(high Kuhn length value) and consequently a higtéfness. Therefore it is worth to verify the
effectiveness of the fine-graining procedure alsacases where the conformation of the inserting
atomic moiety is not straightforward determined renconformational states can be populated, and the
stiffness of the chain is enhanced.

The Kuhn length for atactic PS is set to 2.0 fimorresponding to roughly 8 monomers when
the backbone dihedral angles are all intthes conformation. Three different ¢ have been studied
(see Table 6.2) all below the experimental entangfgmmolecular weight (16600 g/mdfi)that
corresponds to roughly 320 backbone carbons; duhegeverse-mapping steps atomistic segments,
characterized each by a randomly different tagticite inserted in the RW monomers.

In literature different coarse-grained models dP&-have been proposed with the aim of
studying long range structural and dynamic propstft ** **The models differ in the number of

degrees of freedom retained and in the procedurdeieeloping the effective interactions between the

coarse-grained beads. Figure 6.5 shows the vadme{ﬁﬂ and<Rg> obtained from the fine-graining

procedure compared with the numbers reported farsesgrained models of PS of similag$4 The
change in the structural parameters with increatiiegM, is similar in all the models. It must be

noticed anyway that the lower Mmodels of this work (N=160 and N=208) show a matemcrease
in <Rg> when the N, increases and similar (considering the error) e/@ltJ( &>. A more conventional
behavior is shown by the highest,NN=308) where botI<R9> and(R,) have higher values than the

corresponding ones calculated for lowegdMAnyway, it is worth to notice that for lowJd, a direct

comparison between the absolute value$R3f> and<&> obtained with the fine-graining method and

the other models reported in literature can be dmomlg in a qualitative way since a coarser model

gives a rougher description of the molecular shape.
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Figure 6.5. Mean-square end-to-end distanaéé{j>, and radius of gyration<R§> of atactic

polystyrene as a function of chain length N (T=%Q0Error bars are at the size of the symbols. The
results obtained from the fine-graining technique eompared with those obtained from the coarse-
grained simulations of Qian et Bl(T=500K), Sun and Fall& (T=450K) and Harmandaris and
Kremef! (T=463K). The experimental value obtained from sraaljle X-ray scattering il solution

at T=308 is also reported.

The good long range relaxation of then$t can be verified comparing the X-ray spectrum
calculated using egs 6.2 and 6.3 with the experiatepattern (Figure 6.6). There are indeed
substantial differences between the coherent stajtinctions, S(k), of the various polymers. dr
polymers the "amorphous halo" is the prominent peaich occurs at k < 2.0 A and this feature is
observed to change in shape and position depewdirige polymer. For example, this peak is narrow
and symmetric for PE (Figure 6.3) while for PS ibwk two features: the main peak (1.5)As of
breadth similar to, and position slightly higheanh that of PE; moreover a small pre-peak, located a
lower k (0.75 AY) (know as “polymerization peak”) is also clearligible. Figures 6.3 and 6.6 show
that even though the long length-scale equilibrati@s been performed simply by creating RWs
characterized by different Kuhn lengths, after ténverse-mapping scheme the simulated X-ray shows
the correct low-k peaks characteristic of differpatymers. The MSID analysis for two,J& of the PS
samples is reported in the inset of Figure 6.6.eHdue to the small & the asymptotic behavior
showed by PE cannot be seen. In order to checklppesseformations of the polymer chains, the
analysis is made on two Jd (N=160 and N=304). The two curves show a simitrayvior at short
and intermediate length scales independent ofatiaé ¢hain length (N) and there is not evidenttstre

of the chain for N<30. Other simulations will beread on in order to investigate the behavior & th
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chain as the M further increases. Another important analysi¢ tam be done on polystyrene is to
study the relative backbone-backbone or phenyl-ygheositions in the simulation box. A convenient
way is to compare the partial X-ray structure festovith the ones calculated from previous
simulations reported by Ayyagari et“dlthat, by means of MD simulations, calculated titeai and
inter-molecular contributions to the X-ray strueufactor in order to clarify the interactions
responsible for the presence of two peaks in thmofahous halo” region and their temperature-
dependence position. Figure 6.7 shows the Krathy @i the individual contributions as well as the
total S(k) for a-PS at 500 K as obtained after fthe-graining procedure. The agreement with the
results found by Ayyagari (not shown in the figurge)remarkable: the phenyl-phenyl and phenyl-
backbone correlations turn out to be responsibigéhe presence of the high-k peak, while the low-k
peak is due mainly to the backbone-backbone carioibs. This perfect agreement among the total
and partial X-ray spectra leads to the importamtctision that the a-PS melt is well equilibrated at
different length scales and that the relative jpmsit of the atoms belonging to the backbone atards a

to the pendant group is correct.
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Figure 6.6. The k-weighted total structure factor of atacticystyrene from the simulation (N=160)
and experiment (N=16f The inset shows the the mean squared internalndissafor polystyrene
chain of length N=304 (M=15808 g/mol) and N=160 (M8320 g/mol). The error bars correspond to
the highest M.
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Figure 6.7. Kratky plot of the contribution of phenyl-phenylhgnyl-backbone and backbone-
backbone correlations to the X-ray structure faotgrolystyrene (N=160) at 500 K.

To analyze the equilibration of the chat shorter length-scale the orientation distrdyut
functions describing the mutual orientation of aabicrings is calculated. A convenient measure is
the cosine of the angle between the plane normalstwo rings. In order not to distinguish between

two symmetrically equivalent orientations (one rimgned by 180°), the absolute value of the scalar

product|u m| is used. This is 1 for two coplanar rings, O fof-ahaped arrangement, and 1/2 for a

random distribution of orientations. In Figure 6tBis orientational distribution function (ODF) as
function of the average distance between the gaings is reported. At a short distance (less tB&n
nm) the phenyl rings are predominantly coplanarnjevor larger distance the co-planarity is quickly
lost and no further specific orientation can bensekhis result agrees with that found in previous

atomistic simulations of a-PS bulk simulated whk same force fieltP
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Figure 6.8.Comparison between the orientation distributiamcfion describing the mutual orientation
of the plane normals of phenyl rings calculatedsftS with N=160 (“this work”) and from rét.

To study the local relaxation the ditediistribution of the backbone angles is calcaddtem
the simulations (see Table 6.3). From NMR measuré&mama-PS, Dunbirestimated an amount of
dihedral angles in th&ans (t) conformation of around 68 + 10 % at room tempegrat The result
obtained for the PS with N=160 for the overa#ins content is in agreement with the experimental
result, but the nearly symmetric distribution ob& for g (most favourable conformation) and g
(highly unfavoured conformation since responsilde the so called “pentane effect”) is probably
caused by the steric hindrance of the pendant rithgs locks the model in a unfavourable
conformations. To avoid this problem, longer MD slations after the reverse-mapping steps are
probably necessary to relax completely the logaicstire. It must be noticed anyway that very simila
distribution has been obtained from standard MDngttic simulations carried out on ten monomers of
a-PS using the same atomistic force field empldye@>° The simulations predicted around 60% for
thetrans conformation, 21% for the g and 19% for tHestate. This can suggest that the reason for the
fact that the g and"gonformations are similarly populated stems onfohee field used more than on
the equilibration procedure. Another important gsigl that can be done in order to check the correct
local conformation is the distribution of two suss®e backbone dihedrals. Considerable deviations
may occur between the distributions gained inteipgeNMR dat4® and the predictions obtained from
the atomistic simulations. Robyr at*alwere able to reproduce the realistic a-PS chaifiocmations
using a modified RIS model but the correct repréidacof the dyad conformations from simulations

is still far to be achieved even using sophistidgieocedures to equilibrate the ch&ir® The dyad
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distribution obtained from the fine-graining prooeel is also not in perfect agreement with the
experimental findings, but is the results are anyemcouraging. The NMR experimefitshow that at
least 50% of the racemo dyads are close to tthstate, and more than 8% is in thg/gt
conformations, while in the case of meso dyadsrgelaamount of dihedrals are near tigégt
conformations (>80%) and a small amount (<10%) nbartt state. For the racemic dyad the
simulations predict 71 % df and 7.6% in theég/g’t while 19% of tt and 40% dfy/gt conformations
are found for the meso dyad. The discrepancy betweeigimulations and the experimental finding
for the meso dyad (underestimation of the amouthfg/gt conformations and the overestimation of
the tt conformers) is remarkably similar to thgtagted by Mulder et &° (19.8 % of tt and 64.9% of
tg/gt) and Spyriouni et df’ (60% gt/tg) which used an atomistic force fieléfatient than the one used
in this paper. However, further investigations Wil carried out to verify the atomistic force fielsed

here and to monitor changes in the torsion distigouvhen longer MD simulations are performed.

Table 6.3. Overall dihedral distribution and dyad conformasiocalculated at 500 K for atactic
polystyrene. All molecular weights studied show itamprobabilities.

States Probability %
t 67
Overall g 17
distribution g 16
Meso dyad tt 19.0
tg/gt 40.4
gg 1.0
gelee 1.7
tg'/g't 38.1
ge 0
Racemic dyad tt 71.2
tg/gt 7.6
gg 6.5
g'g/gg 23
tg/g't 7.6
g'g 4.5
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Table 6.4.Comparison between the results obtained fromitiedraining procedure (“this work”)
after 2 ns of MD of 12 chains and the ones obtairsdg the pivot MC method (PMC) after 20 ns of
MD of 24 chains of polyamide-66 at 550 K.

This work PMC
Density (kg/m3) 986.3 +3.2 981.0 =1.5
<R,2> (AZ) 44224 + 176.3 4699.4 + 164.2
<R§> (Az) 872.8 + 18.3 935.0 +£ 19.0
Fraction of 0.49 + 0.01 0.49 = 0.02

hydrogen-bonds )

" The hydrogen bonds are defined accordingge@netrical criterion stating that the distancevieen

the hydrogen of the donor group and the acceptba®to be <0.297 nm and the donor-hydrogen-
acceptor angle > 130.The “fraction of hydrogen bond” corresponds to féetion of amide groups
hydrogen bonded.

6.3.3. Polyamide-66

The last polymer on which the fine-graining techmigs tested belongs to the family of the
polyamides where a widespread hydrogen bond netemmnkecting the amide groups dominates their
properties even at high temperature. Moreover, egerimental value of the Kuhn length is not
available. Therefore the Value (k=1.8 nm) obtained from previous atomistic simulastd is used to
prepare the RWSs. In this case each RW segmenpapudated with 22 backbone atoms (including
four amide groups), corresponding to one and haliamers (NHCO-(Ch,-CONH-(CH,)s-NHCO-
(CH,)4-CONH) with all the backbone dihedral angles in ttens conformation. Due to the lack of
experimental data, the simulation results are ceoetbavith previous MD simulatiofsrun with the
same force field employed here; moreover at the emirthe simulations will be restricted only to one
Mw (Mw=4540 g/mol) barely behind the critical mass reprin literature as 4700 g/nfdlabove
which entanglements start to be formed. In‘fehe PA-66 melt has been equilibrated using thetpiv
MC method (PMC) of Neyertz and Browhusing menss4 (backbone bonds) implying that two
neighboring amide groups do not interact with eatter. Once that the single chains have been
generated using the PMC algorithm, the procedutevied to equilibrate the melt is very similar to
that followed in this paper: the chains are suleditto periodic boundary condition and the full
intermolecular interactions have been introducetigally. Table 6.4 compares the values of several
properties as obtained from the fine-graining armmfthe PMC technique. The density and, most
importantly, the averaged (on the trajectory aredgblymer chains) number of hydrogen bonds are in
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perfect agreement; the single chain propefBy,) , also matches(R, ) = 68.5 + 12.8 A from the PMC

and<Re>=66.5 + 13.3 A from the fine-graining). Both resutire in reasonable agreement with the

experimentally available value, obtained fol asolution, estimated as 61 + 6 A for 4500 g/mol

chains>

20 y T y T y T y T L T g T

r o this work 1
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Figure 6.9. Total structure factor of polyamide-66 chains with Bonomers per chain. Comparison
between the results obtained using the fine-grginechnique (“this work”) for 12 chains and the
pivot MC (“PMC”) method for 24 chains followed by Direlaxation. Both simulations use the same
force field and temperature (T=550 K).

The overall good relaxation of the medh be seen in Figure 6.9 that compares the S(k)
calculated from egs 6.2 and 6.3 obtained from ithe-@raining technique and from the PMC after 2 ns
of MD simulations. Both the “amorphous halo”, at10.2 nm'*, and the high-k peaks show the same
spacing. Since the presence of hydrogen bondseketvamide groups determines most of the
conformational properties of PA-66 even at high gemature, it is interesting to analyze the
distribution of these functional groups within thienulation box in more detail. Figure 6.10 showss th
inter-molecular radial distribution functions (RDB) the carbonyl carbon atoms and compares the
results obtained using the PMC and the fine-grgimrethods. The first peak (at ~ 0.5 nm) of the RDF
corresponds to the averaged inter-chain spacingedeet two carbonyl groups and it is related to the
presence of the intermolecular hydrogen bonds adgmgethe amide groups. The PMC and the fine-
graining methods reproduce the same distributiahtae perfect overlap among the peaks confirms
the agreement between the values of the fractionydfogen bonds reported in Table 6.4. The last

analysis concerns the conformation of the singkarcinvestigated looking at the intramolecular RDF
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between the carbonyl carbons (Figure 6.11). The Ri2Bents two peaks centered at 0.6 and 0.9 nm.
In order to understand their molecular origin, thstribution of the distance among the carbonyl
carbons within the chain is calculated and reportedhe inset of Figure 6.11. This distribution
considers only the distance among subsequent cdrbarons. The distribution is double peaked and
the peaks lay at the same spacing as the RDF dress, it is evident that the first peak of the R&}F

~ 0.6 nm corresponds to the carbonyl carbon papsrsited by four methylenic carbons, while the
second one (at ~ 0.9 nm) is mainly due to the calseparated by six methylenic groups. Also in this
case the PMC and the fine-graining technique shaw ¢ven at short length scale the PA-66 chains
equilibrated with the MC approach and the fineqgrayj one have adopted the same local

conformations.
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Figure 6.10.Intermolecular radial distribution functions calatdd among the carbonyl carbons of the
polyamide-66 chains with 20 monomers per chain. ddraparison between the results obtained using
the fine-graining technique (“this work”) and theq MC (“PMC”) method is shown. (T=550 K)
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Figure 6.11.Intramolecular radial distribution function of tlearbonyl carbons of the polyamide-66
chains with 20 monomers per chain. Té@mparison between the results obtained using itlee f
graining technique (“this work”) and the pivot MCPMC”) method followed by MD relaxation is
shown (T=550 K). The inset is the distribution oftdixe between subsequent carbonyl carbon.

6.4. Conclusions

A technique to relax high M polymer melts has been proposed. The method, ndimed
graining, acts on two different length scales taildorate the melt: at the long length scale theich
are described as a random walk whose Kuhn lengthdsen depending on the polymer under study.
Then, following the parent random walk, the atornistetails are introduced by replacing the RW
segments with the corresponding atomistic fragmehthe appropriate number of monomers. At the
short length scale the equilibration consists ofiaple procedure involving a series of MD
simulations. A similar approach has been used bielganskii et af* where lattice self-avoiding
random-walks are generated to completely occupylaicclattice. The random walks are then
decorated assigning to each lattice site a speuaiiiiciing block (of size smaller than a monomeheT
rebuilt atomistic structure is then annealed andildégated. The fundamental difference among the
fine-graining and the procedure proposed by Kotedka is that the fine-graining exploits the “Flory
ideality hypothesis” generating a non-self avoidnagdom walk and re-introducing the atoms at a
length-scale equal to the Kuhn length. Anyway iveath to notice that the reverse mapping procedure
presented here is not unique and others may luk trie
The technique has been successfully applied to ibrptg three different polymers (polyethylene,
atactic polystyrene and polyamide-66) characterizgdlifferent molecular weight, chain flexibility
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(Kuhn length value), chemistry and topology. Thethod has proved to be very competitive due
mainly to its easy implementation. In particuldre tperfect agreement between structural properties
(computed at different length-scale) obtained wiith fine-graining procedure and other methods (i.e.
end-bridging MC or PMC) but simulated with the sasimulation details (force field, Mof the
polymers), is very impressive, and it gives a cl@aof of the reliability of the fine-graining metti.

In the future some important aspects of the tealmigan be further investigated. First the
choice of an accurate atomistic force field is ally a crucial point for the success of the procedu
since the formation of the backbone bonds conngdire inserting atomistic fragments and the
relaxation of the local conformations, rely on atstma MD simulations. Moreover, from the results it
turned out that the length of the final NPT MD tragey is not a major concern for a flexible chain,
such as for PE, where the correct dihedral distiobstis obtained after a short MD run, but it may b
a problem for a more rigid polymer such as PShélatter case indeed the presence of bulky pendant
groups, may require long MD simulations with sajte potential or an “ad hoc” choice of the internal
conformation of the atomistic fragment to relaxgedy the local structure. In the particular case o
PS a possible improvement could also the use odgirent library containing polymer segments in
different configurations or the reduction of thesional barriers during the reverse mapping steps,
together with the soft core potential, leading ttaster equilibration of the dihedral angles. Arssth
point that may be of interest is the effect thabeect choice of the Kuhn length value has orfitied
results. This can be important especially in thoases where the experimental numbers are not
available to check whether the Kuhn length avaddor polymers with similar chemistry could be
used or if an accurate estimation of the valuengfrexperiments or molecular simulations) is

necessary.
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7. Outlook

This PhD thesis deals with the several developmants their applications in the field of
computer simulation of polymers. It is very clehatt coarse-graining is an exciting conceptual and
algorithmic challenge in the field of computer siation and statistical mechanics. It is an approach
that is providing a great step forward in the molac modeling and simulation of real, complex
systems. Thus, the first aim of this thesis waseteetbp a new simulation package designed specially
for the coarse-grained (CG) simulatidnis. the next step we studied the transferabilitthef CG force
fields to different thermodynamic conditiohd.As an application, we used the CG model of
polyamide-66 to investigate the effect of hydrodeands in structure and dynamics of the CG
simulations with comparing with the atomistic resfif To understand better the different properties
of polymers with higher resolution, in the last tpaf this dissertation an easy and fast way to
equilibrate dense polymer melt has been develBped.

Although coarse-grained (CG) models provide a lyigificient computational tool for rapidly
investigating different properties of the systemthwa desired resolution, they face a number of
significant challenges before they can become widélized by the research community, especially
by experimental researchers as a tool to helppreétheir experiments.

As it is discussed in chapter 3, the structure-th&8 models are state-point dependent, which
means that the potentials obtained at given theymandic condition do not generally provide a good
description of the structure and other propertieotaer conditions. Thus, one needs to test the
transferability for each CG model individually. Oneisults showed that for a defined mapping scheme,
IBI potentials developed independently and withfeddnt shape, give comparable self diffusion
coefficients for high enough temperatures. At higmperatures the specifics of a force field become
unimportant and only global properties such aswsed volume and bead connectivity prevail. We
have also shown that tleealing factormeasuring the artificial speed-up of the CG mauladr the
parent atomistic model depends on the simulatiotpézature. A key goal then is both to define and to
understandwhat is and what is not transferable in a given @Gdel and why. Recent work by
Harmandaris et dl.showed that the dependence of the polymer dynaoricshe density is not
described accurately with the CG model, while tlepehdence on the chain length is same as in
atomistic simulations. Thus, at high molecular vésgwhere the change in the polymer dynamics is
entirely due to the increase of the molecular wievgh will have a constant scaling factor between th
atomistic and the CG model. The asymptotic platealuev of the scaling factor allows us to
quantitatively predict the diffusion coefficientn@ of other dynamical properties) of higher molecul
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weight polymer melts directly from the CG simulai$o Since we have IBIsCO as a powerful tool for
CG simulations, combining these results with theent work of Qian et &l.to control the fast
dynamics in the CG models could lead to a robust fwa calculating the viscosity of long polymer
chains.

Another challenge involves the establishment ofrepgr formal connection between the
behavior of the CG representation of the systemthadunderlying all-atom (full atomic resolution)
model. In many systems, formation (e.g., self-asdghrand dynamics of large-scale structures and
conformations cannot be decoupled from local, champrocesses and specific intermolecular
interactions. A hydrogen bond (HB) is an attraciiveraction acting between an electronegative atom
(the acceptor) and a hydrogen atom bonded to ardeitmgen, oxygen or fluorine. Due to the
simplification of the CG models, the atoms diredthyolved in the HB (donor and acceptor) are
usually “coarse-grained away” i.e. lumped with othoms into beads. In chapter 5, we have shown
that poorly described HB interactions can leadnaaphysical CG dynamics that prevents the correct
description of the collective properties of the ypoérs. A method, which introduces explicitly an
orientation-dependent coarse-grained HB potentiayld allow to study those collective phenomena
in materials that, driven by the presence of HEBs\not be investigated with an atomistic approach.
Polymer crystallization and self-assembly of blatiolymer could be a first object of investigation.
As the HBs are the driving forces in many biologipaocesses, the new force field could be
particularly suitable for the study of biopolymexsch as polysaccharides and biomaterials where a
polymer interacts with a biological system.

The proposed coarse-grained model can also be usedhé study of systems more
complicated than bulk polymer melts. Possible eXamare the study of the diffusion of a penetrant i
a polymer matrix, or of block copolymers, blends;*g° In addition, the method can be directly
incorporated in multiscale methodologies, whichHude multiple levels of simulation, and where both
atomistic and mesoscopic descriptions are needdtieasame time, but in different regions. An
example is the study of the long time dynamics alfymers near solid attractive surfaces where an
atomistic description is needed very close to tiréase, whereas a mesoscopic description can lae use
for length scales far from the surfate.

Even with the dynamic speedup gained by CG modelss not trivial to obtain well-
equilibrated structures of mesoscale polymericesyst especially for long-chain molecules beyond a
few entanglement lengths, for branched polymerdpopolymers at interfaces. Thus, preparing the
initial relaxed configuration for the computer siladion of polymers is still a challenge. In chapgeit
is proposed to use a direct reverse-mapping or-diaging technique to generate an atomistic

polymer structure directly from a generic polymeodal. Future efforts could focus on the study of
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the dynamic properties of these equilibrated lohgirt systems and on the application of the method

to other systems considering of chains bearingtsitrdong branches along the backbone.
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Appendix 1

Table A.1.1.Gaussian parameters of bond potential for the eeguraining force fields of Polyamide-

66.
N 2
P = (vaz )_1/2 exn - M
(=3 Alome) o -
Bonds N i Total area ( A,) Width (A) (w,) Center (A) (m,)
A-M2 2 1 0.38 0.29338 3.03208
2 0.63 0.13995 3.24873
A-M3 3 1 0.20613 0.31286 3.43678
2 0.26622 0.1864 3.60964
3 0.52661 0.13552 3.71412
M3-M3 3 1 0.15127 0.29519 3.33387
2 0.1205 0.31809 3.67582
3 0.71442 0.14379 3.91605
AP-M3 3 1 0.31543 0.14705 3.70972
2 0.50737 0.24204 3.60195
3 0.19874 0.37297 3.41251
M3P-A 3 1 0.2256 0.1417 3.88825
2 0.53312 0.28631 3.75924
3 0.24419 0.46014 3.53897

Table A.1.2.Gaussian parameters of angle potential for theseegraining force fields of Polyamide-

66.
Angles N i Total area (A4,) Width (degree) (w,) | Center (degree) (m,)
A-M2-A 4 1 0.20184 41.2406 126.425
2 0.405297 30.6180 156.021
3 0.29043 8.82555 173.8283
4 0.1 5.07947 176.4161
M3-A-M2 3 1 0.28737 32.24665 148.5638
2 0.67387 30.95144 116.8712
3 0.05177 16.50632 87.58377
M3-M3-A 3 1 0.52146 19.706 166.6254
2 0.3914 30.8838 147.912
3 0.13939 32.11339 116.771
M3-M3-AP 3 1 0.22138 13.0215 171.62913
2 0.52826 24.93209 156.16492
3 0.26723 37.46973 131.26766
M3P-A-M3 4 1 0.39227 34.77594 102.61543
2 0.13791 20.0339 112.5837
3 0.38033 28.93898 139.48177
4 0.04972 13.9295 172.4121
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Table A.1.3.Multiexponential Fitting Parameters for the A-Aénnittent C:2y' ¢ )) and Continuous
(Sa(t)) Hydrogen Bond Time Correlation Functions at 3000,4500 and 600 K calculated from

atomistic simulations. The fitting function used f§x)= Zt @xr{ %1) wheret; is the time

constant andy, is the amplitude.

Cir@ S0
temperature (K) time constant (ps) amplitude (%) 7R(PS) time constant (ps) amplitude (%) T3 (DS)
300 16.72 1.78 8008 1.03 27.31 8.94
0.31 13 15.55 55.50
396.61 85.22 0.20 16.40
400 3051.14 3.54 2206 0.93 34.6 3.49
0.21 16.42 7.09 44.17
26.85 80.04 0.19 20.37
500 356.84 42.50 157 0.73 41.2 1.32
0.63 355 2.90 33.74
26.27 22.0 0.18 23.96
600 17.01 31.67 53 0.86 55.54 0.76
0.67 48.11 3.56 6.21
235.54 20.22 0.21 36.6
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Table A.1.4.Multiexponential Fitting Parameters for the A-Adnhittent CSo € )) and Continuous
(Sis (t)) Hydrogen Bond Time Correlation Functions at 308,400 and 600 K calculated from the

3
CG simulations. The fitting function used I‘s(x):Zti Edax;{‘%i) wheret; is the time constant
i=1

and a, is the amplitude.

Cii 0 83 (1)
temperature (K) time constant (ps) amplitude (%) 7, (ps) time constant (ps) amplitude (%) T,(DS)
300 859.45 24.95 228.46 1.72 52.09 1.17
1.04 50.4 0.56 49.24
55.69 2424
400 491.91 7.15 4133 1.92 14.25 0.82
0.93 69.28 0.63 87.59
23.67 23.33
500 112.42 12.26 16.03 1.59 9.97 0.64
0.63 64.53 0.52 92.58
7.95 23.19
600 141.43 8.80 14.29 2.43 1.51 0.53
0.60 71.54 0.49 99.15
7.21 19.64
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Simulation Tools

The molecular dynamics simulations reported in Bh® thesis were performed on the cluster
of the Theoretical Physical Chemistry group of PrbBforian Miuller-Plathe at the Technische
Universitat Darmstadt. The cluster was suppliedh®ycompany TRANSTEC. Additional molecular
dynamics calculations were carried out on IBM p%iiachines of Hessisches Hochleistungrechner
located at the Technische Universitat Darmstadt.

For carrying out the atomistic molecular dynamicawations the package YASP was used,
which was originally developed by Prof. Florian N&iitPlathe and later parallelized by Dr. Konstantin
B. Tarmyshov. The coarse-grained simulations hava deae by using IBIsCO, which developed by

myself and parallelized for distributed memory aettures using MPI.
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