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Kurzfassung

Die Anwendung kontinuierlicher Medienströme über paketvermittelte Datennetze

gewinnt zunehmend an Popularität. Eine Vielzahl von Radiostationen bietet bei-

spielsweise aktuell ihr Programm mittels Streaming-Technologie über das Internet

an. Es ist zu erwarten, dass Video-Streaming in Kürze eine vergleichbare Verbrei-

tung erlangt. Im Gegensatz zu tradionellen Fernseh- und Rundfunksystemen basie-

ren Internet Streaming Lösungen vorwiegend auf Unicast-Kommunikation. Dabei

werden die Medienströme auf dem Server repliziert und über dedizierte Punkt-

zu-Punkt Verbindungen ausgestrahlt. Somit steigt mit jedem gleichzeitig bedien-

ten Teilnehmer sowohl die Server- als auch die Netzlast. Dies kann sehr leicht

zu Skalierungsproblemen führen, insbesondere unter Berücksichtigung der hohen

Datenmengen von Video-Strömen. Die Multicast-Kommunikation bietet hier eine

praktikable und vielversprechende Alternative zum Unicast an. Da die Daten da-

bei über einen Punkt-zu-Mehrpunkt Kommunikationskontext ausgestrahlt werden,

führt dieses Verfahren zu einer erheblich höheren Skalierbarkeit und Steigerung

der Netzeffizienz. Dies gilt insbesondere für das Ausstrahlen von Live-Ereignissen

an größere Teilnehmergruppen. Während die Multicast-Technologie auf Netzebene

sehr weit vorangeschritten ist, gilt dies nicht für die Transport- und Anwendungs-

ebene.

In der vorliegenden Dissertation zum Thema
”
End-to-End Mechanisms for Rate-

Adaptive Multicast Streaming over the Internet“ werden Verfahren zur Verbesse-

rung des Internet-Streamings basierend auf dem Multicast-Paradigma vorgeschla-

gen. Die entworfenen Lösungsansätze adressieren Problemstellungen, die sich aus

der hohen Skalierbarkeitsanforderung und der Heterogenität der Bandbreitenbedin-

gungen der Empfänger ergeben. Dazu werden die Möglichkeiten von skalierbarem

Video ausgenutzt und eine geschichtete Übertragung vorgenommen. Somit wird das

Video in mehrere Schichten aufgeteilt und jede dieser Schichten über einen eigenen

Multicast-Kanal übertragen. Der modulare Entwurf der entstandenen Lösungen
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erlaubt deren Integration als Funktionseinheiten auf Transport- bzw. Anwendungs-

ebene.

Die vorgeschlagenen Lösungen in dieser Arbeit stellen sich sowohl aus sender- als

auch empfängerseitigen Mechanismen für die Ratenanpassung zusammen. Für die

senderseitige Anpassung ist ein Algorithmus entwickelt worden, der unter Berück-

sichtung der Bandbreitenbeschränkungen der Empfänger das Video in mehrere

Schichten optimaler Rate einteilt. Die zu Grunde liegende Optimierungsmetrik

ist dahingehend neuartig, als dass sie sowohl Aspekte des Datentransports als auch

des Benutzers umfasst. Dazu werden die Bandbreitenbedingungen der Empfänger

auf ein nutzenbasiertes Fairness-Maß abgebildet. Um die dazu benötigten Band-

breiteninformationen der Empfänger am Sender zu sammeln, ist ein wahrschein-

lichkeitstheoretisches Feedback-Abfrageschema entworfen worden. Diese Lösung

ermöglicht die Kontrolle des Feedback-Verkehrs innerhalb statistischer Schranken,

was sie flexibel und in hohem Maße skalierbar macht.

Ein Schlüsselaspekt beim Entwurf hochskalierbarer Multicast-Lösungen ist die

Verteilung von Rechenlast und die Vermeidung von unnötigen Kontrollnachrich-

ten. Es steht in der Verantwortung jeden Empfängers, Rückschlüsse über seine

momentanen Bandbreitenbedingungen zu ziehen, ohne dabei den Sender zu invol-

vieren. Dazu ist in der vorliegenden Arbeit ein dem Stand der Technik entspre-

chendes Verfahren aufgegriffen und erweitert worden, das auf dem Ermitteln des fai-

ren Bandbreitenanteils mittels mathematischer Modellierung des TCP-Durchsatzes

aufbaut. Die Ergebnisse einer umfangreichen Simulationsstudie bestätigen die An-

wendbarkeit des erweiterten Verfahrens zur Bestimmung der TCP-fairen Rate eines

Mutlicast-Empfängers. Somit kann diese Information unter der Verwendung des in

dieser Arbeit vorgeschlagenen Feedback-Schemas an den Sender übermittelt und

von diesem zur Ratenoptimierung verwendet werden. Ferner dient der ermittelte

Wert auch zur empfängerseitigen Anpassung der Rate. Hierzu wurde eine Timer-

basierte Strategie für das Beitreten und Verlassen von Multicast-Gruppen ent-

wickelt, die zu einem sinvollen Kompromiss zwischen benutzergeforderter Laufruhe

der Videoübertragung und den Anforderungen des Netzes nach kooperativem Ver-

halten und Ansprechverhalten bezüglich Stauindikation führt.



Abstract

Continuous media applications over packet-switched networks are becoming more

and more popular. Radio stations, for example, already use streaming technology

to disseminate their content to users on the Internet, and video streaming services

are expected to experience similar popularity. In contrast to traditional television

and radio broadcast systems, however, prevalent Internet streaming solutions are

based on unicast communication and raise scalability and efficiency issues. Multi-

cast communication provides a promising and viable alternative since it can vastly

improve scalability and network efficiency for the aforementioned class of appli-

cations. Nevertheless, suitable multicast streaming solutions ready for wide-area

deployment are yet to emerge.

In this thesis on Rate-Adaptive Multicast Streaming we provide mechanisms for

improving multicast video streaming over the Internet. Our solutions address ma-

jor issues that originate from the requirements for multicast solutions to scale to a

large number of receivers and to accommodate the latter’s heterogeneity of band-

width capabilities. Therefore, our work exploits scalable-encoded video and utilizes

layered multicast transmission on top of the IP multicast architecture. Choosing a

modular design yields flexible techniques that can be integrated as building blocks

in different transport and application frameworks.

The proposed hybrid set of solutions includes mechanisms for server-side as

well as receiver-driven rate adjustment. For the former purpose, we devise an algo-

rithm that optimally stripes the scalable-encoded data into several media quality

enhancing layers considering the distribution of receiver bandwidth capabilities.

The underlying optimization metric is novel and incorporates transport as well as

user aspects. It provides a mapping from each receiver’s bandwidth capability onto

a utility-based fairness measure. In order to provide means to the server for dis-

covering the bandwidth capability distribution of the active receivers, we design a

feedback scheme based on probabilistic polling. It allows to control the feedback
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traffic within statistical bounds, thus, making the scheme flexible and scaling to

very large receiver populations.

A key aspect in the design of scalable multicast solutions is the distribution

of computational tasks and the reduction of control messages. Consequently, each

receiver is responsible for inferring its bandwidth capability without involving the

server. Therefore, we adopt and improve the state-of-the-art approach for esti-

mating the fair bandwidth share based on TCP throughput modeling. Extensive

simulation results prove the applicability of the modified scheme for estimating the

TCP-fair rate of a multicast receiver. Thus, this information can be communicated

to the source for rate optimization purposes utilizing our feedback scheme. In addi-

tion, it serves also for receiver-driven rate adaptation using a timer-based multicast

group subscription strategy. Our novel approach yields a reasonable trade-off be-

tween the user demand for smooth video transmission and the network requirement

of cooperativeness and responsiveness to congestion indication.
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Chapter 1

Introduction

Communication plays an important role in society and life. Radio and television

as well as telecommunications and computer networks allow for the delivery and

exchange of information. In particular computer communication networks are be-

coming increasingly important in providing and maintaining complex information

systems that empower our society. Since the Internet evolved to be the platform

of choice for digital communications, a trend towards service convergence can be

witnessed. For example, access to the Internet over cellular phones, telephony over

the Internet, and Internet radio broadcast are already state-of-the-art services.

Although new technologies provide the end user with high-bandwidth access, com-

puter and telecommunications networks are only insufficiently prepared for the

dissemination of video in a point-to-multipoint manner similar to that of television

systems.

In the course of this thesis, mechanisms for improving multicast streaming ser-

vices over the Internet are investigated and designed. We identify a set of challeng-

ing issues originating from the characteristics of streaming media applications and

the heterogeneity, unpredictability, and dynamics of the communication channels.

They arise from the absence of global Quality of Service (QoS) in the Internet to

provide soft real-time guarantees required for streaming media [SN04]. We tackle

the issues by developing end-to-end solutions that build on the availability of scal-

able codecs and utilize layered transmission on top of native multicast forwarding

capabilities of the Internet Protocol (IP) multicast architecture.

1



2 Chapter 1. Introduction

1.1 A Case for IP Multicast

For many decades traditional television broadcast systems have been providing effi-

cient and highly scalable dissemination services for audiovisual information to very

large groups of users. The content is broadcasted to the interested users using

dedicated unidirectional channels over different media, namely, terrestrial, cable,

satellite. Network resources are dedicated and user equipment is standardized, so

that the provided QoS is generally very high. However, resource usage in this

centralized and closed infrastructure is rather expensive and economically only rea-

sonable for highly popular content. Spontaneous streaming to a widely distributed

set of only hundreds or thousands of end devices is hardly possible and reasonable.

In contrast to traditional television broadcast systems, the Internet provides

an open and low-cost data communication platform. While for a long time it was

mainly used for non-real-time applications such as email, file transfer, and World

Wide Web (WWW), in the last few years real-time applications such as audio

and video streaming expand in popularity. The fraction of streaming traffic is

expected to continue increasing since developments in network technology enable

residential users to transmit and receive high-volume content. Local radio stations,

for example, already use streaming technology to disseminate their content to users

distributed all over the world. However, in contrast to traditional television and

radio broadcast systems, prevalent IP streaming solutions are based on the point-

to-point paradigm. Data packets are replicating at the server for each individual

communication channel, which raises scalability issues with respect to server and

network load.

A very popular attempt to tackle the scalability problem of video dissemination

over packet-switched networks is the use of caching architectures and the deploy-

ment of Content Delivery Networks (CDNs) [Gri00, RYHE00, Zin03, CN03, XJ04].

However, the above architectures are particularly tailored to Video-on-Demand

(VoD) scenarios and require the deployment of overlay infrastructures with compo-

nents placed at the edges of the communication networks. The components of the

architectures (e.g., caches and CDN servers) are expensive to deploy and maintain.

Furthermore, the architectures suffer similar limitations regarding public accessi-

bility compared to those of traditional television systems.

A cheaper alternative is provided through recently proposed application-layer

overlay systems. They are based on the peer-to-peer paradigm and have been

developed as an alternative to client-server architectures. Instead of requiring in-
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frastructure components placed in the network or at the edges, overlay nodes are

end hosts and overlay links are end-to-end transport-level unicast connections. The

functions and services provided by these overlay systems include content distribu-

tion and application-level multicast [CRSZ01, Cha03, XCRK03, CLN04]. However,

application-layer overlays have several limitations. In contrast to their physical

network counterparts, overlay nodes and links are less reliable. This might lead

to frequently changing overlay topologies implying control and management over-

head. Furthermore, the usage of point-to-point connections significantly reduces

efficiency of network resource usage in the case of simultaneous transmission of the

same content to a group of users. The latter holds in particular for streaming of

live events of medium to high popularity.

Obviously, an enabling technology for the aforementioned application class is

native multipoint communication. A corresponding network service, namely IP

multicast, has been proposed by Steve Deering already in 1989 [Dee89]. Although

it has been available through the experimental MBone for a number of years,

it has seen slow commercial deployment in the Internet. One of the main rea-

sons that stalled its widespread use is attributed to the original IP Any-Source

Multicast (ASM) service model, which has been developed for supporting a vast

class of applications. The resulting complexity makes the architecture unstable,

which has been noticed by major carriers [DLL+00]. The current set of applica-

tions driving multicast deployment, however, is typically one-to-many, including

video streaming as considered in the context of this thesis. Thus, the simpler

Source-Specific Multicast (SSM) service model [DGS+03] has been accepted by the

Internet Engineering Task Force (IETF) as an alternative tailored for one-to-many

applications. It is a promising service model that recently attracted attention and

is expected to further accelerate the commercial deployment of multicast to become

a mature network service [DLL+00].

1.2 Problem Description

Multicast applications have a much wider range of requirements than unicast appli-

cations. It has been recognized that a single, generic solution for the transport and

control of multicast traffic is not possible. Hence, when designing mechanisms on

top of IP multicast, the specific needs of applications have to be considered. This

holds particularly for multicast streaming applications, where challenging issues
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arise from the mismatch of the requirements of the media and the network service

model provided by the Internet.

Traditional video streaming applications rely on open-loop resource control

mechanisms; that is, on explicit reservation and allocation of resources for pro-

viding the necessary QoS. Although considerable research has been devoted to

the hard problem of QoS provision in heterogeneous networks, it has never been

successfully solved1. Today, the Internet provides only a best-effort service, and it

is debatable whether any proactive QoS mechanism will ever be deployed in the

global Internet. Nevertheless, even if network QoS might become available, it will

probably be realized by reservation schemes based on aggregated flows.

Consequently, different flows will still compete for resources and cooperative-

ness will remain a fundamental requirement crucial for the stability of the Internet.

Streaming solutions have therefore to incorporate mechanisms to prevent unfairness

to other flows. They are expected to adopt the “social” rules and behave coopera-

tively by reacting to congestion signals and adapting their transmission rates prop-

erly. Since in large multicast trees there are usually many different bottlenecks,

a multicast streaming session has to accommodate heterogeneous bandwidth de-

mands and constraints at the same time.

The requirement of rate adaptation poses a severe problem to traditional stream-

ing mechanisms. In contrast to bulk data transfer, traditionally encoded video is

not elastic and cannot tolerate delaying the transfer of data for rate control pur-

poses. Adaptation is rather performed by truncating data, which leads to sever

degradation of quality and user satisfaction.

A more elegant way of introducing adaptivity has only recently been enabled

by the invention of scalable coding schemes, some of which are also standardized

by the Moving Picture Expert Group (MPEG). Hierarchically (layered) encoded

video allows dropping data segments in a controlled way in order to overcome

the inelastic characteristics of traditional formats. Moreover, a layered streaming

scheme introduces only negligible computational overhead compared to approaches

relying on transcoding functionality placed in network nodes [Mau98]. As a side-

effect, mechanisms utilizing layered video provide means for handling heterogeneity

of network conditions very efficiently.

From the preceding discussion it is obvious that dedicated mechanisms built on

top of the IP multicast are necessary in order to meet the specific requirements of

1An excellent treatment of the problems and solutions coupled to QoS provision in heteroge-
neous systems is presented in [Sch01].
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streaming applications in an efficient manner. Comparably little attention has been

paid to the research of these mechanisms due to the unavailability of wide-spread

native IP multicast services in commercial networks. Despite recent technical ad-

vances including the SSM model and scalable coding schemes, suitable multicast

rate adaptation and congestion control schemes ready for wide-area deployment

are still yet to emerge. While single-rate protocols have recently made considerable

progress [Riz00, WH01], they are insufficiently prepared for streaming to large and

heterogeneous receiver sets. On the other hand, multi-rate multicast schemes are

much better suited to accommodate these requirements but are currently still in

their infancy.

1.2.1 Challenges

The advantages of multi-rate transmission schemes over IP multicast for streaming

applications are obvious. Nevertheless, there are several challenges remaining for

the development of deployable and stable solutions. These issues are enumerated

as follows:

1. Heterogeneity. Large multicast trees spread over multiple domains and

usually include different bottlenecks. Competing cross traffic in the Inter-

net is normally very heterogeneous and dynamic. Hence, receivers located

behind different bottlenecks have different and changing levels of TCP-fair

throughput. If each receiver has throughput matching its bandwidth capabil-

ities, obviously the overall satisfaction within the session is maximized. This

requires the establishment and maintenance of numerous multicast channels

for a single session, which implies substantial management and signaling com-

plexity. For a feasible solution, multi-rate multicast schemes should operate

with only a small number of multicast channels.

The number of allocated groups and their data rates heavily impact the overall

satisfaction depending on the distribution of the bandwidth capabilities of ac-

tive receivers. Since the latter is dynamic and not known a priori, optimizing

the stream organization within a session might significantly improve network

utilization as well as collective user satisfaction. However, this approach de-

mands for the definition of a reasonable and application-aware optimization

metric and an efficient group rate allocation2 algorithm.

2We use the term rate allocation throughout the thesis to refer to the end-system process of
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2. Scalability. Multicast is a very efficient transmission mode for large groups

of receivers. As the number of participating receivers increases, scalability

problems emerge. The performance of a multicast scheme can be significantly

degraded by several factors, and in the worst case it might be even stopped

from working.

Particularly, feedback traffic is a major factor impacting the scalability of

a multicast session [Dan89]. Requiring frequent status reporting from each

receiver for sender-based rate adaptation might flood nodes and links at the

reverse path to the source, respectively the source itself. Avoiding the well-

known feedback implosion problem demands for appropriate feedback control

mechanisms.

Similarly to the feedback implosion problem, the network might get flooded

with control messages for group management when multiple receivers fre-

quently change their group membership. Finally, the computational complex-

ity of invoked algorithms should be reduced as far as possible for scalability

reasons.

3. TCP-compatibility. In the context of today’s Internet which is dominated

by Transmission Control Protocol (TCP) traffic, the IETF recommends flows

using other protocols than TCP to behave in a TCP-compatible3 manner

[BCC+98, Flo00].

Alternative solutions for unicast streaming have been proposed, which rely on

an analytical TCP model for estimating the fair share of a flow. Due to the

very promising results obtained with the TCP-Friendly Rate Control (TFRC)

protocol [HFPW03], the equation-based approach is considered also a promis-

ing technique that can be integration into multicast schemes. However, the

algorithm originally has been designed in the context of closed-loop unicast

control and its applicability to (multi-rate) multicast schemes has not been

studied sufficiently.

4. Smoothness versus reactiveness. A key feature of IP multicast is its

group-oriented communication model, where receiver-driven group member-

partitioning the streaming data into a number of multicast channels at the source.
3A TCP-compatible flow is required to be responsive to congestion notification, and in steady-

state to use no more bandwidth than a conforming TCP flow running under comparable condi-
tions.
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ship can be utilized for implicit control of data distribution. Hence, receivers

in a multi-rate multicast session control and adjust their own throughput by

choosing an appropriate group subscription level.

Responding to congestion indications drastically and probing for available

network resources aggressively makes a receiver changing its subscription

level frequently. Such a behavior causes pronounced rate fluctuations and

users of streaming applications will quite probably become annoyed with the

resulting coarse-grained quality changes [Zin03]. Furthermore, it might re-

sult in the already mentioned implosion of group membership control traffic.

Hence, smoother control strategies are demanded that still provide for a cer-

tain degree of responsiveness and aggressiveness in order to achieve a high

inter-session fairness.

1.2.2 Assumptions

The aforementioned challenges are addressed in this thesis under the following

assumptions:

• IP multicast and Source-Specific Multicast. The foundation for our

work is formed by the Internet Protocol architecture and its native multi-

cast support (IP multicast). Particularly, Source-Specific Multicast (SSM)

[DGS+03] is assumed as the underlying multicast model, which is particu-

larly designed for point-to-multipoint applications. SSM uses only source-

based shortest forwarding trees; thus, data of different multicast channels

from the same source can be assumed to traverse the same path. Using the

group-oriented communication model of IP multicast, receiver-directed group

membership can be utilized to implicitly control and fine-tune data distribu-

tion within the network. For that purpose the IETF has specified the Internet

Group Management Protocol (IGMP) [CDF+02], which allows routers to be

configured for explicit tracking of hosts4 and yet provides very low leave la-

tencies.

• End-to-end paradigm. The only assumption made on the network is that

routers can forward multicast packets according to the IP multicast protocol

[Dee89] as they forward unicast packets according to the IP protocol [Pos81].

4This feature has been introduced in version 3 of IGMP.
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Neither the underlying network topology (including link bandwidth, latency,

buffer size, etc.) nor the traffic pattern/matrix (number of flows, data volume,

etc.) is known. The network is considered a black box providing a best-effort

service and it is assumed to be dominated by TCP or TCP-compatible traffic.

• Fine-granular scalable video. We assume video to be encoded in a scal-

able format with recently developed coding schemes for fine-granular scalable

video, such as Fine Granularity Scalability (FGS) in MPEG-4 [PE02] or Pro-

gressive Fine Granularity Scalability (PFGS) [WLZ01]. These schemes usu-

ally encode the streaming media into a base layer and an enhancement layer.

The enhancement information is encoded such that it can be truncated at an

arbitrary bit rate. Hence, it can be split and organized into several hierar-

chical layers each mapped to a separate multicast channel in order to form a

layered5 multicast session. Moreover, the partitioning of the data into allo-

cated layers can be dynamically adjusted so that adaptation of transmission

rates is possible.

1.3 Scope

The lack of mature and stable multi-rate multicast rate adaptation mechanisms

and protocols is a significant impediment to the deployment of multicast streaming

services. Hence, the primary goal of this thesis is to contribute to the development

of multi-rate adaptation schemes that are highly scalable and can accommodate a

heterogeneous environment. Since we consider the Internet as a black box provid-

ing a best-effort service and assume support for native point-to-multipoint packet

delivery, the focus of this thesis is on the study and development of end-to-end

mechanisms. We particularly consider smooth rate control to account for the char-

acteristics of streaming media and we follow the TCP-compatibility paradigm.

It is out of the scope of the thesis to design and specify a protocol architecture or

framework but rather to investigate and develop general algorithms and mechanisms

that can be reused as modular building blocks.

5Note that we focus on hierarchically layered streams. However, the mechanisms might be
generally or with some modifications applied to replicated streams or non-hierarchically layered
streams as well.
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1.4 Contributions

As motivated in the preceding sections, our research is centered around end-to-end

mechanisms to enable and improve rate adaptation for multicast streaming over

the Internet. We summarize the major contributions of the thesis as follows:

• Intra-session performance metric. For capturing the intra-session per-

formance of a multi-rate multicast session, we derived the receiver utility

fairness function. Using the latter, the multicast source can map from the

inferred TCP-compatible rate of a receiver to a corresponding fairness index.

While state-of-the-art metrics attempt to consider network-centric aspects

only, our metric also enables incorporating application-specific aspects, such

as the user satisfaction derived from rate-distortion curves and subjective

video assessment. Based on the receiver utility fairness function, the intra-

session performance is defined as the average receiver utility fairness index of

all receivers. The latter is then used to quantitatively evaluate the benefit of

multi-rate multicast schemes and adaptive stream organization.

• Stream optimization algorithm. We developed an algorithm for opti-

mized organization of encoded video data into a fixed-size base layer and

several adjustable enhancement layers. The objective of existing approaches

is either the optimization of the aggregate bandwidth, the minimization of

the aggregate distortion, or the maximization of the bandwidth-proportional

inter-receiver fairness index. In contrast, our objective is the maximization

of an intra-session fairness index based on the receiver utility fairness met-

ric. The developed algorithm is generic and can easily be adapted to different

video characteristics. To quantitatively evaluate the performance of the adap-

tive and optimized rate allocation approach, we conducted simulations using

our algorithm and rate-distortion curves of MPEG-4 FGS-encoded video se-

quences from literature.

• Scalable feedback control. The developed optimization algorithm requires

knowledge about the distribution of receivers’ bandwidth capabilities. Since

this knowledge has to be gathered from the receivers, we developed a feed-

back suppression scheme based on probabilistic sampling in order to avoid

the problem of feedback implosion. In a first approach, we use the sample

values directly to calculate the layering scheme and quantitatively study the
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impact of the sample size on the performance of the optimization algorithm.

In a second approach, we derive a statistical model for estimating the band-

width capability distribution based on the collected samples. To evaluate the

model-based approach and compare it with our first approach, a set of sim-

ulations for several theoretical and measured bandwidth distributions have

been conducted.

• TCP-compatible rate estimation. Receivers are required to estimate

their bandwidth capabilities for both choosing a reasonable subset of layers

(subscription level), and feeding back the estimate to the sender for stream

optimization purposes. Mechanisms utilizing a well-known equation-based

approach for calculating a TCP-fair rate have been extensively evaluated for

unicast streaming. The gathered results indicate that this technique pro-

vides a promising basis for smooth rate adaptation. Only recently existing

work on multicast schemes adopted the model-based approach originally de-

signed for closed-loop unicast control. Our experimental results, however,

show that naively adopting the algorithm may not provide the expected be-

havior. Analysis and extensive simulations led to the development of an im-

proved algorithm for equation-based estimation of the TCP-compatible rate

of a multicast receiver.

• Group subscription management. Performing group subscription deci-

sions simply based on the actual calculated TCP-fair estimate might lead to

frequent join and leave decisions due to the inherent variations of the esti-

mated value. We developed a mechanism based on dynamic timers that allows

for smooth subscription decisions in order to reduce oscillations otherwise

caused by frequent join and leave actions. The parameters of the mechanism

are tunable such that its responsiveness to congestion indications respectively

its aggressiveness regarding the allocation of available network resources can

be adjusted independently. The behavior and performance of our mechanism

are discussed and compared to that of a very prominent existing mechanism

by means of network simulations.

Figure 1.1 illustrates the elements of a multicast streaming scenario and our

major contributions.
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Figure 1.1: Illustration of scenario and contributions.

1.5 Structure of the Thesis

The remainder of the thesis is organized as follows. Chapter 2 introduces the con-

text of the thesis by giving an architectural overview and introducing the technical

background of the underlying network model and media characteristics. The chap-

ter completes with a survey of related work in the area of multicast rate adaptation,

stream optimization, and feedback control.

In Chapter 3 we first discuss a model for capturing the satisfaction of a receiver

participating in a multicast streaming session, and a global session performance

metric is derived. These build the basis for the following investigation of an algo-

rithm for optimal allocation of transmission rates. Finally, we conduct simulations

and evaluate the performance of multi-rate and adaptive rate allocation schemes.

Chapter 4 focuses on the development of a scalable feedback scheme for col-

lecting information about the bandwidth distribution of the receiver population.

We study a light-weight approach based on sampling and a model-based approach

that builds on measurement results available from the Internet community. Using
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simulations we analyze the performance and compare both of the approaches for

several theoretical and empirical receiver distributions.

In Chapter 5 we develop and study an algorithm for inferring the fair share,

that is, the TCP-compatible rate of a multicast receiver. By means of network

simulations we show that naively adopting state-of-the-art mechanisms from the

unicast to the multicast case does not always provide the expected results. After

the analysis of the underlying model we devise a modified estimator and evaluate

its behavior.

Based on the developed fair share estimator, in Chapter 6 we investigate a

mechanism for improving multicast group join and leave decisions, which avoids

oscillations while being responsive to congestion indications. We implemented our

algorithms and mechanisms in a protocol framework using the ns-2 network simula-

tor environment. Through simulations we evaluate the performance of our solution

and compare it to one of the most prominent layered multicast congestion control

schemes.

We conclude our work and present directions of future work in Chapter 7.

Figure 1.2 provides a roadmap for the thesis following its structure and contri-

butions.

Mechanism for estimating

TCP-compatible rate
Model for evaluating

intra-session performance
Scalable feedback scheme

for inferring

bandwidth distributionAlgorithm for optimizing

transmission rate allocation Mechanism for improving

group join/leave decisions

Chapter 5

Chapter 7

Chapter 6
Chapter 4

Figure 1.2: Roadmap of the thesis.



Chapter 2

Background

The major focus of this chapter is on providing background information and setting

the context of our work. Following the introduction of the terminology, we describe

our end-to-end model of a multi-rate multicast adaptation scheme. We emphasize

that the goal of this thesis is the investigation and development of mechanisms

for rate adaptation that can be used as modular building blocks. The design and

specification of a protocol architecture or framework, however, is out of scope.

After the overview of the general components of a multi-rate multicast adap-

tation scheme, we introduce the underlying network model assumed for all of our

work, which is based on IP multicast. The subsequent section focuses on media

characteristics. It provides an overview of the principles of scalable video coding

techniques and introduces the concepts of video utility functions and video quality

metrics. Finally, we complete the chapter with a survey of existing work directly

related to the thesis.

2.1 Overview

The Internet is an interconnected “network of networks” based on the IP archi-

tecture. Globally, it provides only a best-effort service so that data flows actively

compete for network resources. A fundamental requirement crucial for the stability

of the Internet is cooperativeness amongst competing flows. Consequently, multi-

cast streaming solutions have to incorporate mechanisms to prevent unfairness to

other flows. They are expected to adopt the “social” rules and behave cooperatively

by appropriately reacting to congestion signals.

The natural end-to-end approach for preventing a streaming application from

13
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causing and contributing to congestion is by adaptation of its transmission rate(s).

Potential multicast rate adaptation schemes are traditionally classified into two cat-

egories: sender-based (single-rate) schemes and receiver-based (multi-rate) schemes.

In the sender-based schemes there is usually a single multicast channel for dissem-

ination of the video so that the latter is transmitted to all receivers at the same

rate. It is the responsibility of the sender to perform the rate control functional-

ity by adapting the transmission rate, for example, to meet the conditions of the

most congested data path (e.g., TFMCC [WH01]). The receiver-driven approach

relies on multi-rate multicast transmission. Thereby, video data is provided to the

members of a session in several quality levels each implying a certain data rate. In

a layered transmission scheme the resulting data rate is determined by the number

of multicast channels that a host is subscribed to. The underlying distribution tree

of a multicast channel branches to a certain path only if an active receivers is sub-

scribed on this path. Thus, each receiver is in charge of performing rate adaptation

by adjusting its subscription level, that is, the number of received layers (e.g., RLC

[VRC98]).

Only recently, a few hybrid schemes have evolved that combine the aforemen-

tioned paradigms. These schemes employ receiver-based mechanisms to adjust the

rate of each receiver to the latter’s network conditions in a short term. The source

is responsible for adaptation of the provided data rates on a longer term to better

match the global conditions of the active receiver set. While this hybrid approach

generally provides a promising alternative to the traditional approaches, current

solutions are still at their infancy and can be significantly improved by more ef-

ficient and stable sender-side as well as receiver-side algorithms and mechanisms.

Contributing to the design of these algorithms and mechanisms is the goal of our

work.

2.2 Terminology

Here we introduce some important terms that we use throughout our work:

Multicast group. The network-centric term refers to the IP concept of a multicast

group. The network service provided by IP multicast is a channel identified

by its IP multicast group address that is mapped onto a multicast distribution

tree. In the context of layered transmission, each video layer is sent to an

individual multicast group.
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Session. A multicast session includes a collection of end hosts that communicate

using a particular set of IP multicast group addresses. This definition follows

the Light-Weight Session (LWS) model [Jac94] that underlies the MBone

tools. Therein, multiple data flows using different multicast addresses to

transport a portion (layer) of the same video belong to the same session. The

term intra-session is then used to refer to the relation within the same session,

while the term inter-session refers to the relation between different sessions.

Transmission group. The term transmission group refers to a set of receivers of

a multicast session that are subscribed to the same set of multicast groups.

Thus, the streaming media is being transmitted to all members of the trans-

mission group at the same quality level. In a layered multicast session, trans-

mission groups are distinct.

Subscription level. A subscription level corresponds to the subset of multicast

groups that the receivers of a transmission group are subscribed to. In the

context of layered transmission, the subscription level of a receiver determines

the number of the highest layer and the quality level being transmitted to the

receiver. The subscription level is changed by joining and leaving multicast

groups.

Rate allocation. We use the term rate allocation to refer to the source process of

partitioning the streaming data for the transmission over multiple multicast

channels. The scalable-encoded video stream is partitioned into several sub-

streams each mapped onto a single channel. Thereby, the transmission rate

of each sub-stream is determined by the data rate allocated to each channel

by the server.

2.3 A Hybrid Rate Adaptation Model

In this section, we give an overview of the functionalities and the interactions of

the mechanisms developed in the course of the thesis. As already mentioned in

the preceding introductory section, the mechanisms are particularly designed to

provide functionalities for empowering hybrid rate adaptation schemes. Figure 2.1

depicts our model, whereby the gray boxes denote the target components our work

provides solutions for:
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Figure 2.1: Our model of a hybrid multi-rate multicast rate adaptation scheme.

1. Stream organization. The server divides the scalable-encoded video into

a number of cumulative layers. Each additional layer received by a host

improves the latter’s received media quality. In our approach, data rates al-

located to the layers are dynamically adjusted according to receiver feedback

in order to optimize the overall satisfaction of the users. The underlying op-

timization metric and the optimization algorithm are discussed in Chapter 3.

2. Feedback control. Stream organization is performed based on the distri-

bution of receiver bandwidth capabilities. In order to gather information

about the global network conditions, the server collects status reports from

the receivers. To limit the feedback traffic and increase the scalability of our

scheme, we employ a feedback mechanism based on probabilistic sampling

that is discussed in Chapter 4.

3. Data path inference. The individual data path conditions are inferred by

the corresponding receiver. Therefore, the latter detects packet losses and

estimates the round-trip time exploiting the sequence numbering and time

stamping functionalities of the underlying transport protocol. The measured

loss rate and round-trip time are used to continually calculate an estimate

of the actual TCP-fair rate. The estimation model and technique are crucial
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components, which are the subject of Chapter 5.

4. Subscription management. Based on the estimated TCP-fair share and

the actual data rates provided by the server, each receiver chooses a subscrip-

tion level that matches best its actual network conditions. In order to avoid

frequent fluctuations that would disturb the user perception but still provide

for the necessary degree of responsiveness to congestion indication, a suitable

subscription management strategy is presented in Chapter 6.

The white boxes in Figure 2.1 represent components that are out of the research

scope of this thesis. The distribution of the session information, that is, the data

rates allocated to each layer, is straightforward. This information can be encapsu-

lated either in feedback polling messages, in dedicated announcement messages, or

piggybacked on data packets. The network model providing data transport mecha-

nisms is based on the IP multicast architecture and will be discussed in Section 2.4.

Finally, video is assumed to be encoded with recent coding schemes that allow for

scaling the quality and data rate of the media. Since the relation between data

rate and media quality is exploited in our optimization metric, we summarize the

characteristics of scalable-encoded video in Section 2.5.

2.4 The Network Model

The work in this thesis builds on the IP multicast service model that has been

originally proposed by Steve Deering in 1989 [Dee89]. We present a short overview

of this network model in order to provide the necessary context for our work. For a

comprehensive overview and a detailed discussion of the IP multicast technology, we

refer to many excellent books and articles (e.g., [Kos98], [WZ99], [HC99], [DLL+00],

and [BCHC02]).

2.4.1 The Internet Protocol

The Internet Protocol (IP) architecture defines mechanisms and protocols for use

in interconnected packet-switched networks. IP provides means for transmitting

blocks (datagrams) mapped onto packets between communicating end systems or

hosts. Each of the latter has one or more network interfaces that attach it to one

or more networks. Thereby, each interface is assigned a globally unique identifier,

that is, an IP address.
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The two basic functions implemented in IP are addressing and fragmentation.

When a packet arrives on an incoming interface of an IP router, the latter examines

the destination address carried in the IP header. Since each router maintains a

routing table that maps destination addresses to outgoing interfaces, it can locate

the proper route and forward the packet. If a packet is larger than the Maximum

Transmission Unit (MTU) of the underlying network, it is fragmented into smaller

packets and reassembled at the destination host.

The Internet provides only a best-effort service and does neither guarantee that

packets will reach their destination within a particular period of time nor that they

will reach their destination at all. Packets might be delayed in router queues as the

system load increases. In the worst case of congestion, packets can be dropped since

queue buffers might overflow. Hence, if applications require reliable delivery of data,

the transport or application layer has to provide the functionality. Furthermore,

the applications are expected to adopt the “social” rules of the Internet and behave

cooperatively by reacting to congestion signals and adapting their transmission

rates properly.

2.4.2 IP Multicast

The traditional IP architecture provided only unicast transmission, where packets

are delivered from the source to a single destination in a point-to-point communi-

cation context. For multipoint communication, a source has to send an individual

copy of the packet to each recipient. Obviously, this is extremely inefficient in terms

of source and network resource usage. A much more efficient technique has been

proposed by Steve Deering [Dee89] in the IP multicast service model. It is based

on replication of packets only at fan-out points in the network so that at most one

copy of each packet is transmitted over a link. Figure 2.2 illustrates the principle

difference of multipoint communication based on IP unicast and on IP multicast,

respectively.

Instead of forwarding packets along multiple paths, in IP multicast they are

forwarded to all destinations along a single distribution tree rooted at the data

source or a “rendezvous point” (core). To compute spanning trees from the latter

to all receivers, a number of routing algorithms and protocols1 exist, for example,

Distance Vector Multicast Routing Protocol (DVMRP) [WPD88], Multicast Open

Shortest Path First (MOSPF) [Moy94], Core Based Tree (CBT) [Bal97], and Pro-

1A thorough discussion on multicast routing protocols is provided in [PR02].
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Figure 2.2: Data dissemination over IP unicast (left) and IP multicast (right) multipoint
communication.

tocol Independent Multicast (PIM) [EFH+98]. Because the source address (or the

address of the core) identifies the spanning tree, it can be used for routing table

indexing. The routing decision is based on the source address, for which the en-

try in the routing table provides a set of outgoing interfaces. As a result, routing

decisions in multicast are determined by the source address in contrast to unicast

where routing is determined only by the destination address.

The level of indirection provided by the host group abstraction is a key feature

of IP multicast. More specifically, while unicast packets are routed based on the

destination address included in the packet header, a multicast source generally does

not need to have explicit knowledge about receivers and vice versa. Instead, the

source pushes packets to one or more IP group addresses and receiver-driven group

membership is utilized for implicit control of data distribution. That is, interested

receivers have to signal their interest in joining and leaving multicast groups to the

network by means of Internet Group Management Protocol (IGMP) messages.
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Source-Specific Multicast

Although it has been available through the experimental IP Multicast Backbone

(MBone) for a number of years, IP multicast has seen slow commercial deployment

in the Internet. One of the main reasons that stalled its widespread use is attributed

to the original Any-Source Multicast (ASM) service model that has been developed

for supporting a vast class of applications. The resulting complexity makes the

architecture unstable, which has been noticed by major carriers [DLL+00].

Remedy is provided by the Source-Specific Multicast (SSM) service model,

which recently has been adopted by the IETF. SSM is a much simpler service

model that attempts to solve many of the deployment problems of ASM including

protocol complexity, inter-domain scalability, and security weaknesses [ABD01]. It

is particularly suited for the current set of one-to-many applications that drive mul-

ticast deployment, such as video streaming as being considered in the context of

this work. Hence, the thesis builds on the IP SSM service model, which is expected

to further accelerate the commercial deployment of multicast to become a mature

network service [DLL+00].

2.4.3 Data and Message Transport

While IP multicast provides point-to-multipoint channels on the network layer,

transport protocols for carrying the data and messages between the members of a

multicast session have to be placed on top of it. The development of new transport

protocols is not the goal of the thesis. We emphasize that our intention is to develop

mechanisms that can be integrated as building blocks into different protocols frame-

works. Thus, since the focus of the thesis is on the dissemination of real-time video,

Real-Time Transmission Protocol (RTP) is considered as the example framework

for encapsulating the media streams on top of User Datagram Protocol (UDP).

RTP defines much of the protocol architecture necessary for video transmis-

sion over multicast packet networks. For the estimation of the fair share discussed

in Chapter 5, it provides the necessary time stamping and sequence numbering

mechanisms. Furthermore, it is accompanied by a flexible control protocol, the

Real-Time Transmission Control Protocol (RTCP). The latter can be utilized for

application-specific control messages such as the feedback request and response

messages (status reports) in Chapter 4. Furthermore, the sender can inform the

receivers of the session about the actual data rates of the multicast groups using



2.5. Media Characteristics 21

RTCP messages. This is necessary when using the sender-side rate adaptation

algorithm developed in Chapter 3 in order for receivers to make appropriate sub-

scription decisions in Chapter 6. Figure 2.3 summarizes the discussed protocol

stack underlying our work.

IP Multicast IP

UDP

RTP

Video

Data

Layering

Info

Feedback

Requests

Status

Reports

RTCP

Figure 2.3: Protocol stack of the thesis.

2.5 Media Characteristics

The hybrid rate adaptation model underlying this thesis is based on multi-rate

transmission, specifically layered transmission. Therefore, features of scalable-

encoded video in general and FGS - encoded video in particular are exploited.

FGS is a modern variant of scalable video enabling sender-side adaptation func-

tionality. The usage of scalable coding schemes allows for efficient streaming of a

single video stream at different bit rates and quality levels.

In the following, we first give a short overview of scalable video and its mapping

to a layered transmission scheme. Subsequently, the modeling of user satisfaction

by means of utility functions is introduced followed by a discussion of video quality

metrics. These concepts are employed for concrete instantiations of the utility

fairness metrics developed in Chapter 3.

2.5.1 Scalable Video

Traditional video coding schemes, such as MPEG-1 or H.261, exploit intra-frame

as well as inter-frame redundancy and irrelevance to reduce the data volume of

the encoded video. The objective of these schemes is to optimize video quality at

a given bit rate. For dissemination over dedicated infrastructures, such as cable

and satellite TV broadcast systems, the stream rate ideally matches the channel

capacity. However, pre-encoding media streams at an optimal rate is generally not

possible for real-time transmission over packet-switched networks. Since resource
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availability in open platforms such as the Internet dynamically changes and is

not known a priori, the inelastic demand of streaming applications poses a severe

problem.

In order to overcome the aforementioned limitations of traditional coding schemes,

modern coding schemes providing scalability have been adopted by the standard-

ization bodies. These schemes produce bit streams decodable at different bit rates.

Scalability can thereby be categorized into four classes [PE02]: spatial scalability,

temporal scalability, Signal-to-Noise Ratio (SNR) scalability, and object-based scal-

ability. Spatial scalability offers the functionality to decode the video at different

spatial resolutions, while temporal scalability allows the adjustment of the frame

rate. SNR scalability allows to decode the signal at the same spatial and temporal

resolution at different quality levels. This is achieved, for example, by layered quan-

tization of the component values of the Discrete Cosine Transform (DCT) [AMV96].

The fourth class of scalability allows for decoding of a subset of the audio-visual

objects composing a video scene.

The most prominent approach making use of scalability is cumulative layered

coding. With this approach the video signal is split into one base layer and one or

more enhancement layers. The base layer contains the base information that is nec-

essary to decode the video at a minimum quality. Each enhancement layer contains

additional information that increase the quality of the reconstructed video signal.

In the cumulative approach, the enhancement layers are hierarchically organized.

To reconstruct the information included in layer i, all layers (1, . . . , i − 1) have to

be available.

The concept of scalable coding was fist introduced in MPEG-2 and H.263, which

basically allow for a base layer and a single enhancement layer. Further extension

in H.263+ and MPEG-4 provide support for a higher number of layers with pre-

determined bit rates. In a layered multicast transmission scheme each video layer

is then mapped onto a dedicated multicast channel allowing users to control their

rate and quality by the choice of the subscription level. Figure 2.4 illustrates the

principle of layered video and its mapping onto a layered transport context.

Recently, MPEG-4 further extended video scalability by adopting FGS [Li01].

With this coding technique, the video signal is encoded into a fixed-rate base layer

and an enhancement layer that can be truncated at an arbitrary bit rate. Video

encoded with the FGS scheme provides flexibility and enables multicast rate adap-

tation solutions to stripe and dynamically (re-)partition the enhancement into mul-

tiple transport layers. The principles of FGS and its layered transport is depicted
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Figure 2.4: Layered video and its mapping onto multicast transport channels.

in Figure 2.5. In Chapter 3 of this thesis, we exploit these powerful scaling features

of FGS for optimization purposes.
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Figure 2.5: FGS-encoded video and its mapping onto multicast transport channels.

2.5.2 Video Utility Functions

The concept of utility functions has been used in network research as a theoretical

abstraction of application demands for network pricing and optimization of resource

allocation [She95]. This approach originates from the demand that network per-

formance should be evaluated solely in terms of the degree to which it satisfies

the service requirements of user applications. Hence, utility functions also provide

means for modeling the user satisfaction of streaming video over packet-switched

network.

In the modeling process, users are assumed to have a utility function that maps

from a given network QoS q to a level of satisfaction u(q). Generally, the QoS
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depends on several parameters such as the data rate, delay, jitter, and loss. In

the context of this thesis, however, we consider the data rate as the primary QoS

factor. In contrast to interactive applications (e.g., IP telephony), the majority

of video streaming applications have soft real-time requirements2 [SN04]. Further-

more, buffer space at the receiving clients is usually dimensioned large enough to

deal with jitter. And finally, for our discussion we assume a perceivable loss level to

occur merely when the communication system gets overloaded, that is, the demand

on bit rate exceeds the system’s bandwidth3 capacity. In the resulting model the

user utility u reduces to a function of the bit rate r.

For two media streams encoded with traditional schemes at different bit rates,

Figure 2.6(a) depicts their utility functions u1 and u2 as a function of the received

bit rate4. The received bit rate is determined by the available bandwidth of a

receiver’s data path and if it is below the data rate of the video, the transmitted

stream will experience a significant number of packet losses. As a consequence,

the decoded video will suffer severe distortions providing the user with hardly any

utility. Once the transmission rate matches the target rate of the encoded video, the

latter is decoded and displayed at a quality level that is by the encoding parameters.

(We discuss the relation between video quality and data rate in Section 2.5.3). For

transmission rates beyond the target bit rate of the video, the marginal gain in

user utility reduces to zero. A scalable-encoded video, however, can be transmitted

and decoded at different rates so that the utility can be gradually increased, as

illustrated for a two-layer video in Figure 2.6. In the above examples, utility is

assumed to be determined by the rate-distortion curves of the coding scheme. We

discuss rate-distortion functions in the context of video quality in the following

section.

2Note that we consider streaming of educational, informational, and entertainment content over
multi-service networks. Time critical applications, such as tele-surgery, are not considered—their
stringent timing requirements cannot be met by today’s Internet.

3Throughout this document we use the term bandwidth and bit rate synonymously to refer
to the data rate in bits per time unit. This is common practice in Internet research community.
Thus, the usage of the term bandwidth differs from the physical bandwidth, which denotes a
frequency span expressed in Hertz (Hz).

4Note that without the loss generality, we neglect packetization overhead for the simplification
of the discussion.
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Figure 2.6: Illustration of video utility curves.

2.5.3 Video Quality Metrics

Appropriate models for capturing the user utility5 as a function of the video bit rate

are the subject of this section. In particular, we consider that the bit rate and the

level of user satisfaction in terms of video quality do not exhibit a linear relationship

[KTPE99, Win99, Zin03]. Thus, this issue is addressed in the following discussion

on the general dependency of the quality of streaming video on the decoding bit

rate, considering specifically the characteristics of FGS-encoded video.

It is out of the scope of this thesis to contribute to the area of video assessment

and quality metrics. Our interest is rather in a simple mathematical approach to

approximate the perceived quality based on existing work. This is necessary for

the quantitative evaluation performed in Chapter 3.

Quality Assessment

For the measurement of video quality there are two approaches: subjective meth-

ods and objective methods. Subjective quality assessment methods measure the

overall perceived quality and are conducted by human subjects. That is, a group

of users is supposed to view processed video sequences in order to rate their qual-

ity. Recommendations for subjective video quality assessment of the International

Telecommunications Union (ITU) include specifications on how to perform differ-

5We use the terms user utility and receiver utility interchangeably as a metric for the user
satisfaction.
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ent types of subjective tests, and the grading scale [ITU02, PW03]. But the test

methods present sever limitations: (a) they require stringent environments and can-

not be automated; (b) they are very time-consuming and consequently expensive;

(c) they cannot feasibly be used in real time. Obviously, automated evaluation

methods mimicking the human visual system would provide a very powerful tool.

An accurate model for the human visual system must consider all relevant fac-

tors including spatial and temporal resolution, brightness, contrast sharpness, color-

fulness, viewing distance, viewing size, human spatial-temporal contrast sensitivity,

fluctuations, and other factors. Developing such a model is obviously a complex

undertaking, which has been subject to intensive research for many years. A first

comprehensive metric based on a spatio-temporal model of the human visual sys-

tem for the above purpose has been proposed as early as 1982 in [LB82]. Other

models and metrics followed, for example in [Gir88, Wat90, TGP98, Moh03], and

in the past few years there has been increasing interest in perceptual video quality

assessment. However, due to the complexity of the human visual system yet there

exists no objective measurements that correlate well with the human perception

and that are feasible to perform in real time [Win99, VQE00, Str02, WOZ02].

Driven by the above observations, within this thesis we follow the common

practice and resort to objective methods for accessing the quality of a video signal

based on pure mathematical measurements.

Rate-Distortion Relations and Metrics

For objective assessment of video quality, distortion measures and distortion-based

quality measures are defined and used. Distortion metrics evaluate the difference of

the corresponding original and reconstructed signal, calculating values that increase

with the signal difference.

Let x[k] denote the original signal of a video frame consisting of K samples,

and y[k] the reconstructed signal. The distortion is then generally formulated as a

function of these both sequences:

D = D(x[k], y[k]). (2.1)

For a better distinction of the sequence x[k] = (x1, . . . , xK) and its elements,

in the following we denote the individual symbols with xi, respectively yi for the

sequence y[k] and its elements.

The relation between the signal quality and the bit rate of a video are expressed
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through rate-distortion (R-D) curves, which heavily depend on the underlying con-

tent and the encoding scheme, and may even vary significantly from frame to frame

of a single video sequence. Most commonly the Mean Square Error (MSE) and the

Peak Signal-to-Noise Ratio (PSNR) are used as metrics to access the distortion

respectively the signal quality, both calculated for the luminance signal only. The

MSE is defined as:

MSE =
1

K
·
K
∑

i=1

(xi − yi)2 , (2.2)

and the PSNR maps it to a signal-related quality measure

PSNR = 10 · log10

(

x2
pp

MSE

)

⇔ MSE =
x2
pp

10
10√

PSNR
, (2.3)

where xpp denotes the peak-to-peak value, which equals 255 for the usual 8-bit

representation of the video luminance signal component.

Rationale for Using Standard Measures

In most cases there exists a relation between the quality experienced by the viewer

and the PSNR values of the corresponding video, although the latter ratio is widely

criticized for not correlating well with perceived quality measured by subjective as-

sessment. In [VQE00] the Video Quality Experts Group (VQEG) concluded that

the performances of proposed objective quality models are statistically indistin-

guishable from that of PSNR. Consequently, it is common practice to compare and

evaluate coding schemes in the PSNR domain.

A popular statistical model for DCT-based video is that of a Gaussian source

with mean µx = 0 and variance σ2
x. This model leads to tractable results in infor-

mation theory [CT91] for the relation between the video bit rate R specified in bits

per pixel (bpp) and the distortion D:

R(D)Gauss =
1

2
log2

(

σ2
x

D

)

⇔ DGauss =
σ2
x

22R
. (2.4)

Substituting in Equation 2.3 the distortion with the one obtained from the

statistical model in Equation 2.4 leads to a linear function for the signal quality:
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PSNR(R)Gauss = 10 · log10

(

22R · x
2
pp

σ2
x

)

⇒ dPSNR(R)Gauss

dR
= const. (2.5)

According to Equation 2.5 the increase in quality is constant for a fixed increase

of the rate. Recall that the equation is only valid for the assumption of a Gaussian

source and provides upper bounds on achievable quality. Real R-D curves, as

those for FGS-encoded video presented and analyzed in [dCRR02] and [dCRR03],

exhibit a rather non-linear relationship between the bit rate and the PSNR. This

observation holds in particular for lower bit rates and led to the development of

quadratic and square-root models [CZ97, DL03].

Studies based on subjective assessment [Zin03] and objective perception met-

rics [KTPE99] indicate a similar but more pronounced level of concavity of video

quality curves than usually observed in PSNR traces. That is, the marginal utility

of a video is decreasing faster with an increasing bit rate. Since a well-founded

function capturing the above correlation precisely has not been manifested yet, a

simple approximation can be obtained by formulating the user utility as a linearly

decreasing function of the MSE index, which can be straight-forwardly obtained

from existing PSNR values6 (see Equation 2.3).

Since there is still no consensus on a simple and appropriate metric for accu-

rately modeling user utility, for our work we derive utility functions based on the

above introduced mathematical measurements, namely the PSNR and the MSE,

respectively.

FGS-fitted Rate-Distortion Model

Extensive studies of FGS-encoded video and a large library of corresponding traces

in the PSNR-domain recently became available [dCRR02, dCRR03]. However, for

the purpose of fine-grained adaptation and optimization of multicast transmission

rates by means of utility function based on signal distortion and quality, a closed-

form R-D model for the latter is required.

Recently an accurate mathematical distortion model for the enhancement layer

has been presented in [DL03]. It provides a powerful yet simple tool modeling

the distortion of the FGS-residue D(renh) as a function of the enhancement layer

6It is common practice in the area of quality adaptation for streaming video to resort to the
distortion measure for optimization purposes [WFLG00, CH01, CS02, DLR03].
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rate renh. This is sufficient to describe the PSNR and MSE of a video for a fixed

base layer with rate rbase, since the overall distortion depends exclusively on the

distortion introduced by truncating the enhancement information. We explain this

by means of Figure 2.7.

Frequency

Domain

Pixel

Domain

Distorted

Frequency

Domain

Distorted

Pixel

Domain

FGS Residue
Truncated

FGS Residue

FGS Base

De
FT

DFT
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Figure 2.7: Distortion model for FGS-encoded video.

The original video frames are transformed by means of the DCT from the pixel

domain (PD) to the frequency domain (FD), and vice versa by means of the inverse

transform. Although the DCT is an orthogonal transform, real encoder and decoder

introduce quantization round-off errors, which however in practice are marginal and

considered negligible:

D = DPD ≈ DFD ⇒ xi = xPD,i ≈ xFD,i, yi = yPD,i ≈ yFD,i. (2.6)

The subscript PD and FD denote the concerned quantity in the picture domain

and frequency domain, respectively. Let us refer to the base and enhancement

elements of the original signal with xbase,i and xenh,i, respectively with ybase,i and

yenh,i to the corresponding elements of the reconstructed signal. Since for rate

adaptation purposes only the enhancement layer is truncated, the elements of the

reconstructed base layer are not distorted, that is, ybase,i = xbase,i. For the distortion

it then holds that:
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D =
∑

i

(xi − yi) =
∑

i

(xi − (xbase,i + yenh,i)) =
∑

i

(xenh,i − yenh,i) = Denh. (2.7)

Obviously, the distortion of a FGS-encoded signal is a function of the enhance-

ment layer only. Thus, from the square-root model closed-form representations for

the PSNR and MSE can be defined as follows

PSNR(r) = ν1 · (r − rbase) + ν2 ·
√
r − rbase + ν3 (2.8)

MSE(r) =
x2
pp

10
ν1·(r−rbase)+ν2·

√
r−rbase+ν3

10

, (2.9)

where r and rbase denote the cumulative rate respectively the rate of the fixed

base layer such that r = rbase + renh and r ≥ rbase. Furthermore ν1, ν2 and ν3

are video sequence specific parameters, where ν3 is determined by the base layer

quality PSNR(rbase) = ν3.

2.6 Related Work

This section surveys existing work related to the thesis. We discuss end-to-end

multicast control schemes that rely on the collaboration of the sender and the

receivers or on collaboration among receivers only. They are generally referred

to as congestion control schemes, whereby control by rate adjustment represents

the natural and dominant form for streaming applications. Subsequently, work

related to sender-based optimization of the transmission rates is surveyed followed

by feedback control schemes.

2.6.1 Rate Adaptation

TCP and its congestion avoidance and control mechanisms have enabled a rapid

growth of diverse unicast applications. While the usage of corresponding mecha-

nisms for multicast is also required to provide for cooperativeness and social be-

havior, their design has proved to be a far more difficult and complex problem.

It has been recognized that multicast applications have a much wider range of

requirements, which a single, generic protocol cannot meet [Obr98]. Hence, many
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researchers have proposed various solutions for multicast transport and control since

the introduction of IP multicast [Dee89]. In the following, we focus the discussion

on more recent approaches that are partly covered in the survey of TCP-friendly

congestion control of Widmer et al. [WDM01]. Excellent surveys of earlier solutions

have been published by Diot et al. [DDC97] and Obraczka [Obr98].

Single-Rate Multicast

One of the earliest schemes for multicast rate control has been developed by Bolot et

al. [BTW94] in the context of the INRIA Videoconferencing System (IVS) [Tur94].

It belongs to the sender-driven, single-rate schemes and adapts its transmission

rate to meet the network conditions of the worst receiver. Therefore, Bolot et al.

developed a scalable feedback suppression mechanism for estimating the group size

and detecting the worst network state. Instead of requiring feedback of all re-

ceivers, DeLucia and Obraczka [DO97] proposed to use representatives of receiver

groups. Using ACK equivalent and NACK equivalent feedback messages, the rep-

resentatives inform the source about congestion state. The source then uses the

feedback to control its transmission rate with a Multiplicative Increase Multiplica-

tive Decrease (MIMD) algorithm. The concept of representatives has also been

proposed by Rizzo in Pragmatic General Multicast Congestion Control (PGMCC)

[Riz00], where a single so-called acker dictates the source for rate adaptation by

means of ACKs. The underlying window-based control strategy is similar to TCP’s

Additive Increase Multiplicative Decrease (AIMD), thus, causing frequent rate fluc-

tuations and significantly influencing the perceived quality of streaming media.

A scheme that overcomes the shortcoming of window-based adaptation is TCP-

Friendly Multicast Congestion Control (TFMCC) proposed by Widmer and Hand-

ley [WH01]. Similar to PGMCC the transmission rate is controlled by the feedback

of the limiting receiver. While the control parameter in PGMCC is the sender’s

congestion window, the rate-based control of TFMCC targets at smooth transmis-

sion of streaming media. The proposed scheme is basically a multicast extension of

TCP-Friendly Rate Control (TFRC), the state-of-the-art equation-based conges-

tion control scheme for unicast transmission. For the estimation of its TCP-fair

rate using a mathematical model, a receiver has to measure its round-trip time and

loss rate. With the calculated value of the fair share it instantiates an exponen-

tially weighted feedback timer. For feedback suppression purposes, feedback timers

are biased in favor of receivers experiencing a higher congestion state, and timers
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are canceled by reception of other receiver’s feedback message. While providing

a very promising approach for multicast streaming, TFMCC suffers the common

limitations of single-rate schemes. With the provision of only a single rate to all

receivers it cannot accommodate the latter’s heterogeneity in terms of bandwidth

capability.

Multi-Rate Multicast

Multi-rate multicast transmission is an elegant way to address the heterogeneity

challenge. One of the first working examples was Receiver-driven Layered Multicast

(RLM) developed by McCanne et al. [MJV96]. RLM utilizes a layered transmission

scheme to deliver streaming video to multicast receivers of the same session at

different quality levels. A receiver initially subscribes to the lowest layer (base

layer) and successively attempts to join the next higher layers to find its optimal

subscription level. The subscription strategy is to only perform a join attempt if

the receiver does not experience losses as congestion indication for a certain period

of time. If loss is detected the receiver will unsubscribe from the currently highest

layer. RLM’s subscription management mechanism is based on detection of loss

only and has been found to be unfair to TCP.

In an attempt to address the problems of RLM, Vicisano et al. developed

the Receiver-driven Layered Congestion Control (RLC) [VRC98]. Periodic traffic

bursts are employed for bandwidth inference and synchronization points are used to

indicate to the receivers when they may join a higher layer. To address TCP-fairness

and resemble TCP’s AIMD behavior, the bandwidth of each layer is dimensioned

such that the cumulative data rate increases exponentially. The time a receiver

has to wait before trying to join the next layer also increases exponentially with

the subscription level. As a result, the bandwidth increases proportionally to the

time required to elapse before being allowed to join the next layer. On detection of

packet loss, however, the receiver immediately unsubscribes from the highest layer.

Thus, it reacts similar to TCP by halving its rate in case of losses.

Although RLM and RLC have been developed several years ago, they are still

the most frequently cited approaches for layered multicast transmission of stream-

ing video. Nevertheless, Legout and Biersack presented a study on pathological

behaviors that both schemes might exhibit [LB00a]. The study indicates that un-

der several conditions the mechanism of RLC also may cause unfair behavior. In

order to address this issues, Legout and Biersack developed the Packet-pair Lay-
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ered Multicast (PLM) scheme [LB00b], which is based on the generation of packet

pairs for inference of the available bandwidth. This approach, however, requires all

routers to implement fair queuing.

Layered Video Multicasting with Retransmissions (LVMR) is a system proposed

by Li et al. [LPA98] that uses a hierarchy of agents in the network. These agents

collect information from the receivers in the corresponding subtree and coordinate

their group join and leave attempts. While this approach decreases the volume

of control information compared to RLM, it introduces considerable overhead in

terms of building the agent hierarchy.

So far, in all of the aforementioned multi-rate schemes the data rate of each

layer is statically allocated. Dynamic layers in multi-rate congestion control have

been introduced in Fine-Grained Layered Multicast with Dynamic Layers (FLID-

DL) [BFH+00, BHL+02] by Byers et al. and Wave and Equation Based Rate

Control (WEBRC) by Luby et al. [LGSH02]. In order to emulate rate increase and

decrease in these schemes, the bandwidth consumption of each layer periodically

decreases and increases. To maintain a constant rate, a receiver has to periodically

join a certain number of layers. In FLID-DL a receiver’s rate is reduced by the

receiver simply not joining additional layers, and it is increased by joining multiple

layers. Maintaining a constant rate in WEBRC requires a receiver to periodically

join layers at a certain point of time. Both schemes utilize a significant number

of multicast groups per session. They are closely coupled with routing and IGMP

joins and leaves introducing significant overhead in multicast group maintenance.

In order to combine the potential advantages of both sender-driven and receiver-

driven rate adaptation approaches, Sisalem and Wolisz [SW00] developed Multicast

Loss-Delay based Adaptation (MLDA), a TCP-friendly congestion control frame-

work for heterogeneous multicast. MLDA relies on receiver join and leave actions

to control short-term network load according to the current congestion state. Sim-

ilar to TFMCC, receivers measure their round trip-time and loss rate to calculate

a TCP-fair share. In addition to using this estimate for subscription decisions, re-

ceivers are expected to report their estimate to the source for sender-side adaptation

of the transmission rates. For feedback control MLDA employs partial suppression

with which the possible range of reported values is divided into several intervals.

For each interval, the well-known timer cancelation approach is applied, requiring

each receiver to see the feedback messages of the other participants. Upon having

collected the reports of a feedback round, the source evaluates the minimum and

the maximum reported values. The transmission rates are then adjusted such that
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each layer increases the rate equally.

A parallel work to ours is the Hybrid Adaptation for Layered Multicast (HALM)

proposed by Liu et al. [LLZ02]. It belongs to the class of hybrid sender- and

receiver-driven schemes and builds on some of the concepts of MLDA. The distinct

feature of HALM is optimal allocation of layer rates according to reported receiver

bandwidth capabilities, which is very similar to our approach. However, while

HALM applies network-centric optimization strategy, we contribute an application-

aware optimization metric and a corresponding optimization algorithm. Further-

more, in HALM the feedback report period scales with the number of receivers

while we employ a feedback scheme based on probabilistic sampling. Finally, in

HALM join and leave attempts are solely based on the actual fair share estimate

while our work proposes a timer-based strategy that leads to smoother subscription

behavior.

The most recent hybrid approach is Smooth Multi-rate Multicast Congestion

Control, the work of Kwon and Byers [KB03]. In SMCC layers are subject to

dynamic adaptation within predetermined bounds for each layer, which implies

a certain limit on the rate adaptation. In contrast to MLDA and HALM, each

layer employs TFMCC as the underlying control mechanism so that the rate of

each layer is dictated by the limiting receiver of the corresponding group. The

main contribution of SMCC is the probing mechanism that tackles the possible

inaccuracy of the fair share estimation algorithm. A receiver calculating a fair

share that exceeds the next higher layer’s rate does not immediately attempt to

join. Instead it subscribes to a certain subset of probing layers first in order to

emulate AIMD-like probing, and it decides to join the next layer only if the probing

succeeded without experiencing a loss. The drawbacks of SMCC stem from the

probing layers that introduce significant overhead and from the adaptation limits.

2.6.2 Stream Organization and Optimization

The objective of adaptive multi-rate multicast protocols has traditionally been the

maximization of the aggregated bandwidth of a session. Shacham presented in

[Sha92] an algorithm for allocating transmission rates such that the aggregated

quality of all receivers is maximized. Thereby, receivers belonging to the same

transmission group are assumed to have equal quality and fairness within the ses-

sion. The latter aspect makes the metric not very suitable for optimization in

heterogeneous environments. It tends to bias receivers with higher available band-
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width and it sacrifices receivers with relatively narrow capabilities.

Gorinsky and Vin adopted the above algorithm and evaluated the benefit of

adaptive transmission rates based on a linear and an arbitrarily chosen convex

utility function [GV01]. They showed that feedback-free allocation schemes might

require by the order of two more multicast groups to reach a similar level of absolute

distortion compared to the optimization-based scheme. However, while the authors

performed an extensive set of simulations by varying different parameters, their

work lacks a discussion of intra-session aspects.

Jiang et al. derived the inter-receiver fairness as an alternative metric for cap-

turing the session performance considering intra-session aspects [JAZ98]. The inter-

receiver fairness of a multicast session is defined as the weighted sum of the individ-

ual receiver fairness values. A receiver’s individual fairness is thereby expressed in

terms of a utility index that is directly related to the ratio of the receiver’s achieved

throughput to its fair share. The inter-receiver fairness is a popular representative

of intra-session metrics for multi-rate multicast optimization purposes. It has been

adopted by several other studies in recent years. In the original work the authors

limited their discussion on the case of two multicast layers and derives a heuristic

for partitioning the receivers into appropriate groups.

Yang et al. adopted the above inter-receiver fairness metric in order to cal-

culate optimal receiver partitions for multicast sessions with an almost arbitrary

number of groups [YKL00]. For this purpose the authors presented an optimization

algorithm that has time complexity O(N3) and requires O(N2) auxiliary storage

space. Liu et al. integrated a similar algorithm into an adaptation framework for

layered multicast that adapts the transmission rates according to receiver feedback

information [LLZ02]. Recently, Yousefi’zadeh et al. introduced extrapolation tech-

niques to replace the non-continuously differentiable fairness function of individual

receivers [YJ04]. Based on the extrapolated rational function they formulated the

rate allocation and partitioning problem as a two-phase iterative process [YJH05].

The proposed algorithm provides a near-optimal solution with a time complex-

ity O(N logN) and space complexity O(N) when the number of iterations is low

compared to N .

The underlying fairness function of the aforementioned solutions captures a mea-

sure of utility that is directly related to the ratio of a receiver’s achieved throughput

to its fair share. That is, the level of fairness a receiver is experiencing increases

linearly with the transmission rate until reaching the maximum value at the re-

ceiver’s fair share rate. While this definition maps from a local (bandwidth) to a
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global metric (fairness), it does neither take into account inter-session aspects nor

application-specific characteristics. In particular, the level of user satisfaction in

terms of perceived video quality is not reflected in that model, though the Internet

was designed to meet the needs of users and their applications [She95].

2.6.3 Feedback Control

Scalable feedback mechanisms are crucial building blocks for most multicast ap-

plications and protocols. The classical examples for feedback usage are reliable

multicast transport protocols that utilize feedback for positive acknowledgments

(ACKs) and negative acknowledgments (NACKs) of packets. Due to the inherent

feedback implosion problem [Dan89] and increasing interest in reliable multicast

data delivery, substantial effort has been devoted to the development of feedback

control schemes. Since in the Internet the fraction of lost packets is usually low

compared to the fraction of received packets, NACK-based feedback schemes are

considered more scalable than their ACK-based counterparts. Thus, the bulk of

research in the area of reliable multicast has resort to NACK-based schemes and

use timers for feedback suppression.

Floyd et al. in [FJL+97] presented the Scalable Reliable Multicast Framework

(SRM) that makes use of random timers. Repair requests are sent to the multicast

group rather than a specific sender and any member of the group might schedule

the transmission of a repair packet. The framework utilizes the concept of local

recovery in a way that the closer a host is to the originator of the NACK the more

probably it will send the repair. DeLucia and Obraczka proposed the use of selected

representatives of a group [DO97]. These receivers are permitted to immediately

send NACKs when experiencing a loss. All other receivers are supposed to start a

feedback timer once detecting a loss and only send a NACK if no other host has

already sent a request for that packet in the meantime. Grossglauser devised a

scheme where feedback is unicasted to the source, and receivers are not required

to listen to possible requests of others in [Gro97]. For that purpose the scheme

relies on an algorithm that sets the feedback timers deterministically based on

the proximity of receivers. Also Nonnenmacher and Biersack discussed the issue

of parameterizing the feedback timer based on session and group characteristics

[NB98]. They recommended the use of exponentially distributed timers that are

scaled with increasing session size. Liang et al. use a similar approach but include

the loss rate into the calculation of the timer [LHL00].
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There are many other schemes (for example, [Hof96] and [PSLB97]) that use

feedback suppression in order to enable the reliable transport of multicast data in

a scalable way. On the other hand, there are few proposals that rely on aggrega-

tion rather than suppression. These approaches make use of network or overlay

tree structures of multicast groups. Lehmann et al. in presented the Active Reli-

able Multicast (ARM) [LGT98] that relies on network support for caching of data

and filtering of NACKs. Kasera et al. in their work [KHTK00] rely on router

support similarly as Cain and Towsley proposing Generic Multicast Transport Ser-

vices (GMTS) [CT00]. Chawathe et al. build an multicast overlay using Reliable

Multicast proXies (RMX) [CMB00]. While the underlying mechanisms of these

solutions might generally serve the needs of our work, they require placement of

functionality into the network or at the edges.

The schemes discussed so far exploit redundancy of NACKs in order to control

the amount of feedback. Some of the mechanisms might be used for window-based

flow and congestion control, as for example in PGMCC proposed by Rizzo [Riz00].

For rate-based control of the transmission rate, however, mechanisms discriminating

between different feedback values are necessary.

Bolot et al. presented a scalable feedback method that combines a probabilis-

tic polling mechanism with increasing search scope and a randomly delayed reply

scheme [BTW94]. This scheme is used in the INRIA Videoconferencing System

(IVS) to estimate the group size and to detect the network state corresponding to

the worst positioned receiver. The probabilistic mechanism relies on random keys

generated by the source and the receivers. When soliciting feedback, the source

sends out a feedback requests containing the current network state information

and the number of significant digits of the random key. A receiver only responds

if it matches the key and it perceives the network worse than the current adver-

tised state from the sender. Feedback is suppressed by initializing the number of

significant digits to a reasonable low value and increasing it in subsequent feed-

back rounds. The scheme is not directly applicable for estimation of the bandwidth

capability distribution of the active receivers.

A novel value-based feedback scheme that modifies the well-known concept of

exponential timer-based feedback suppression has been presented by Widmer and

Fuhrmann [WF01]. It is utilized in a sender-based multicast rate adaptation scheme

[WH01] for detecting the limiting receiver of a multicast group. When a feedback

request is solicited to the group, a receiver responds to the request only if its

feedback timer is not canceled by feedback messages of other receivers. Biasing
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feedback timers in favor of receivers with a higher or lower value of the target metric

is the core contribution of this approach. Nevertheless, it requires the distribution

of receiver feedback responses to all other receivers introducing additional signaling

overhead. Similar to the preceding approach, it is also not applicable for sampling

the receiver capabilities.

Recently, research in the area of application-layer overlay networks has been

intensified. These architectures overcome the requirement of placing agents or

active routers in the network or at the edges. Chu et al. developed the End System

Multicast (ESM) [CRSZ01] that has been used for live streaming of the ACM

SIGCOMM 2002 conference. There are many more application-layer overlays, for

example, HyperCast [LB99], Overcast [JGJ+00], Scattercast [Cha03], and those

presented in [BBK02] [UKB02], to name a few. Most of them include tree-building

mechanisms that might be utilized to build feedback control overlays. However,

major issues of application-layer overlay networks are the dynamic tree management

and the implied complexity. While for small groups of tens or hundreds of receivers

overlay systems provide a very interesting alternative to native multicast, scaling

sessions to thousands and more end hosts still remains a challenge.

Although to our best knowledge there is currently no feedback scheme that

solves the issue of our work, the developed probabilistic sampling mechanism has

been partially inspired by the probabilistic suppression scheme of Bolot et al.

[BTW94].
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Stream Organization

In this chapter, we focus on the development of an algorithm for optimizing the

stream organization of a multicast session at the source. The objective of the

algorithm is to calculate the set of operational rates that maximizes an intra-session

performance index for a given number of multicast channels.

For that purpose, we first derive a model for expressing the utility and fairness

of a receiver participating in a multicast session. Basically, the model relies on the

usage of utility functions to map from the actual transmission rate to a user satis-

faction scale. The utility value of a receiver is then transformed into an individual

fairness index considering the bandwidth constrains of the corresponding receiver1.

Subsequently, we define an intra-session performance metric that captures the

average receiver utility fairness index and develop an algorithm for its optimiza-

tion. Given a predefined number of multicast channels, the algorithm calculates

the optimal set of transmission rates according to the distribution of the receiver

bandwidth capabilities. The underlying fairness model and the optimization algo-

rithm are not limited to a particular utility function but they are rather applicable

to a general class of utility functions.

Based on objective video quality measures and an existing rate-distortion model

for FGS-encoded video (see Section 2.5.1) we derive two application-aware utility

functions. Considering standard test video sequences, we use the utility models and

the developed optimization algorithm for quantitatively evaluating the impact of

1The bandwidth capability of a receiver is generally determined by constrained end device
capabilities (e.g., processing power) and/or a network bottleneck (e.g., link capacity). Without
the loss of generality, we focus on the case where only network elements limit the bandwidth
capability to a fair share value, and synonymously use the term expected and available bandwidth.

39
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the number of multicast groups and the benefit of the optimal group rate allocation

strategy.

The roadmap of this chapter is summarized in Figure 3.1.

Intra-Session

Performance Metric

Section 3.2

Section 3.4

Experimental

Evaluation

Section 3.5

Section 3.3

Receiver Fairness

Function

FGS-Model Based

Utility Functions

Optimization

Algorithm

Figure 3.1: Roadmap of the chapter on Stream Optimization.

3.1 Motivation

Native multicast is a very network-efficient transmission mode for homogeneous

environments, especially when end devices have similar capabilities and face similar

network conditions. Traditional single-rate schemes, however, cannot accommodate

heterogeneous conditions. Rubenstein et al. [RKT02] analytically showed that

multi-rate multicast sessions can achieve several desirable fairness properties that

cannot be obtained in general networks by single-rate sessions. In theory maximum

satisfaction and fairness are achieved when the number of sender-provided data

rates equals the number of distinguishable bandwidth conditions of a session. In

a heterogeneous environment such as the Internet, a corresponding transmission

scheme requires the establishment and maintenance of numerous multicast groups

per session. This implies substantial management cost regarding routing state

maintenance and signaling overhead, which can contradict the benefits gained from

the improved adaptation granularity. Last but not least, the allocation of each

additional group increases packetization overhead. From an operational point of

view a multi-rate scheme should obviously operate with only few multicast channels

per session.

Following common practice and statically allocating only a small number of

operational rates may severely degrade the performance of a multi-rate multicast



3.2. Modeling Receiver Utility Fairness 41

session. Important factors for such degradation are heterogeneous transmission

conditions and the distribution of receiver capabilities that are generally not known

in advance, and are quite likely subject to more or less pronounced dynamics.

A promising alternative to the static strategy is the adaptation of transmission

rates to the actual conditions. Applying this strategy might significantly improve

network utilization as well as collective user satisfaction without increasing network

management costs, as we show by means of experiments. However, this approach

demands for the definition of a reasonable optimization metric and an efficient rate

allocation2 algorithm at the server.

3.2 Modeling Receiver Utility Fairness

In the following section, we develop a metric for capturing the fairness value of a

receiver participating in a multicast session. In the modeling process inter-session,

intra-session, and application-specific aspects are considered. Inter-session fairness

is applied to address the fact that the Internet is based on cooperation. More

specifically, none of the flows should allocate more bandwidth than its fair share.

Intra-session aspects are captured through a function of a receiver’s operating rate

and its expected bandwidth. Finally, application-specific aspects are modeled using

a user utility function, which maps from the bit rate of a video to a user satisfaction

value (see Section 2.5.2). We refer to the resulting metric as receiver utility fairness.

3.2.1 Inter-Session Fairness

Fairness is considered a very important issue for environments such as the Inter-

net, where resources have to be shared cooperatively [JCH84, BM01]. Although

multicast fairness has been extensively studied and discussed within the last few

years [WS98, JZA99, GGHS99, ST00, Den00, LNB01, RKT02], a general consensus

is still lacking on the relative fairness between multicast and unicast traffic. Ba-

sically, bandwidth might be allocated according to different policies [LNB01], for

example, as a function of participating receivers. A multicast session might then be

given more bandwidth than a TCP connection because it serves several receivers.

On the other hand, this will penalize or even starve a TCP connection if it is shar-

ing a common link with a multicast distribution tree to a large receiver set. Thus,

2We use the term rate allocation to refer to the process of partitioning the streaming data into
a number of multicast channels at the source.
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it is also reasonable not to allocate more bandwidth to a multicast session than to

a TCP connection; the more so as TCP currently still makes 90 % and more of the

Internet traffic.

The controversy about the above issue is still ongoing. In order for our model

to be generally valid, we follow an abstract approach without the need to decide

for any of the above paradigms. We assume the fair bandwidth share of a receiver

to be determined by the underlying multicast fairness definition. This might be,

for example, a multiple of a TCP connection or a TCP-compatible rate as defined

in [BCC+98].

As already stated in the introductory part of this dissertation, we assume the

Internet to provide only a best-effort service. End systems are expected to adopt

the “social” rules and behave cooperatively in order to contribute to the stability

of the Internet. Few flows sharing a bottleneck might experience degradation of

QoS, such as increased loss rate or delay, even if one or more flows are only slightly

misbehaving. Similar misbehavior in a environment of high statistical multiplexing

might not necessarily lead to a severely degraded QoS experience, neither for the

greedy flow nor the others. For example, if a single flow is aggressive and gets more

bandwidth allocated than its fair share, the effect can usually be absorbed by the

body of all sessions sharing the bottleneck. In that case, it might be negligible.

However, the more flows apply this aggressive strategy, the higher is the impact on

the experienced QoS and finally on the overall stability.

In the preceding paragraph we took a very simple reflection of a rather complex

topic, which is subject to many research efforts. It is out of the scope of our work

to contribute to this research area; consequently, in our model we apply a rather

conservative policy and assume that a flow should not be allocated more than its

fair bandwidth share. The detailed determination of this value will be discussed in

Chapter 5.

3.2.2 Receiver Fairness Function

A widely-used receiver fairness function that maps from the actual operating rate

to a fairness value has been originally defined by Jiang et al. [JAZ98]. This metric

captures the individual fairness fi(r) of a receiver i as a linear function of its

operating rate r, that is, its actual received rate, and the receiver’s fair share r∗i in

the range 0 ≤ r ≤ r∗i . For r > r∗i the fairness decreases as data is lost. Thereby,

a receiver is allowed to specify a maximum acceptable loss tolerance ξi, indicating
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the maximum fraction of transmitted data that can acceptably be lost:

fi(r) =







min(r∗
i
,r)

max(r∗
i
,r)

if 0 ≤ r ≤ r∗
i

1−ξi .

0 otherwise.
(3.1)

The function in Equation 3.1 captures a measure of utility that is directly related

to the ratio of a receiver’s achieved throughput to its fair share. That is, the level

of fairness a receiver is experiencing increases linearly with the transmission rate

until reaching the maximum value at the receiver’s fair share rate. While this

definition maps from a local (bandwidth) to a global metric (fairness), it does

neither take into account the inter-session aspects elaborated in Section 3.2.1 nor

application-specific characteristics. In particular, the level of user satisfaction in

terms of perceived video quality is not reflected in the model.

However, since the Internet was designed to meet the needs of users and their

applications, network performance must not be measured in terms of network-

centric quantities but rather in terms of the degree to which it satisfies the service

requirements of user applications [She95]. For that purpose, user utility functions

based on subjective assessment or mathematical quality measurements such as the

PSNR and MSE can be used (see Section 2.5).

Receiver Utility Fairness

To overcome the aforementioned limitations, we extend the original metric to access

the receiver fairness as a general function of the receiver utility u, which we refer

to as the receiver utility fairness throughout this thesis:

fi(r) =







u(r)
u(min{r∗

i
,rmax}) = u(r)

ui
if 0 ≤ r ≤ min{r∗i , rmax}.

0 otherwise.
(3.2)

In Equation 3.2 the fairness function is generalized to the ratio of the utility

u(r) experienced at the operational rate r to the utility ui = u(ci) a receiver i would

achieve when the transmission rate equals its bandwidth capability ci. We define

the latter as ci = min{r∗i , rmax}, where r∗i denotes the receiver’s optimal operational

rate (i.e., its fair share) and rmax is the highest possible rate provided by the server.

The receiver utility fairness function is a wide-sense increasing function that

satisfies the following constrains:
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1. fi(r) = fj(r) if ci = cj.

The utility function is transferable making receivers’ fairness indices compa-

rable and summable.

2. fi(r) ∈ [fmin, fmax].

The fairness value is normalized to a quantity between fmin = 0 and fmax = 1.

3. fi(r) = fmax if r = ci.

The fairness value is maximized when the operational rate r equals a receiver’s

bandwidth capability ci.

4. fi(r) < fmax if r 6= ci.

The function has only a single maximum.

5. dfi(r)
dr
≥ 0 if 0 ≤ r < ci.

The fairness function is non-decreasing in the interval [0, ci).

Note that, in accordance to the inter-session considerations elaborated in Section

3.2.1, the ratio of the utility values in Equation 3.2 is constrained to values r ≤ r∗i
if r∗i ≤ rmax. This matches the common practice since multicast congestion control

generally relies on receiver-driven group join and leave decisions. That is, if the

transmission rate exceeds the fair share of a receiver, the congestion indication

should force the receiver to leave the corresponding group.

While incorporating the original aspect of inter-receiver fairness, our model

furthermore allows for an easy integration of utility functions that map the rate

of the delivered video to an application-aware performance measure. The latter is

usually obtained from rate-distortion characteristics or perceptual video measures

in the context of video transmission, as discussed in Section 2.5.

3.3 Optimizing Group Rates

The derived metric for capturing the fairness of individual receivers participating

in a multicast session provides means for intra-session performance evaluation and

optimization. Thus, in the following section we introduce some basic terms and

derive an intra-session performance metric to continue with the formulation of the

optimization problem and development of a corresponding algorithm.
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3.3.1 Intra-Session Performance Metric

Suppose that there are N destinations in a multi-rate multicast session having fair

shares r∗1, . . . , r
∗
N and corresponding bandwidth capabilities c1, . . . , cN . Further-

more, the streaming server is expected to transmit the video at a given and limited

number L of different quality levels ql. In the following, we assume that the quality

levels are ordered such that a higher index l indicates a higher quality level.

We define g1,L = (g1, . . . , gL) to denote an L-tuple of distinct receiver group rates

that correspond to the different quality levels. Since normally a higher quality level

implies a higher data rate, for the components of g1,L it follows that gi < gj if i < j.

Note that the term receiver group rate is used to denote the receiving rate of

the group of destinations that is receiving the content at the same quality level.

In the case of layered transmission, a receiver of group l is subscribed to the mul-

ticast channels 1 through l, and gl equals the sum of the transmission rates of all

subscribed multicast channels. In the case of replicated streams, a receiver is sub-

scribed to a single multicast channel only so that gl equals the transmission rate of

that particular channel.

Since the local objective of each receiver is to maximize its utility under the

inter-session constrains, a receiver i will normally choose to become member of the

receiver group l that provides the highest possible group rate gl considering the

receiver’s bandwidth capability ci.

As a consequence, for the actual operational rate ri of the receiver i it follows:

ri = ri(g1,L) = max{gl : gl ≤ ci}. (3.3)

Figure 3.2 illustrates the interrelation of the bandwidth capabilities and the

group rates.

bandwidth

capabilities

possible

group rates
gl-1

ci-4 cici-1 ci+1 ci+4

gl gl+1

Figure 3.2: Schematic illustration of the interrelation of the receiver bandwidth capa-
bilities and the group rates.
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Intra-Session Utility Fairness

By generalizing the definition of the inter-receiver fairness from [JZA99], we define

the intra-session utility fairness to capture the intra-session performance in terms

of the average value of the individual receiver utility fairness values:

U =
1

N

N
∑

i=1

fi(ri). (3.4)

Using Equation 3.3, the intra-session utility fairness can then be expressed as a

function of the vector g1,L of allocated group rates:

U(g1,L) =
1

N

N
∑

i=1

fi(gl). (3.5)

It gives a measure of how fairly the receivers of the same multi-rate multicast

session are served by the provided receiver group rates considering user utility.

3.3.2 Optimization Algorithm

Since the Internet was designed to meet the needs of users, a network service

should be measured in terms of an application-aware user utility [She95]. We

follow this requirement in contrast to most of the existing approaches that neglect

this fundamental requirement and perform optimization based on network-centric

quantities such as the bandwidth. Consequently, the optimization objective of our

work can be described as follows:

Partition the video data into a given number of distinct multicast groups

such that the resulting tuple of allocated group transmission rates max-

imizes the intra-session utility fairness.

Let G1,L denote the set of possible L-tuples of group rates. Using Equation 3.3

and Equation 3.5 the optimization problem is then formally stated as:

maximize
g1,L∈G1,L

U(g1,L)

subject to G1,L = {g1,L : gl−1 < gl ∀l ∈ {1, . . . , L}},
(3.6)

and can be solved by an iterative procedure, as we present subsequently.

Let gl,m = (gl, . . . , gl+m−1) denote an m-tuple of consecutive components of

the group rate vector g1,L and Gl,m = {gl,m : gk−1 < gk ∀k ∈ {l + 1, . . . ,m}} the
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corresponding set of possible m-tuples. We then define the aggregate utility fairness

F of an m-tuple as follows:

F (gl,m) =
∑

gl≤ci<gl+1

fi(gl) + . . .+
∑

gl+m−1≤ci<gl+m

fi(gl+m−1), (3.7)

and the aggregate utility fairness of the lth receiver group as:

F1(gl) = F (gl,1) =
∑

gl≤ci<gl+1

fi(gl). (3.8)

Applying the above notation to Equation 3.5 and assuming gL+1 > gL and

gL+1 > ci for all i ∈ {1, . . . , N}, we can rewrite the intra-session utility fairness as:

U(g1,L) =
1

N
F (g1,L), (3.9)

Obviously, to maximize U(g1,L) is equivalent to maximizing F (g1,L), which leads

to the following recursive expression:

F̂ (g1,L) = max
g1,L∈G1,L

F (g1,L)

= max
g1,L∈G1,L

{F1(g1) + . . .+ F1(gL)}

= max
gL

{

max
g1,L−1∈G1,L−1

{F1(g1) + . . .+ F1(gL−1)}+ F1(gL)

}

= max
gL

{

F̂ (g1,L−1) + F1(gL)
}

, (3.10)

and can be solved by means of dynamic programming to find the optimal group

rate vector.

Reducing Complexity

In practical terms, the possible values that can be assigned to the L group rates

g1, . . . , gL generally depend on the underlying encoding of the content. FGS-

encoded video can be truncated and striped at a bit-level granularity allowing the

selection of almost any arbitrary bandwidth value. This comes with an increased

computational complexity: for a multicast session of L channels and M possible

rate allocation levels there are
(

M
L

)

possible combinations for choosing the group

rates.
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However, considering some characteristics of the FGS codec and the general

constrains of the utility function allows us to reduce the complexity in order to

make the optimization problem more tractable:

1. Recall that scalable codecs usually provide a base quality with a predeter-

mined rate rbase, and limit the transmission rate to the rate rmax that cor-

responds to the highest available quality level. Thus, the rate of the first

receiver group equals the base layer g1 = rbase, and the transmission rate of

the highest order group cannot exceed the maximum rate gL ≤ rmax.

2. From properties 3–5 of the receiver utility fairness discussed in Section 3.2.2

and from Equation 3.8 it follows that the aggregate fairness function F1(gl)

of group l has only discontinuity points for gl = ci. Furthermore, it is a

piecewise wide-sense increasing function in the intervals Ii = [ci, ci+1):

d

dgl
F1(gl) =

∑

gl≤ci<gl+1

d

dgl
fi(gl) ≥ 0 ∀gl ∈ Ii. (3.11)

This implies that it is sufficient to test for the endpoints of the intervals Ii
in order to find the optimal set of group rates to maximize the overall intra-

session performance.

The optimization problem can be finally reformulated as:

maximize
g1,L∈G1,L

F (g1,L)

subject to G1,L = {g1,L : gl−1 < gl ∀l ∈ {2, . . . , L}},
g1 = rbase,

gL ≤ rmax < gL+1,

gl ∈ {c1, . . . , cN} ∀l ∈ {1, . . . , L},

(3.12)

and can be solved by applying a dynamic programming algorithm similar to [YKL00].

The corresponding algorithm has time complexity and auxiliary storage space re-

quirements O(N2) for the precomputation of the aggregate group fairness indices.

The calculation of the optimal receiver groups implies O(N2) time complexity.

However, we have found a more efficient algorithm by exploiting the character-

istics of the underlying fairness function for the precomputation. Expressing the

receiver utility fairness function fi(gl) = u(gl)
u(ci)

in Equation 3.8 and rearranging it

leads to the following formula:
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F1(gl) =
∑

gl≤ci<gl+1

u(gl)

u(ci)

= u(gl)
∑

gl≤ci<gl+1

1

u(ci)

= u(gl)





∑

ci≥gl

1

u(ci)
−

∑

ci≥gl+1

1

u(ci)



 . (3.13)

In the above form the precomputation requires only the iterative summation of

the inverses of the receiver utilities reducing both time complexity and auxiliary

storage space to O(N), as shown in Algorithm 3.1.

3.4 Deriving Utility Functions

In order to perform quantitative performance analysis based on the derived utility

fairness function and the developed optimization algorithm, we present reasonable

utility functions in this section.

The use of objective and state-of-the-art measures for accessing the distortion

and quality of a video signal, namely the MSE and PSNR, has been introduced in

Section 2.5.3. In the following, we first derive the general receiver utility function

u(r), and subsequently map the values obtained by the mathematical measurements

to a utility value expressed in terms of a Mean Opinion Score (MOS) scale ranging

from 1 (best) to 5 (worst) according to [ITU02].

Scalable video codecs are usually parameterized such that the base layer is

encoded in order to provide a minimum acceptable quality while still supporting

receivers with low bandwidth capabilities. Consequently, we map the quality at the

base rate rbase to the minimum utility value umin = u(rbase) = 1. Furthermore, the

maximum utility is achieved when there is no impairment between the original video

and the reconstructed video. This is the case when the video is received with the

maximum possible rate rmax provided by the server, so that umax = u(rmax) = 5.

We then formally state the utility function as:

u(r) = umin +

r
∫

rbase

d

dx
u(x)dx if rbase ≤ r ≤ rmax. (3.14)
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Input:
N – number of receivers
L – number of receiver groups
ci – bandwidth capability of the ith receiver.
rbase – data rate of the base stream

Output:
F̂l[i] – maximum aggregate fairness for receivers 1 to i and l groups
s[i] – sum of reciprocals of the utilities of receivers i to N

kl[i] – index of the first receiver of the lth group for F̂l[i]
gl – optimal transmission rate for the lth group

// Precompute sum of reciprocals of receiver utilities
s[N + 1]← 01

for i← N to 1 do s[i]← s[i+ 1] + 1/u(ci)2

// Calculate optimal receiver groups
for i← 1 to N do F̂1[i]← u(rbase) · (s[1]− s[i])3

for l← 2 to L do4

for i← 1 to N do5

F̂l[i]← F̂l−1[i]6

kl[i]← i+ 17

for j ← 1 to i− 1 do8

Ftmp ← F̂l−1[j] + u(cj+1) · (s[j + 1]− s[i])9

if Ftmp > F̂l[i] then10

F̂l[i]← Ftmp11

kl[i]← j + 112

end13

end14

end15

end16

// Assign optimal group rates
g1 ← rbase17

i← N18

for l← L to 2 do19

k ← kl[i]20

gl ← ck21

i← k − 122

end23

Algorithm 3.1: Pseudo-code for optimal rate allocation algorithm.
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As previously discussed, a quality metric q(r) that is assumed to correlate with

the user utility exhibits similar marginal gain in the allowed range rbase ≤ r ≤ rmax:

d

dr
u(r) = ηq

d

dr
q(r), (3.15)

where ηq denotes a normalization factor that can be straight-forwardly derived from

Equation 3.14 for rmax, which leads to:

u(r) = umin +
umax − umin

q(rmax)− q(rbase)
(q(r)− q(rbase)) . (3.16)

For the purpose of this work we derive two instantiations of the utility function

based on the PSNR and MSE as previously motivated:

d

dr
q(r) =

d

dr
PSNR(r) ⇒ uPSNR(r) = 1 + 4

PSNR(r)− PSNR(rbase)

PSNR(rmax)− PSNR(rbase)
, (3.17)

d

dr
q(r) = − d

dr
MSE(r) ⇒ uMSE(r) = 1 + 4

MSE(rbase)−MSE(r)

MSE(rbase)−MSE(rmax)
. (3.18)

3.5 Experimental Evaluation

In this section, we examine the performance of our group rate allocation scheme for

MPEG-4 FGS-encoded video sequences under a variety of group characteristics. We

study the achievable performance and compare it with traditional static schemes

using instantiations of the utility function from Equation 3.17 and 3.18 with the

square-root model from Equation 2.8 and Equation 2.9, respectively.

All experiments have been conducted with the parameters for three differ-

ent video test sequences—Foreman, Coastguard, Earphone—used in the standard-

ization process of MPEG-4. The coding parameters and the parameters of the

square-root model are listed in Appendix A. The base layer is encoded with

rbase = 128 kbps, and the maximum transmission rate is set as high as rmax =

20 · rbase = 2, 560 kbps to accommodate a high level of heterogeneity regarding re-

ceiver bandwidth capabilities. Figure 3.3 shows the resulting utility curves for the

three video sequences. Since the results for all three video sequences proved to

be very similar, in the remainder of the work we only illustrate the results of the

experiments performed for the Foreman video.
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Figure 3.3: Receiver utility fairness function for different video sequences encoded with
rbase = 128 kbps and rmax = 2, 560 kbps.

For each experiment we calculated the mean value of 30 independent experi-

ments, and in order to reveal the significance of the results we calculated the two-

sided 95 % confidence intervals. Each experiment is based on sets of N = 1, 000

receivers with capabilities directly modeled as coming from different distributions

(see Appendix B):

Uniform. Receiver capabilities are evenly distributed over the interval [rbase, rmax].

This is basically the most difficult distribution regarding optimization, since

there is no distinct mode where capabilities are clustered around. Thus, it is

considered the worst-case scenario in our experiments and the intra-session

performance is expected to be lowest compared to all other distributions.

Normal. The receiver capabilities are normally distributed N( rmax−rbase

2
, rmax

8
).

Receiver capabilities are clustered around the mean and are relatively ho-

mogeneous. As a consequence, this is a rather optimistic configuration and

expected to provide comparably high intra-session performance for even a

very small number of multicast groups.

Multi-modal. The receiver capabilities are assumed to belong to three different

clusters with distinct modes. Each cluster is bounded on the left side by the

base rate rbase, and on the right side by its mode. The capabilities of each

cluster are beta distributed B(7, 1) such that the density is the highest close

to the corresponding mode. We assume the following three modes and their
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proportion of the total number of receivers: 1 Mbps 40 %, 2 Mbps 40 %, and

3 Mbps 20 %.

Measurement-based. While the former distribution are based on theoretical

models, the last distribution we use is based on data measured over the In-

ternet as explained in Appendix B.5. We thus consider it a more realistic

distribution for large and widely distributed sessions.

3.5.1 Impact of the Number of Transmission Rates

In a first experiment we study the performance of the optimal allocation scheme

with respect to the available number of multicast groups. Figure 3.4(a) and Fig-

ure 3.4(b) show the resulting mean values of the intra-session utility fairness for the

PSNR-based respectively MSE-based utility function over the number of groups.

Note that we did not include the confidence intervals since they proved to be very

small, which confirms the statistical significance of the results.
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Figure 3.4: Achievable intra-session utility fairness with the adaptive allocation strategy
for different receiver capability distributions.

We generally observe that there is a significant increase in intra-session perfor-

mance (intra-session utility fairness) for up to four quality levels when group rates

are allocated according to the optimal strategy utilizing our algorithm. For all

tested distributions and both utility functions four multicast groups already pro-

vide intra-session performance of over 80 %. Compared to the single-rate case, four

layers increase the intra-session utility fairness index by over 25 % for the PSNR-

based metric and over 40 % for the MSE-based metric. The gain for each additional
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layer is marginal so that the relative improvement for ten groups compared to four

groups is approximately within 10 %. Since the implied costs for establishing and

maintaining additional multicast groups are increasing much faster, we consider

the allocation of four rate-adaptive multicast groups to provide a reasonable com-

promise. This observation holds for possible transmission rates in the interval

[rbase, 20 · rbase]. For a constant number of multicast groups and increasing interval

size, the intra-session performance will decrease; to reach a comparable perfor-

mance level the number of allocated groups would have to be increased. In similar

experiments for a range of the transmission rate of [rbase, 40 · rbase], we obtained

comparable results for the intra-session utility fairness when five respectively six

groups were allocated.

Figure 3.4 also demonstrates that the optimization scheme provides better re-

sults for the normal and multi-modal distributed sets when compared to the uniform

and measurement-based distributed sets. Both of the former have both modes with

clustered capabilities so that a single multicast group allocated close to a mode will

significantly increase the aggregate utility fairness of that group. In contrast, the

latter two distributions do not provide distinct clusters or modes.

3.5.2 Comparison with Static Allocation Strategies

In the next experiments, we compared the optimal allocation strategy to traditional

additive and multiplicative strategies.

Schemes using an additive strategy organize their provided streams such that

group transmission rate is increased by a constant value for each subsequent group:

gl = rbase +
l − 1

L− 1
(rmax − rbase) for 1 ≤ l ≤ L, L > 1. (3.19)

For the multiplicative strategy, streams are organized such that the transmission

rate of each subsequent group is scaled by a constant factor:

gl = rbase

(

rmax
rbase

)
l−1
L−1

for 1 ≤ l ≤ L, L > 1. (3.20)

The results of the experiments for different receiver capability distributions are

illustrated in Figure 3.5 for the PSNR-based utility function and in Figure 3.6 for

the MSE-based utility function.

We observe that for a small number of groups the optimal allocation strategy
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Figure 3.5: Performance in terms of PSNR-based intra-session utility fairness achieved
for different rate allocation strategies and distributions of receiver bandwidth capabilities.

outperforms the adaptive as well as the multiplicative strategy. The difference

when allocating four layers ranges from 12 % to almost 20 % in the case of the

PSNR-based utility function for the uniform, normal and multi-modal distributed

capability sets (see Figure 3.5(a)–3.5(d)). While for the measurement-based sets

the optimal scheme clearly outperforms the additive strategy by similar values, the

difference to the multiplicative scheme is around 4 % (see Figure 3.5(d)).

Due to the pronounced concave characteristics of the MSE-based utility func-

tion, the marginal utility only slightly increases for higher transmission rates (see

Figure 3.6). Hence, the optimal strategy applied to four groups outperforms the

other strategies by 7–17 %, which are slightly lower values compared to the PSNR-

based results. For the measurement-based distribution and additive strategy how-
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Figure 3.6: Performance in terms of MSE-based intra-session utility fairness achieved
for different rate allocation strategies and distributions of receiver bandwidth capabilities.

ever the difference is approximately 29 % (see Figure 3.6(d)).

The above results prove the superiority of an optimal allocation scheme when

compared to adaptive and multiplicative strategies. However, depending on the dis-

tribution of the receiver capabilities the performance difference by means of average

receiver utility fairness might not always justify the computational overhead of the

optimization algorithm. Thus, in Figure 3.7 and 3.8 we illustrate the distribution

of the PSNR-based receiver utility fairness indices for the different distribution.

For all four distributions we observe that the optimal allocation scheme pro-

duces a lower degree of variations regarding the distribution of the fairness indices,

which are clustered between 0.8 and 1.0. Thus, even in the case of measurement-

based capability distributions the fraction of receivers with a very high degree of
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Figure 3.7: Distribution of the receiver utility fairness indices for different rate allocation
strategies and distributions of receiver bandwidth capabilities if four multicast channels
are allocated to the session.

experienced receiver utility fairness is larger than for both other distributions. For

example, our algorithm calculates the four transmission rates such that approxi-

mately 65 % of the fairness indices are within the interval [0.8, 1.0], while for the

multiplicative strategy less than 50 % are within the same range.

Summarizing our results, we found that providing four multicast groups and op-

timizing their transmission rates seems to provide reasonable results. Our optimal

rate allocation scheme generally outperforms static allocation strategies regarding

the achieved average receiver utility fairness and the distribution of the individual

fairness indices. The benefit compared to static allocation strategies depends on
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Figure 3.8: Distribution of the receiver utility fairness indices for different rate allocation
strategies and distributions of receiver bandwidth capabilities if four multicast channels
are allocated to the session.

the underlying receiver capability distribution and ranges from 4 % to almost 40 %.

Although for some distributions, the multiplicative strategy performs similarly re-

garding the average fairness, our strategy is much more flexible and adapts the

transmission scheme to actual underlying conditions. This is an important feature

in environments such as the Internet where network and receiver conditions are

unpredictable and highly dynamic.
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3.6 Summary

In this chapter, we have derived a model for capturing the fairness of a multicast

receiver based on a general class of utility functions. While existing work formu-

lates fairness in terms of network utilization, our model allows for capturing an

application-aware measure. Based on our fairness definition, a performance metric

for multi-rate multicast sessions has been devised and an algorithm for optimal

allocation of the group transmission rates has been developed.

Subsequently, we adopted a recently presented square-root model for FGS-

encoded video to derive a PSNR-based and an MSE-based instantiation of the

user utility of streaming video. Although the assumed correlation of the objec-

tive measures with subjective assessment might be arguable, we emphasize that

the goal of this work has been the provision of a general model for capturing an

application-aware receiver utility fairness rather than an accurate subjective video

quality metric. Our fairness index allows to easily adopt a utility function, for

example, based on objective measures that correlate highly with subjective per-

ception. Thus, the two instantiations of a utility function are intended to provide

means for quantitative evaluation by approximating the expected range of accurate

utility models.

Equipped with the PSNR-based and MSE-based utility functions, we performed

a quantitative evaluation of our optimization algorithm. By means of simulations

we showed that for scalable transmission rates from 128 kbps up to 2, 560 kbps a

significant improvement of 25–40 % can be achieved when allocating four groups

instead of a single multicast group. Furthermore, a comparison of the optimal

allocation strategy with static strategies revealed that for heterogeneous receiver

capabilities our scheme can significantly improve the intra-session performance for

different distributions of the capabilities, which is not possible with static strategies.
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Chapter 4

Feedback Control

The major focus of this chapter is on the development of a feedback mechanism

that allows for collecting status information from receivers in a scalable way. The

proposed feedback scheme is light weight and based on probabilistic sampling, thus,

allowing the amount of feedback to be configured to a target level within some

statistical bounds. More specifically, the server polls the members of a multicast

session for feedback and each receiver replies with the probability signaled by the

source. We therefore adopt an exiting technique for multicast session size estimation

and develop a mechanism for dynamic adjustment of the estimated session size and

feedback probability.

Using the proposed feedback scheme, the streaming server samples status infor-

mation from the set of participating receivers. The server can then adjust the group

transmission rates based on the sampled values in order to optimize intra-session

fairness as discussed in Chapter 3. In an attempt to reduce the error introduced

by data sampling, we develop a statistical model to approximate the receiver ca-

pability distribution based on the collected samples. For that purpose, we exploit

existing work on Internet traffic measurement.

In the subsequent experimental analysis, the results of model-based optimization

are evaluated and compared to the results achieved with an alternative approach.

The latter relies on directly using the sampled report values to calculate the trans-

mission rate vector. Particularly, we explore the influence of the sample size on

the achieved intra-session fairness for several theoretical and measurement-based

distributions of receiver bandwidth capabilities.

Figure 4.1 illustrates the roadmap of this chapter.

61
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Figure 4.1: Roadmap of the chapter on Scalable Feedback Control.

4.1 Motivation

In Chapter 3 we developed a mechanism for optimally allocating and adapting

transmission rates of a multi-rate multicast session. Thereby, sender-side knowledge

of the receiver capability distribution has been assumed, which is required by the

underlying optimization algorithm.

A scalable solution to estimate a receiver’s actual status is only possible to be

implemented at the receiver itself. Consequently, each receiver is assumed to have

information about its bandwidth capability, for example, measured and calculated

utilizing implicit network signaling (an appropriate technique will be introduced

in Chapter 5). However, the streaming server needs to collect status information

from the receivers by means of feedback in order to gather global knowledge. Once

knowledge about the receiver capability distribution is available at the server, the

latter can optimize the transmission rates of the session.

From the perspective of stream optimization, the sender would ideally solicit

each receiver to send its actual status information. Though, requiring each receiver

to frequently send report messages can easily lead to scaling problems. In the

worst case, a multicast control scheme faces the well-known feedback implosion

problem illustrated in Figure 4.2. First described by Danzig [Dan89], feedback

implosion occurs when an entire multicast group synchronously or within a short

term generates receiver reports that are sent back to the source. It can swamp

nodes and links on the feedback path as well as the source, hence causing unstable

conditions. Therefore, an efficient feedback control mechanism is necessary that

keeps the feedback traffic bounded.
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Figure 4.2: Feedback implosion resulting from a synchronously generated bunch of
feedback messages.

4.2 Feedback Control Scheme

In order to bound the feedback traffic and avoid feedback implosion, the reporting

time interval of each receiver might be eventually scaled down as proposed in the

Real-Time Transmission Control Protocol (RTCP) [SCFJ03]. However, in that

case the duration of a feedback round, that is, the overall time needed to collect

an actual report of each receiver, scales linearly with the session size. Hence, the

frequency of performing source-based stream adaptation decreases significantly for

large groups. Furthermore, the fraction of status reports that becomes obsolete

before a report round ends increases due to the dynamic nature of the Internet.

This implies a higher imprecision with respect to the derived capability distribution

and consequently a suboptimal stream organization.

Recall that the rate allocation algorithm in Chapter 3 depends only on the

receiver bandwidth capability distribution. Since status reports of individual re-

ceivers are independent, using the common approach of timer-based suppression

(see Section 2.6.3) is not very efficient. It requires each receiver to start a random

timer before sending a feedback message and listen for the reports of other receivers

on a multicast channel. If the observed feedback messages fulfill a certain condi-

tion before the timer expires (for example, the number of messages exceeds a given

threshold), the corresponding receiver refrains from sending its status report.

With the aforementioned timer-based suppression approach, feedback decisions

are subject to global knowledge. Thus, distribution of individual receiver reports

to all participating hosts is required implying additional overhead. In contrast,



64 Chapter 4. Feedback Control

our scheme relies on probabilistic sampling whereby individual feedback decisions

are made independently. Furthermore, control of feedback bandwidth and sample

size is provided within statistical bounds. A detailed description of the underlying

techniques is given following overview of the design.

4.2.1 Design Overview

Our feedback scheme is based on the usage of a probabilistic approach for choosing

a target number of receivers that are supposed to send status reports. Figure 4.3

summarizes the basic idea underlying the feedback control scheme by means of a

flowchart.

Assign

receiver feedback

probability p

Adapt

transmission rates

Solicit feedback

and announce p

Perform Bernoulli

experiment using p

Collect and process

feedback messages

Wait for next

feedback round

Send status report

Successfull ? 

Server Receivers

no

yes

Figure 4.3: Flowchart overview of the feedback control scheme.

The selection of each receiver is performed independently in a distributed man-

ner. Therefore, the sender announces a particular receiver report probability p to all

participating end hosts. The announcement message triggers each receiver to per-

form a Bernoulli trial using the provided probability. If the outcome of a receiver’s
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random trial is positive, it sends a status report reflecting its actual bandwidth

conditions (i.e., its fair share) within a given feedback time interval. Otherwise, it

refrains from reporting and waits for the next feedback round. Upon having col-

lected the receiver reports, the server uses the sample for input to the optimization

algorithm and adapts the transmission rates accordingly. The process is repeated

periodically or according to any other strategy.

The main control parameter of our approach is the probability p for the success

of a Bernoulli trial. For proper choice of value for the latter the target sample

size and the actual session size are required. While the target report number is

predetermined, the actual receiver population size is unknown and varies. It needs

to be dynamically estimated at the server during the session for calculation of a

reasonable feedback probability.

For the purpose of initial session size estimation, we adopted an end-to-end

algorithm proposed Friedman and Towsley [FT99] that extends the work of Bolot

et al. [BTW94]. The algorithm needs several polling rounds using a low and

constant value for the feedback probability in order to calculate an estimate. This

requirement makes the algorithm unfeasible to be applied frequently. Consequently,

we develop an efficient algorithm for dynamically adjusting the session size estimate

and the feedback probability in every feedback round. As a result, the feedback

control process at the server consists of basically two parts:

1. Initialization. When the session size is unknown (or the estimate considered

invalid/obsolete), feedback probability is set to a very low value. It is then

increased after each feedback round until the number of feedback messages

becomes sufficiently large. Having the sample size reached a threshold value,

the algorithm aggregates feedback samples over several round at constant

feedback probability in order to estimate the session size.

2. Dynamic adjustment. Using the estimated session size, the server proba-

bilistically polls the receiver set for feedback. The actual sample size is then

used to update the session size and the feedback probability in every feed-

back round. However, if a certain critical condition is violated indicating an

invalid session size estimation, the feedback probability is reduced and the

mechanism reenters the initialization step.

The sender-side control process is depicted Figure 4.4, which guides through

the following discussion. However, before we continue with a detailed description
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Figure 4.4: Flowchart illustration of the different phases of the feedback scheme.



4.2. Feedback Control Scheme 67

of the control mechanism, we first discuss the underlying sampling process and its

limitations in terms of precision.

4.2.2 Control Precision

The sampling process in each feedback round is mathematically described as an

experiment of independent Bernoulli trials. Each receiver trial is modeled by a

random variable, which can take only two values: 1 (“success”) for sending feedback,

and 0 (“failure”) for refraining from reporting. In the remainder, we refer to the

probability of success as the success probability p. Since all receivers perform

identical but independent trials, the number of feedback messages sent per round

is modeled by a random variable X that follows a binomial distribution BD(N ; p).

The corresponding probability function is given by:

Pr(X = n) =

(

N

n

)

pn(1− p)N−n, (4.1)

where N denotes the number of receivers performing the experiment (i.e., the pop-

ulation size), and p the success probability. The expected value and the variance

of X are computed as follows:

E(X) = Np, (4.2)

V (X) = Np(1− p). (4.3)

Considering a target number of feedback messages n∗ and knowledge about the

receiver population size N , the success probability can then be calculated using

Equation 4.2 as p = E(X)
N

= n∗

N
.

Normally, a multicast session is expected to have a reasonable large population

size. Otherwise, the multicast transmission mode is not very efficient and scalability

is not an issue. Furthermore, a valid assumption is to consider the target number of

feedback messages n∗ reasonable high so that V (X) > 9 holds. The latter is a rule

of thumb [Sac02] to apply the well-known De Moivre-Laplace theorem. It states

that a normal distribution provides a very close approximation to the binomial

distribution when N is large and Np is not extremely close to either 0 or N . Thus,

for further analysis we can approximate the distribution of the number of feedback

messages by a normal distribution N(µ;σ) with a probability function defined as

follows:
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Pr(X = n) =
1

σX
√

2π
e
− 1

2

(

n−µX
σX

)2

, (4.4)

where µX = E(X) = Np and σ2
X = V (X) = Np(1− p).

The above form allows to easily calculate the statistical bounds for the expected

sample size. More precisely, the two-sided confidence interval (CI) for which there

is a probability 1− α that the number of reporting receivers is within the limits of

the interval follows:

Pr(|X − n| ≤ ε) = 1− α, (4.5)

where

ε = z1−α/2
√

Np(1− p), (4.6)

is the interval’s half-length and z1−α/2 is the (1 − α/2) quantile of a unit normal

variate. Figure 4.5 shows that for a significance level of α = 0.01 the interval’s

half-length is less than 30 over a broad range of the population size and reasonable

target sample sizes1.

 10
 100

 1000 10000
 100000

 1e+006

Number of Receivers
 20

 40
 60

 80
 100

Target Number of
Reports per Round

 0

 10

 20

 30

CI Half-Length

Figure 4.5: Half-length of the double-sided confidence interval for a significance level of
α = 0.05.

Providing a numerical example, with a target sample size of n∗ = 50 in 99 %

of the feedback rounds the actual sample size is expected to be within the interval

[32, 68]. The results indicate that the probabilistic sampling approach provides

sufficient statistical bounds for the purpose of feedback suppression in the context

1The study of a reasonable sample size follows in Section 4.4.
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of this work.

4.2.3 Initialization

For a proper choice of the feedback success probability, knowledge about the session

size is required at the server. A corresponding mechanism for that purpose is

provided by RTCP [SCFJ03] when the latter is used as the underlying control

protocol. The mechanism requires feedback from all participants increasing the

feedback time interval for scalability reasons as the session size increases. Hence, it

implies a high delay and the quality of the estimate becomes rather poor for large

groups.

For initial session size estimation in our feedback control scheme, we adopt the

algorithm originally proposed by Bolot et al. [BTW94] and extended by Friedman

and Towsley [FT99]. It basically consists of a two-phase iterative process as de-

picted in Figure 4.4. The corresponding variables and parameters used are:

i – index of the polling/feedback round,

pi – feedback probability in the ith round,

ni – number of feedback messages (sample size) in the ith round,

nmin – threshold value for the sample size for the transition to phase 2,

k – count of successive polling rounds in phase 2,

h – aggregate number of feedback messages over all successive feedback

rounds in phase 2,

hmin – the minimum number of feedback messages required for estimating

the session size with a certain quality,

νi – estimate of the session size in round i.

Phase 1

At the beginning of phase 1 the source has no valid estimate of the session size.

Hence, in the first round it starts polling with a conservative value for p that is

expected to hardly cause any receiver to send feedback. Subsequently, p is increased

in each polling round until p = 1 or the actual feedback sample size n reaches the

given threshold nmin. In the latter case, the mechanism transits to phase 2; in the

former case, the estimated session size ν is set to the actual sample size and phase 2

is skipped. An efficient algorithm for adapting p in order for n to approach nmin in

only a few rounds has been proposed by Bolot et al. [BTW94] as follows:
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pi =
2i−2

p−1 − 2i−2
. (4.7)

Phase 2

In the second phase, the feedback probability p is fixed to the last value that caused

phase 1 to terminate and it is used in the subsequent feedback rounds for polling.

In each of the following rounds of phase 2 counter k is incremented and the number

of feedback messages received is added to the variable h. This process is repeated

until h reaches a predetermined threshold value hmin.

Since p is kept constant over all feedback rounds of phase 2, the underlying

process is an experiment of k independent and identical distributed trials. Thus,

the mean value for the sample size in phase 2 can be calculated as n̄ = h
k

and

assumed as coming from a normal distribution. Using Equation 4.2 the session size

can then be estimated as:

ν =
n̄

k
=

h

kp
, (4.8)

with the corresponding half-length of the confidence interval given by2:

ε =
z1−α/2
2kp

(

(1− p) z1−α/2 +

√

4kn̄ (1− p) + (1− p)2 z2
1−α/2

)

. (4.9)

For a reasonable dimensioning of hmin, we apply a measure that captures the

quality of the estimator as the ratio of the interval’s half-length ε and the magnitude

ν of the point estimator:

ϕ =
ε

ν
. (4.10)

Substituting ν and ε with Equation 4.8 and Equation 4.9, respectively, Equa-

tion 4.10 can be solved for h. Given a target estimation quality ϕ∗ and assuming a

large population size, Friedman and Towsley proved that hmin can be approximated

by:

hmin ≈
(1 + ϕ∗) z2

1−α/2

(ϕ∗)2 . (4.11)

To conclude with an example, for a confidence level of 95 % the z-value of the

unit normal distribution is z = 1.96. To achieve an estimation quality of ϕ∗ = 0.1

2A derivation of the interval’s half-length can be found in Friedman and Towsley [FT99].
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it follows from the above that hmin ≈ 423. That is, in this example at least 423

feedback messages need to be received in phase 2 before the session size can be

estimated with the required precision.

4.2.4 Dynamic Adjustment

Upon having a reliable estimate of the session size, the server can calculate an

appropriate success probability for the Bernoulli experiments and provide it to

the receivers in the next feedback round. However, the session size of a multicast

session is subject to dynamic changes since receivers may join and leave the session.

Consequently, the algorithm described in the previous section would have to be

repeated over and over again. The disadvantage of such an approach is obvious,

since both phase 1 and phase 2 normally will require several feedback rounds before

an estimate can be calculated.

To overcome the aforementioned shortcomings we develop an algorithm that

dynamically adjusts the session size estimate and the success probability in each

feedback round (see Figure 4.4). However, since the underlying polling process is

random, relying only on the data of the most recent feedback round for adjusting

p might easily lead to oscillations. Therefore, we propose the use of an estimator

based on the Exponentially Weighted Moving Average (EWMA) of the session size

estimate in order to stabilize the process:

νi = κ
ni−1

pi−1

+ (1− κ) νi−1, (4.12)

where κ denotes the EWMA weight parameter. The initial values for ν, n, and p

are set to the mean values obtained from phase 2.

With the usage of the EWMA estimator, the feedback schemes adjusts the

feedback probability for the next feedback round by dividing the target feedback

sample size by the smoothed session size estimate. The process is repeated for

each feedback round. However, the mechanism can be configured in order to ter-

minate in case of a critical condition. The latter might apply when the underlying

group dynamics produce sample sizes larger or lower than a configured maximum

or minimum value, respectively.
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Parameter Setting

The crucial parameter in the presented approach is κ, which when being configured

requires to consider the conflicting requirements of robustness and responsiveness:

• A low value of κ increases the robustness to random variations since new

samples are less weighted. Thus, in steady state setting κ to a low value is

preferred.

• A high value of κ increases its sensitivity to sudden changes in population

size. Thus, for very dynamic groups setting κ to low values close to 0 is

preferred.

Finding an optimal value for the above problem analytically is not feasible. It

requires knowledge about group dynamics, for which empirical data is lacking to our

knowledge. Thus, we briefly discuss the parameter setting by the results obtained

from our experiments.

The experimental setup consist of sets of the results of 1, 000 consecutive feed-

back polls, which have been generated for a small session size of N1 = 500 receivers

and a large session size of N2 = 10, 000 receivers. The target feedback sample size

for both scenarios is set to n∗ = 50, which is a reasonable size as we discuss in

Section 4.4. Considering the aforementioned requirements of robustness and re-

sponsiveness, the session size in the experiments exhibits sudden and pronounced

changes: after round 300 the group decreases by 20 %, and switches to the initial

session size again after round 600.

For the described configuration setup, heuristically setting k = 0.1 provides a

reasonable trade-off between smoothness and responsiveness. Figure 4.6 and Fig-

ure 4.7 show the results for both configurations. We observe that in both cases the

algorithm is reactive so that the fluctuations in sample size caused by the distur-

bance at feedback round 301 and 601 are not significantly increased. Moreover, the

error in session size estimation takes a negligible level.

4.3 Approximation of Bandwidth Distributions

Recall that feedback polling in the context of this work is required for the adap-

tation of transmission rate allocation as described in Chapter 3. Therefore, the

server needs a representative sample of the bandwidth capabilities of the receiver
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Figure 4.6: Dynamic behavior of the session size estimator for a population size N = 500
receivers and a target sample size n∗ = 50.
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Figure 4.7: Dynamic behavior of the session size estimator for a population of N =
10, 000 receivers and a target sample size n∗ = 50.

population. This is guaranteed by the proposed feedback mechanisms since every

receiver performs an identical and independent Bernoulli trial.

The aforementioned characteristics of the probabilistic feedback approach allows

the server to perform optimization of the transmission rates based on the represen-

tative feedback sample. We refer to this approach in the following as pure sampling.

However, since each sample stems from a random process, it will introduce a certain

random error to the outcome of the optimization. The error can be reduced and

the accuracy of the transmission rate optimization increased by choosing a larger
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sample size. However, this implies additional feedback overhead.

An alternative approach that we consider is the modeling of the empirical data

by statistical distributions. If the server has available an appropriate model that

resembles the bandwidth distribution of the receiver population, it might estimate

the model parameters utilizing a representative sample. Optimization of the trans-

mission rates can then be performed based on the sample. The closer the model

comes to the empirical distribution, the higher the accuracy of the optimization.

However, in order to find an appropriate model for the bandwidth distribution,

empirical data about Internet traffic in terms of available bandwidth needs to be

collected and analyzed. Moreover, the distribution of bandwidth capabilities within

multicast sessions needs to be considered. Since wide-area deployment of multicast

services is still to emerge, empirical studies are lacking to our knowledge. Hence,

precise modeling of the bandwidth capability distribution is a very challenging task

and out of the scope of this thesis.

The objective of this section is to study a simple yet flexible model that can be

exploited for the aforementioned purpose of rate optimization. Therefore, we resort

to measurement studies conducted by other Internet researchers. Particularly, we

selected the results presented by Paxson [Pax97b] and data from the PingER (Ping

End-to-end Reporting) project [MC00] (see Appendix B.5). Based on the empirical

distributions a simple statistical approximation is studied.

4.3.1 Methodology

In order to find a simple yet appropriate statistical model for approximating the

empirical data, the characteristics of the latter have to be considered. Interestingly,

although the studies of Paxson and the PingER project have been performed with a

relatively large time lag and over different environments, both lead to similar results

regarding the shape of the data distributions. Nevertheless, they differ in terms of

the scale: compared to the Paxson study, the PingER data reflects advances in

network technology such as increased link capacities since it has been obtained

only recently. From the characteristics of the empirical distributions the following

criteria for the model have been derived:

• The model should be skewed to the left since both empirical distributions are

L-shaped.

• The model should be bounded to non-negative values since, obviously, band-
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width is also non negative.

• The model should be flexible to adapt to empirical data with varying charac-

teristics, such as scale, skewness, and amplitude of mode.

Consideration of the above requirements led to preselection of two statistical

distributions for further investigation:

• Gamma distribution. The gamma distribution is defined by a scale param-

eter a and a shape parameter b. Its probability density function is defined

as:

pdf(x) =

(

x
a

)b−1
e−

x
a

aΓ(b)
, (4.13)

where Γ(·) is the gamma function.

• Weibull distribution. The Weibull distribution is also defined by a scale

parameter a and a shape parameter b with the probability function

pdf(x) =
bxb−1

ab
e−(x

a)
b

.

These statistical models are very flexible and can be parameterized to model

other distributions such as the beta distribution, exponential distribution, Erlang

distribution, and normal distribution. The procedure used for evaluating both

distributions for the approximation of the empirical data consist of three steps:

1. Samples from the empirical distribution are generated from the Paxson results

and the PingER data. In order to study the influence of the sample size on

the accuracy achieved in modeling the empirical distribution, several sample

sizes have been chosen: 30, 50, 100, 500, and 1, 000.

2. Assuming the samples as coming from a gamma and a Weibull distribu-

tion, parameters of the corresponding model are estimated using Maximum-

Likelihood-Estimators (MLEs) for each sample size.

3. Finally, Kolmogorov-Smirnov (KS) tests are conducted in order to quantify

the accuracy with which the parameterized model approximates the underly-

ing empirical distribution of the sample.

Note that the final results of our study are based on 15 repetitions of the pro-

cedure, which we conducted in order to reduce the impact of random effects.
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Maximum-Likelihood-Estimation

In the second step of the procedure we use the Maximum Likelihood method to

derive point estimators for the unknown parameters of a statistical distribution.

We briefly summarize the basic theory that underlies the well-known MLE method

and refer for further information to literature on mathematics (e.g., [Pap01]).

If X denotes a random variable whose probability density function contains the

yet unknown parameter ψ, the likelihood function is given by:

L = L(ψ) = pdf(x1;ψ) · pdf(x2;ψ) · · · pdf(xn;ψ), (4.14)

where n denotes the sample size and pdf the probability density. The estimate ψ̂ for

the unknown parameter ψ is the value that maximizes the Likelihood function L(ψ).

Since the pdf of the gamma and Weibull distribution are continuous functions, ψ̂

can be derived by applying the condition d
dψ
L = 0 for the maximum and rearranging

the result.

Upon having estimated the parameters of the statistical distribution for approx-

imating the empirical data, in the next step a KS goodness-of-fit test is performed.

The objective is to test the goodness-of-fit of the model and the empirical distribu-

tion of the sample it is derived from.

Kolmogorov-Smirnov Test

The KS test is a very common technique for testing the goodness-of-fit for small sizes

and ungrouped data. It requires the assumed statistical distribution functions to

test for to be continuous, which is given for the gamma and the Weibull distribution.

The procedure for each sample is then as follows:

1. The empirical cumulative distribution function (ecdf) is created from the

sample values.

2. The parameters obtained by means of the MSE method are used to create the

cumulative density function (cdf) of the corresponding gamma and Weibull

distribution, respectively.

3. The largest occurring distance d between the cdf and the ecdf is calculated

as the test statistic for the hypothesis that the sample data follows the tested

distribution:

d = max
1<i<n

{∣

∣

∣

∣

cdfi −
i

n

∣

∣

∣

∣

}

. (4.15)
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Sample Critical Mean Distance Rejections
Size Value Paxson PingER Paxson PingER

30 0.218 0.14 0.18 0 3
50 0.172 0.12 0.16 1 6
100 0.122 0.10 0.15 2 13
500 0.055 0.09 0.14 15 15

1,000 0.039 0.08 0.14 15 15

Table 4.1: KS test results for the gamma distribution.

Sample Critical Mean Distance Rejections
Size Value Paxson PingER Paxson PingER

30 0.218 0.13 0.18 0 2
50 0.172 0.12 0.16 0 5
100 0.122 0.10 0.15 1 13
500 0.055 0.08 0.14 15 15

1,000 0.039 0.08 0.14 15 15

Table 4.2: KS test results for the Weibull distribution.

4. For a given significance level α the critical value for the distance is deter-

mined from KS-test tables. If the test statistic exceeds the critical value, the

hypothesis regarding the distribution function is rejected.

4.3.2 Results

The results of the model-based approximation of the empirical distributions are

presented in Table 4.1 and Table 4.2 for the gamma and the Weibull distribution

respectively. They show the test statistic (distance) averaged over the 15 trials of

the independent trials and the number of trials of each experiment for which the

hypothesis had to be rejected. The critical values for a significance level of α = 0.1

are obtained from literature.

From the obtained experimental results, we can conclude that the Weibull ap-

proximation fits slightly better than the gamma model for both the Paxson as well

as the PingER samples. In the case of smaller sample sizes the hypothesis is never

rejected for the Paxson data. A sample size of 100 led to rejection of the hypothesis

only once out of 15 trials. In contrast, for the PingER data the rejection rate is

significantly higher and increases suddenly for a sample size between 50 and 100.

The results clearly show that for sample size of 500 and above the hypothesis has
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to be rejected for all samples stemming from both data sets. This is explained

by the inherent characteristics of the underlying data sets the samples have been

drawn from. The population of the available bandwidth values does not follow a

well-defined statistical process. It is rather a mixture of random processes and cer-

tain constrains posed from the technological environment measurement (e.g., access

technology).

Nevertheless, recall that the idea for studying a modeling approach in the con-

text of this work is not the derivation of an exact model. The intention is to investi-

gate whether the results of the sender-side rate adaptation process (see Chapter 3)

can be improved when using a model-based approach based on sampling instead

of the pure sampling approach. If so, it would allow for feedback reduction while

keeping the optimization results at a similar level.

In the following experimental evaluation we use a Weibull-based approxima-

tion as an alternative approach to pure sampling. The experiments should indicate

whether and when it is reasonable to introduce an additional component in the feed-

back scheme that derives a model-based approximation of the bandwidth capability

population from the status reports of a single feedback sample.

4.4 Experimental Evaluation

The incentive for using feedback in this work is to provide the server with receiver

status reports that it can use for the purpose of rate adaptation. Therefore, we

have developed a feedback mechanism as described in Section 4.2 that allows for

regulating the feedback volume within statistical bounds by means of probabilistic

sampling. In the focus of this section is an experimental study on how the sam-

ple size influence the results of the sender-side rate adaptation process using the

optimization algorithm from Chapter 3.

4.4.1 Experimental Setup

The procedure for the experimental study is as follows:

1. Populations of N = 10, 000 receiver bandwidth capabilities are generated to

resemble the case of a large multicast. Basically, six populations are generated

that come from different distributions as described in Appendix B: uniform,
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normal, multi-modal, Weibull, measurement-based Pasxon, and measurement-

based PingER. For each population we calculate the optimal transmission

rates and the resulting intra-session utility fairness U∗ (see Chapter 3).

2. Samples of target size n∗ ∈ {30, 50, 100, 500, 1000} are drawn from each pop-

ulation according to the statistical process previously described. This simu-

lates the feedback control mechanism when each receiver reply to a feedback

request with a probability p = n∗

N
.

3. Subsequently, our optimization algorithm from Chapter 3 is applied to op-

timally allocate the transmission rates. Thereby, we apply two alternative

strategies:

(a) We use the sample values directly, which we refer to as pure sampling.

(b) We assume the underlying distribution can be described by a Weibull

function reasonably well. Thus, we calculate the Weibull parameters

using the MLE approach (see Section 4.3) and generate 10, 000 values

with this setting, which are then used instead of the original sample. We

refer to this approach as statistical modeling.

4. Finally, the achieved intra-session utility fairness is calculated and compared

to the optimal value U∗ obtained with global knowledge.

Each experiment has been repeated 20 times in order to draw conclusions about

the statistical significance of our results. In addition to the mean value for the intra-

session utility fairness Ū over 20 repetitions, we also use:

• One-sided confidence interval for a significance level α = 0.01. Since feedback

samples from each repetition comes from the same population, the mean over

all repetitions follows a student distribution (also known as t-distribution).

The confidence interval is calculated to give the lower bound for the expected

mean Ū for a confidence of 99 %.

• One-side tolerance interval for a significance level α = 0.05. The intra-session

utility fairness U of a single sample is a measure depending on all values of

the samples. Thus, it is not normally distributed and to draw conclusions

about the expected range of U we resort to the concept of tolerance intervals.

It gives the interval that with 95 % confidence will cover 86 % of all U of a

sample.
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4.4.2 Discussion of Results

Figure 4.8 summarizes the results of the conducted experiments. Note that the

mean values as well as confidence and tolerance metrics are presented each in terms

of the normalized difference (error) to the optimal value U∗.

For the uniformly distributed data sets and small sample sizes n = 30 and n = 50

applying the Weibull approximation to the samples leads to better performance

than pure sampling. Only as the sample size increases to very high values n = 500

and higher, the pure sampling provides better results (see Figure 4.8(a)).

As Figure 4.8(b) shows, in the case of normally distributed receiver populations

and samples of a size up to n = 100 the model-based approach clearly outperforms

pure sampling. This especially holds for small sample sizes of n = 30 and n = 50.

The mean error for the intra-session utility fairness and the tolerance of the model-

based approach are below 1 % and 2 %, respectively, for all sample sizes. The

supreme results are attribute to the flexibility of the Weibull distribution, which

can be parameterized to closely approximate a normal distribution.

Approximation of samples from multi-modal distributed populations are very

challenging and lead to better results using pure sampling (see Figure 4.8(c)). The

Weibull distribution has only a single mode and fails to approximate the underlying

multi-modal distribution sufficiently. While the mean error of the model-based

approach for all other distributions is below 2 % here it reaches values of up to 5 %.

For a reasonable small sample size of n = 50 the tolerance interval reaches even a

value of 7 %. Thus, in the case that the population is clustered the pure sampling

approach should be preferred.

As expected, for Weibull distributed populations the model-based approach

significantly outperforms the pure sampling approach for reasonable sample sizes

(see Figure 4.8(d)). The error is bounded to very similar values as in the case of

samples from normally and uniformly distributed populations. In contrast to the

latter, even for large samples pure sampling cannot provide better results.

For the measurement-based populations the approximation provides only slightly

better results for sample sizes n = 30 and n = 50 (see Figure 4.8(e) and Fig-

ure 4.8(e)). As the samples become larger, pure sampling shows better perfor-

mance. This correlates very well with the KS test results from Section 4.3.2 where

larger sample sizes lead to a high rejection rate.

As a conclusion, the experimental results indicate that a reasonable target sam-

ple size for the feedback control scheme is in the region of n∗ = 50. Assuming a
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(e) Paxson measurement
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Figure 4.8: Experimental results for pure sampling and model-based rate adaptation
for different feedback sample sizes and bandwidth distributions.
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low feedback collection time of 1 s and feedback packets of 125 Bytes the resulting

burst in feedback traffic only has a rate of 50 kbps.

4.5 Summary

In this chapter, we have developed a multicast feedback control scheme based on

probabilistic sampling. Our scheme allows to regulate the feedback traffic to a target

level within statistical bounds. For appropriately setting the feedback probability

in each polling round, the actual session size is estimated with a two-step approach.

In the first step, the session size estimate is initialized adopting a state-of-the-art

mechanism. In the second phase, the mechanism is extended by a light-weight

algorithm for updating the estimate in each feedback round. The algorithm is

tunable and by means of experiments we proved its smoothness and responsiveness.

Subsequently, a model-based approach for deriving global information from the

sample values has been investigated for enhancement of the sender-side rate adap-

tation process. Therefore, existing work of Internet bandwidth measurements has

been studied and an approximation based on Weibull distributions has been pro-

posed.

With simulations we systematically explored the influence of the sample size on

the achieved intra-session fairness for several theoretical and measurement-based

distributions of receiver bandwidth capabilities. Therefore, the intra-session fair-

ness metric and the optimization algorithm from Chapter 3 have been utilized. We

also compared the sender-side rate adaptation performance when feedback mes-

sages are directly used for optimization to the case where prior to optimization a

Weibull-based approximation is carried out. The results indicate that the latter ap-

proach can improve the intra-session performance for small sample sizes, however,

not in every case.



Chapter 5

Equation-Based Fair Share

Estimation

In this chapter, we investigate appropriate techniques for estimating the fair share

of a receiver participating in a multicast streaming session. We begin with the intro-

duction of the underlying fairness criterion, namely TCP-compatibility. This crite-

rion has been accepted as a de facto requirement for alternative Internet transport

protocols in order to control flows that fairly allocate and share network resources

with TCP traffic.

Since this thesis addresses streaming applications that require smooth trans-

mission rates, it is based on the state-of-the-art equation-based approach. While

aggressive probing techniques produce pronounced rate fluctuations, the equation-

based approach builds on an analytical model of TCP to enable smoother behavior.

It calculates an estimate of the steady-state throughput of a TCP-regulated flow

based on loss and round-trip time estimations. The accuracy of rate estimation

relies in particular on the employed loss estimation algorithm, for which exist-

ing techniques (recently proposed for standards track in the IETF [HFPW03]) are

adopted.

By means of extensive network simulations we evaluate the applicability of the

original algorithm. We identify and analyze its shortcomings, especially its de-

pendency on the transmission rate. Our results indicate that naively adopting the

original algorithm might not necessarily provide the expected behavior. This obser-

vation leads to the development of modifications that improve the rate estimator.

Using network simulations, the performance improvement with respect to the preci-

sion of the estimator is shown and its suitability for our target scenario of multicast

83
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streaming is discussed.

Figure 5.1 depicts the roadmap of this chapter.
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Figure 5.1: Roadmap of the chapter on Equation-Based Fair Share Estimation.

5.1 Motivation

Multi-rate multicast transmission schemes that follow Internet’s end-to-end paradigm

can involve both the sender and the receivers for the purpose of rate adaptation.

In order to accommodate heterogeneous conditions the source can optimize the

transmission rates, for example, using the algorithms and mechanisms devised in

Chapter 3 and Chapter 4, respectively. On the other hand, group subscription man-

agement in the Internet is receiver-driven requiring each receiver to individually join

and leave the appropriate multicast channels.

Hence, key components for both sender-side rate optimization and receiver-side

rate control are techniques for inferring the fair bandwidth share of each receiver.

Addressing this issue in a scalable way is only reasonable with distributed receiver

algorithms, which build the core of a scalable multi-rate scheme.

For streaming applications, approaches based on analytically modeling the long-

term TCP throughput are very well suited. The benefit of equation-based estima-

tion of the fair share is two-fold: on one hand, multicast receivers can base their join

and leave decisions on the calculated rate instead of having to frequently probe for

the appropriate subscription level, as we discuss in Chapter 6; on the other hand,
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the source might adapt and optimize the transmission rates according to receivers’

feedback, as presented in Chapter 3.

While equation-based fair share estimation is a promising approach originally

designed in the context of closed-loop unicast control, its applicability to multicast

schemes has not been studied sufficiently.

5.2 Fairness Criterion

The Internet provides only a best-effort service and network elements do not glob-

ally exert active control over resources. Due to the lack of network mechanisms that

force fair sharing of the available resources, end systems have to employ appropri-

ate control mechanisms. As a result, bandwidth allocation becomes a function

of the control mechanisms employed by the competing end systems. The latter

are expected to adopt the “social” rules implied by TCP and be cooperative by

reacting to congestion indication and adapting their transmission rates properly

and promptly. This paradigm of passive routers and active hosts has been very

successful in the Internet, where TCP-based traffic dominates [FML+03]. TCP’s

congestion management mechanisms have been keys to the stability of the Internet,

despite its rapid growth in traffic with respect to volume and diversity.

TCP provides congestion control mechanisms and serves very well for reliable

transfer of elastic traffic. However, it is not applicable to multicast streaming since

the way it is probing for available bandwidth produces rapidly varying transmission

rates (sawtooth behavior). Its window-based control approach cannot meet the

requirements of streaming video, which is better served by slowly-responsive and

rate-based protocols that produce smoother transmission rates instead of mimicking

TCP-behavior. A more fundamental problem of TCP is posed by its connection-

oriented nature, which makes it unemployable for multicast.

Obviously, while necessary and powerful, TCP mechanisms are not sufficient to

provide good services to streaming applications. Alternatively relying only on UDP

without incorporating appropriate control mechanisms makes flows unresponsive to

congestion indication and might lead to highly unfair situations. As shown by Floyd

in [Flo00], unresponsive flows might easily starve TCP-based flows that still make

over 90 % of the overall Internet traffic, as recent measurements indicate [FML+03].

In order to keep the Internet stable the IETF recommends alternative protocols to

behave in a TCP-compatible way [BCC+98] and defines a TCP-compatible flow as:
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“... a flow that behaves under congestion like a flow produced by a

conforming TCP. A TCP-compatible flow is responsive to congestion

notification, and in steady-state it uses no more bandwidth than a con-

forming TCP running under comparable conditions (drop rate, RTT,

MTU, etc.).”

The TCP-compatible paradigm transforms the requirement that all congestion

control mechanisms must behave like TCP into a looser requirement that all con-

gestion control schemes must be TCP-compatible. Thus, while TCP reacts to

congestion signals within a round-trip time by halving the transmission window,

a TCP-compatible flow can react “lazily” and smoothly, that is, on a larger time

scale. In steady-state and over a larger time scale, however, it is required to use

no more bandwidth than a conforming TCP flow running under comparable condi-

tions. The cornerstone of this approach is the observation made by several research

works that the bandwidth allocation of a TCP flow in steady-state can be well

characterized by an analytical model.

A general consensus on the relative fairness between multicast and unicast traffic

is still lacking, as discussed in Chapter 3. Hence, TCP-compatibility is considered

a valid fairness definition accepted by the Internet community for unicast and

multicast traffic. Consequently, we resort to this state-of-the-art fairness criterion

throughout this thesis.

5.3 Background: TCP-Throughput Model

In recent years, there has been increasing interest in providing TCP-compatible

solutions to rate-based control for unicast as well as multicast flows. Enabling

tools for that purpose are analytical models that have been derived to capture the

long-term steady-state throughput of TCP.

A simplified analytical model has been published in several forms [Flo91, LM97,

MSMO97]. The model formulates the throughput T of a TCP flow as a function

of the packet size s, a constant that is commonly set to
√

3/2, the round-trip time

tRTT , and the steady-state packet loss rate p:

T =
s · const
tRTT ·

√
p
. (5.1)

The above model neglects TCP retransmission timeouts that become noticeable
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and more important at higher packet loss rates. To overcome this limitations,

Padhye et al. in [PFTK98] and [Pad00] developed a more accurate model, which

captures the throughput of a TCP flow according to:

T =
s

tRTT
√

2pnack

3
+ tRTO ·min

(

1, 3
√

3pnack

8

)

p (1 + 32p2)
, (5.2)

where tRTT denotes the round-trip time, tRTO the retransmission timeout, nack the

number of packets acknowledged by a received Acknowledgment (ACK), and p the

packet loss rate.

A very prominent protocol utilizing the above model is TFRC. The latter has

been extensively studied by the authors in [Pad00, FHPW00] and it has also been

subject to a number of performance studies, for example [BBFS01] and [YKL01].

Meanwhile, it is in the IETF Standards Track [HFPW03] and has become part of

the Datagram Congestion Control Protocol (DCCP) [KHF04, FKP04].

The solid and promising results obtained with the equation-based approach

in the unicast case have motivated the use of the TCP-model also for multicast

protocols. For example, TFRC has been extended to single-rate multicast in TCP-

Friendly Multicast Congestion Control (TFMCC) [WH01], which recently has been

utilized in Smooth Multi-rate Multicast Congestion Control (SMCC) [KB03] for

multi-rate multicast. Both of the protocols rely on the original algorithms intro-

duced by TFRC, in particular on the loss estimator.

In this thesis, the equation-based approach is employed for multi-rate multicast

transmission scenarios. After having performed a number of preliminary testbed

experiments with a modified implementation of TFRC, we implemented a frame-

work in the network simulator ns-2 [NS2] integrating and extending the original

TFRC algorithms and mechanisms. Since we focus on streaming applications, we

do not consider retransmission of lost packets. The value of the retransmission

timeout tRTO is approximated using the simple empirical heuristic tRTO = 4tRTT
that works reasonable well to provide fairness with TCP [FHPW00, HFPW03].

Furthermore, we set b = 1 according to the recommendation given by the IETF in

[HFPW03].

Before we proceed with the discussion of the simulation results, we first sum-

marize the key features of the model1 particularly stressing the deployed loss mea-

1For a detailed description and the derivation of the model we refer the interested reader to
[PFTK98] and [Pad00].
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surement method. This discussion is crucial in order to understand the internals of

the approach and appropriately interpret the observed behavior.

5.3.1 Loss Measurement

Congestion in the Internet is either signaled to the end systems implicitly by means

of packet losses, or the routers explicitly notify the end hosts about impending

congestion by marking packets. In the further discussion, we focus on the case of

implicit signaling, which is still the predominant method. However, the algorithms

can easily be extended to packet marking using Explicit Congestion Notification

(ECN) mechanisms [Flo94, SA00, RFB01].

Equation 5.2 has been derived for the Reno flavor of TCP. It models the con-

gestion avoidance behavior in terms of rounds, whereby a round starts with the

back-to-back transmission of a congestion window size of packets. A round ends

with the reception of the first ACK. Its duration equals a round-trip time and it is

assumed to be independent of the window size. Furthermore, the time needed to

send a full window of packets is observed to be smaller than the round trip time

[Pax97a]. Packet losses in different rounds are assumed to be uncorrelated while

losses in the same round are assumed to be correlated due to the back-to-back

transmission. That is, if a packet is lost all remaining packets transmitted until the

end of the round are considered lost as well.

TCP interprets lost packets as congestion signals and reacts to them by halving

its congestion window. This is accounted for in the above model by computing

the long-term TCP throughput for a given packet loss rate. Hence, an accurate

estimation of the loss rate is crucial for the performance of the fair share estimator.

Loss Fraction

The obvious way to measure the loss rate is as a loss fraction calculated by dividing

the number nlost of packets that were lost by the number ntransmitted of packets

transmitted:

pfraction =
nlost

ntransmitted
. (5.3)

In a receiver-driven approach suitable for multicast, each receiver can easily de-

termine nlost and ntransmitted using the sequence numbers provided by the transport

protocol over a certain time frame.
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Loss Events and Loss Intervals

The loss fraction does not accurately model the behavior of widely-deployed TCP

implementations [PF01] that employ the NewReno variant [FH99] or the Selective

Acknowledgment (SACK) option [MMFR96]. Corresponding TCP flows halve the

congestion window only once in response to one or several losses within one round-

trip time. That is, losses in the same window of outstanding data are considered

correlated and TCP treats them as a single loss event, as illustrated in Figure 5.2.

The original algorithms of TFRC account for that behavior with a loss rate esti-

mator that is based on loss events rather than packet losses.

Received Packet

Lost Packet

Window Size

Transmission Round

Figure 5.2: Schematic illustration of correlated losses for TCP.

TFRC being a rate-based protocol does not maintain a congestion window like

TCP. To relate packets belonging to the same round, it uses the measured round-

trip time as follows. On experiencing an initial packet loss at ti a timer is triggered

that ends after the round-trip time tRTT . All packet losses until ti + tRTT are

considered belonging to the same loss event and are ignored. A new loss event can

only be triggered if at least one round-trip time has elapsed since the beginning of

the last loss event. Figure 5.3 schematically illustrates the principle.

The initial packet loss is followed by a period of time referred to as a Loss

Insensitive Period (LIP) [WBB04]. Since a rate-controlled flow sends nRTT packets

per round-trip time, a LIP consists of nRTT−1 packets. The number of packets sent

between the initial losses of two consecutive loss events comprise a loss interval Θi.

Thus by definition, a loss interval is always initiated and terminated by the initial

packet losses that trigger two subsequent loss events. However, we consider packets

sent following the most recent loss event being part of the actual non-terminated

loss interval. Thus, the latter continuously grows until it is terminated by a new

loss event.
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LIP

Received Packet

Lost Packet

LIP Packet

Ignored Loss

Θi-1 Θi Θi+1

LIP LIP

Figure 5.3: Schematic illustration of Loss Insensitive Periods (LIP) and loss intervals.

Generally, each packet sequence number is unambiguously assigned to a single

loss interval. The packet that triggers a loss event might be either assigned to

the interval it terminates or the following interval. However, for implementation

reasons we decided to use the first realization, as illustrated in Figure 5.3.

Loss Event Rate

Having a model and definition for the loss event concept, the loss event rate can be

straight-forwardly calculated using different methods. As a result of extensive test-

ing and discussion of appropriate methods, Padhye et al. derived several guidelines

for the unicast congestion control scenario [Pad00, FHPW00]:

• The loss rate for the TCP-throughput model should be calculated considering

loss events rather than packet losses.

• The estimated loss event rate should track relatively smoothly and exhibit

low variance in an environment with stable steady-state loss patterns.

• The estimated loss event rate should respond significantly to loss events oc-

curring in several consecutive round-trip times.

• The estimated loss event rate should only decrease in two cases: in response

to a new loss interval that is longer than the previously calculated interval,

or when the actual non-terminated interval is long enough.

Since the above guidelines also hold for our work, we resort to the Weighted Av-

erage Loss Interval (WALI) method proposed by Padhye et al. WALI has provided

best results in terms of the aforementioned guidelines compared to methods based
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on a dynamic window history as well as methods that use an exponentially weighted

moving average of loss intervals [Pad00, FHPW00]. The use of a weighted average

particularly reduces sudden changes in the estimated TCP-compatible rate that

could result from unrepresentative loss intervals. Its excellent properties regarding

smoothness and responsibility have made WALI the method of choice for equation-

based control protocols also in the multicast domain [WH01, LLZ02, KB03].

The loss event rate according to the WALI method is computed using the ac-

tual non-terminated loss interval Θ0 and the k most recent terminated loss intervals

Θ1, . . . ,Θk . Thereby, Θ1 denotes the most recent terminated loss interval preced-

ing Θ0. It is important to ignore the non-terminated loss interval if it is short

compared to the recent terminated intervals. However, if Θ0 is sufficiently large,

its impact should be taken into account, since otherwise the average loss rate will

be overestimated. As a result, the average loss interval Θavg is computed as

Θavg =
max

{

∑k−1
i=0 wiΘi,

∑k
i=1wi−1Θi

}

∑k−1
i=0 wi

, (5.4)

where w0, . . . , wk−1 denote the k weights assigned to the loss intervals. The loss

event rate representing a measure of congestion is then calculated as the inverse of

the average loss interval:

pevent =
1

Θavg

. (5.5)

Figure 5.4 shows the intersection of the history average loss interval and the most

recent non-terminated loss interval. As the latter grows and becomes sufficiently

large, it starts affecting the average loss interval and consequently the loss event

rate.

The sensitivity to noise of the calculated loss rate and the responsiveness of the

estimator are conflicting characteristics that depend on the history size k and the

value of the weights w0, . . . , wk−1. We follow the recommendations given in [WH01]

for setting appropriate values and choose k = 8 and w = {5, 5, 5, 5, 4, 3, 2, 1} since

these settings are reported to provide a good trade-off between the sensitivity and

responsiveness.
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Figure 5.4: Progression of the average loss interval.

5.3.2 Loss Fraction versus Loss Event Rate

It is important to recall that in the original algorithm the impact of a loss event is

independent of the actual number of packet losses within the loss event. That is,

the latter represents a binary signal. If over a time interval only a single packet is

lost in each loss event, then the sum of loss events equals the number of lost packets

nlost. Furthermore, the sum of loss intervals within the same time interval equals

the number of transmitted packets ntransmitted. As a consequence, the packet loss

rate in terms of loss events equals the loss fraction in Equation 5.3.

Nevertheless, if more than a single loss is experienced during the LIP of a loss

event, the calculated loss rate is less than the actual packet loss fraction, which

results in a weaker congestion signal. Assuming for the transmission channel a

Bernoulli loss process with packet drop probability pdrop, a stream of nRTT packets

per round-trip time has the probability of experiencing one or more packet losses

within a single round-trip time of:

Pr(1 ≤ X ≤ nRTT ) = 1− (1− pdrop)nRTT . (5.6)

The loss event fraction is calculated as

pevent =
1− (1− pdrop)nRTT

nRTT
, (5.7)

and decreases as the number nRTT of packets per round-trip time increases. Thus,

in the case of uncorrelated losses within a round-trip time, the loss event frac-
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tion pevent is inherently depending on the actual transmission rate. The effect is

quite pronounced even for moderate packet loss rates, as Figure 5.5 illustrates.

Uncorrelated losses are quite possible to be experienced in environments with a

high degree of statistical multiplexing, or when routers implement Random Early

Detection (RED) [FJ93] instead of drop-tail queue management.
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Figure 5.5: Loss probability and loss event rate as a function of the transmission rate
for different packet drop probabilities.

Since the original algorithms have been developed in the context of unicast pro-

tocols that control the flow using a feedback loop, the transmission rate is deter-

mined by the control scheme, and so itself depends on pevent. Hence, the estimator

performs reasonably well resulting in a smoothly varying transmission rate.

5.4 Applicability Evaluation

In contrast to their unicast counterparts, for a multicast source it is not feasible

to maintain a tight control loop with every of its receivers due to scalability is-

sues. Furthermore, under heterogeneous conditions it is obviously not possible for

the source to adapt the transmission rates to the conditions of each individual re-

ceiver. This fundamental difference has to be considered when adopting the original

algorithm.

However, to our knowledge this important issue has not been adequately ad-

dressed in existing work although it might severely distort the performance of the

model, as we initially showed in [RSS03] and more thoroughly evaluate in the fol-

lowing.
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5.4.1 Overview

After having introduced and analyzed the adopted approach, we used the experi-

mental code of the TFRC implementation2 and modified it in order to support open

loop transmission. The results of the corresponding testbed experiments [Col04]

approved our apprehensions and our initial simulation results presented in [RSS03].

Motivated by our findings we investigate the fair share estimator respectively its

loss estimation algorithm in more detail. Since the preliminary testbed and simu-

lation results correlated very well, the experiments have been performed using the

network simulator ns-2 [NS2].

The evaluation conducted within the current chapter utilizes the Adaptive Rate

Control Framework (ARCF) that we developed and implemented in ns-2 for inves-

tigating equation-based unicast and multicast control mechanisms. An overview of

the design of the framework is given in Appendix C.

For the applicability study in this chapter, the algorithms and mechanisms of

TFRC are implemented according to the IETF proposed standard [HFPW03]. The

design of our framework allows to break up the original closed-loop control into

an open-loop transmission with constant rate. This basically abstracts a multicast

transmission scenario, where the transmission rate is not controlled and regulated

to match the conditions of each receiver. The open-loop configuration allows to

systematically study how different parameters such as the transmission rate and

level of statistical multiplexing impact the estimator performance.

Recall that the fair share estimate is a function of the loss event rate, which

is computed as the inverse of the average loss interval (see Equation 5.5). Since

the latter depends on the underlying packet drop pattern, so does the estimated

loss rate and the calculated TCP-compatible rate, respectively. The loss pattern is

basically subject to the properties of the transport system and the traffic induced by

the end systems. It depends on multiple parameters such as the network topology,

the router mechanisms, the queue and link sizes, the end system control algorithms,

etc.

In order to make the problem tractable, we follow a systematic simulation ap-

proach:

1. In a first set of experiments, an artificial channel is modeled exhibiting packet

drops that are independent of the transmission rate of the flows. This usually

2The code is available at http://www.icir.org/tfrc.
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holds for environments with a high level of statistical multiplexing. The loss

and fair rate estimator should perform best under these conditions since the

TCP model is based on the above assumption.

2. Following the artificial channel experiments, the rate estimation algorithm

is analyzed under network conditions where flows compete directly for the

resources of a bandwidth-limited bottleneck. Since the interesting character-

istics to study is the TCP-compatibility, the parameter in the corresponding

experiments is the number of competing TCP flows

3. The performance of the estimator as a function of the transmission rates is

investigated for both of the above scenarios. That is, we study the impact

of the packet rate over an artificial channel as well as a bandwidth-limited

bottleneck in order to identify possible limitations.

4. A final experiment is intended to study how a recently proposed modification

(virtual packets) to the estimation algorithm [WBB04] impacts the perfor-

mance of the original algorithm.

Figure 5.6 gives an overview of the general evaluation methodology and Table 5.1

summarizes the simulation parameters and their used values.

Artificial Channel
Bandwidth-limited

Bottleneck 

Packet

Drop Rate 

Flow

Packet Rate

Number of

TCP Flows

Channel Model

Parameter Space

TCP-Model Based

Fair Share Estimator

Virtual

Packets

Figure 5.6: Overview of simulation methodology.
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Parameter Values

Packet Drop Probability [%] 0.1, 0.5, 1, 3, 5, 10
Number of competing TCP flows 1, 2, 4, 8, 16, 32
CBR Transmission Rate [packets/RTT] 1, 2, 4, 8, 16, 32, 64, 128

Table 5.1: Simulation parameters and values.

5.4.2 Simulation Configuration

In the simulation setup, one source-receiver pair is configured to instantiate the

loss event rate and the fair share calculation module. Since the transmission rate

of this flow is predetermined and kept constant over each simulation run, when

discussing the scenarios this flow is denoted with CBR. A second source-receiver

pair behaves corresponding to the specifications in [HFPW03]; thus, we refer to it

as TFRC. Depending on the particular experiment, a single or multiple additional

TCP instances are configured with the SACK option enabled.

For the simulation topology, we use a well-known double-star topology [BHH+00]

commonly referred to as the dumbbell topology and depicted in Figure 5.7. The

sources and corresponding receivers are on either side of the bottleneck link. This

abstract scenario is commonly used in unicast as well as multicast experiments in

order to model the transport path from the source to the corresponding receiver

with a single bottleneck link. Hence, modification of the simulation setup is easily

performed by configuring path characteristics. Furthermore, when several flows

share compete for the bottleneck resources, the scenario allows for direct compari-

son of fairness characteristics of the underlying protocols and control mechanisms.

For our experiments, access links are provisioned with 100 Mbps and a propaga-

tion delay of 5 ms. The bottleneck link between gateways G1 and G2 is configured

with a 40 ms propagation delay, and either has a loss module inserted at gateway

G1 (artificial channel) or a lower capacity (bandwidth-limited bottleneck).

All experiments have been conducted using equal packet size of 1, 000 Bytes.

Simulation results are averaged and the confidence interval (95%) is computed over

15 runs for each parameter setting. We slightly varied the access link delays and

the starting time of the flows in order to provide some degree of randomness and

avoid phase effects [FJ92]. When discussing the rate calculated by the fair share

estimator, we normalize the latter with the long-term average throughput achieved

by the corresponding TCP flow.
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Figure 5.7: Dumbbell simulation topology.

5.4.3 Artificial Channel

Multiplexing is the process of forwarding packets from multiple sources to the same

output link in a router. When this process is driven by demand of flows, it is per-

formed on a statistical basis and referred to as statistical multiplexing. In routing

systems where a large number of flows cross, the degree of statistical multiplexing is

high. Emulating or simulating a high level of statistical multiplexing in an experi-

mental environment is hardly feasible. However, since the relevant flows experience

rather uncorrelated loss patterns that are assumed to be independent of the flow’s

transmission rate, we follow the common practice and resort to approximating this

scenario with an artificial channel. Thus, we over-provision the bottleneck with

100 Mbps link capacity and insert a packet drop module to gateway G1 (see Fig-

ure 5.7). The packet drop probability is independent (memoryless) and varied in

our experiments over the range3 given in Table 5.1.

Figure 5.8 gives an overview of the loss event rate and the estimated fair share

for different CBR transmission rates and packet loss probabilities. We observe

that the estimated loss event rate follows the packet loss rate only for very low

transmission rates. Already for a moderate loss probability of 3 % the loss event

rate becomes underestimated for increasing transmission rates. This effect boosts

up for higher loss rates and gives overestimated values for the fair share calculation.

In the case of a low packet rate and a low packet drop probability, consecutive

packet losses are hardly experienced within a LIP. Thus, almost each packet loss

triggers a new loss event and the loss event rate very closely follows the true packet

loss rate. Under such conditions, the calculated fair share of the CBR flow almost

3The upper limit of 10% packet loss probability has been chosen in accordance to the informal
recommendations given in [BHH+00] by members of the IETF Reliable Multicast Transport group.
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Figure 5.8: Overview of the loss event rate and calculated fair rate for the artificial
channel scenario.

equals the rate calculated by a rate-controlled TFRC flow. This analytical discus-

sion is approved by our simulation results presented in Figure 5.9(a) for a CBR

flow with a transmission rate of one packet per round-trip time.
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Figure 5.9: TFRC rate and fair rate calculated by the CBR flow for two different
transmission rates.

In the case of higher packet rates and a moderate packet drop probability, flows

might experience multiple losses within a short time scale. If they occur within

a time frame of a round-trip time, they are accounted for as a single loss event

according to the LIP method. However, since losses on an artificial channel are

uncorrelated, ignoring packet losses within the same LIP renders the loss event rate

underestimated. As a result, the fair share will be overestimated as the simulation
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results depicted in Figure 5.9(b) demonstrate for a CBR flow with a transmission

rate of 16 packets/RTT.

For further investigation of the impact of the transmission rate on the fair rate

estimation, we varied the transmission rate of the CBR for fixed packet drop rates.

Figure 5.10 illustrates the results obtained for an artificial channel where packets

are dropped with a probability of 0.1 %. Due to the low level of losses, the CBR

flow measures a loss event rate that very closely follows the loss event rate of the

TFRC flow. Moreover, the loss event rate almost equals the actual loss rate so

that both CBR and TFRC estimate a fair share that corresponds to the actual

throughput achieved by TCP.
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Figure 5.10: Measured loss rate and estimated fair share for an artificial channel with
0.1 % packet drop probability.

The results of the equivalent experiment with a moderate packet drop prob-

ability of 3 % is demonstrated in Figure 5.11. We observe that the loss estima-

tion algorithm used with the open-loop CBR flow already becomes heavily depen-

dent on the actual transmission rate of the flow. The measured throughput of the

TCP connection in the experiment matches quite well the value of approximately

5.6 packets/RTT calculated using Equation 5.2. From the presented results it can

be observed that for transmission rates up to the TCP-fair rate of 5.6 packets/RTT,

the CBR and TFRC flow quite similarly measure a slightly underestimated loss rate.

Thus, the calculated rate of both takes values of 1.2–1.5 times the actual TCP-equal

rate. Since for this interval of transmission rates the CBR estimate very closely

follows the TFRC estimate, the observed bias stems from the underlying method of

the loss measurement rather than the absence of control mechanisms for the CBR
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transmission. However, as its transmission rate increases above the fair share, the

CBR flow measures a decreasing loss rate, which leads to an overestimate of the

fair share. This effect increases for higher loss rates and supports our observations

previously presented in Figure 5.9(b).
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Figure 5.11: Measured loss rate and estimated fair share for an artificial channel with
3 % packet drop probability.

5.4.4 Bandwidth-Limited Bottleneck

When only a small number flows competes for the resources on a bandwidth-

limited bottleneck, the assumption of uncorrelated packet losses made for the high-

multiplexing scenario does not hold any more. The flows are very likely to interfere

with each other and the loss patterns heavily depend on the employed control mech-

anisms and transmission rates of the flows. Hence, in the following experiments we

study the characteristics of the rate estimation algorithm in a environment with a

lower level of statistical multiplexing.

For the following experiments the level of statistical multiplexing is varied by

configuring a number of n TCP flows to compete with the CBR and TFRC flows

(see Table 5.1). The bottleneck capacity Cbottleneck is set such that the theoreti-

cal fair rate of each flow is 16 packets/RTT, and the drop-tail bottleneck queue is

dimensioned for buffering approximately 1.5 times the bandwidth-delay product.

Since the bottleneck bandwidth is configured to (n+ 2) · 16 packets/RTT, it effec-

tively limits the number of reasonable simulation scenarios in the case of low values

of n. For example, when n = 1, that is, there is only a single competing TCP
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flow, the bottleneck bandwidth is 48 packets/RTT. Running the CBR flow with a

transmission rate of 128 packets/RTT would immediately overflow the bottleneck

and produce results that are of no value. Hence, we run simulations only with

transmission rates that do not exceed half of the bottleneck bandwidth.
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Figure 5.12: Overview of the loss event rate and calculated fair rate for the bandwidth-
limited bottleneck scenario.

Figure 5.12 gives an overview of the loss event rate and the estimated fair share

for the bandwidth-limited bottleneck as a function of the CBR transmission rate

and the number of competing TCP flows. Although a dependency between the

CBR transmission rate and the calculated loss event rate can be observed, the

effect is much weaker compared to the results obtained for the artificial channel.

The level of measured loss event rate is also at a very low level as the performed

simulations show.

When congestion occurs in a router that multiplexes only very few competing

flows, a CBR flow transmitting at a lower rate than its fair share measures a propor-

tionally higher loss rate than the competing TFRC and TCP flows. The aggressive

probing behavior particularly of TCP lets it consumes the available bandwidth and

populate the queue at the bottleneck gateway. Recall that the bottleneck is dimen-

sioned for a theoretical fair share of 16 packets/RTT for each flow. Thus, as the

CBR transmits at a comparably low rate, inter-packet spacing is large and single

losses have a high impact on the loss estimation algorithm. As a result, the con-

gestion state is overestimated leading to a very conservative behavior of the rate

estimation algorithm for this scenario.

The simulation results depicted in Figure 5.13 show how the measured loss

event rate of a CBR flow transmitting at 1 packet/RTT changes as the number of

competing TCP flows varies. For a very low degree of multiplexing it is too sensitive
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to losses leading to an underestimated fair share that equals approximately 50 %

of the TCP throughput. In contrast, TFRC utilizing the same TCP-model is even

more aggressive than TCP due to the employed rate control mechanism. As the

multiplexing level increases, the calculated rate of CBR converges to the actual

throughput of the TCP flow.
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Figure 5.13: CBR flow transmitting 1 packet/RTT and sharing a bandwidth-limited
bottleneck with a TFRC and a varying number of TCP flows.

In contrast to the above scenario, when sending at rate that is above its fair

share, a CBR flow competing with other rate-controlled flows tends to underesti-

mate the loss rate and calculates a fair rate that is too high. Figure 5.14 demon-

strates this behavior for the CBR flow configured to transmit at a constant rate of

32 packets/RTT, which is two times the theoretical fair rate. Since the loss event

rate measured by the CBR receiver is significantly lower than the loss rate experi-

enced by the TCP flow(s), the calculated rate does not converge to the TCP-fair

value even for a higher multiplexing level. Actually, the simulation results indicate

that as the multiplexing is further increased so is the congestion level. Thus, the

estimated loss event rate decreases and the calculated rate does not approach a fair

level. This behavior correlates quite well with the observations discussed for the

artificial channel in Section 5.4.3.

Corresponding to the evaluation procedure in the case of an artificial channel,

the impact of the transmission rate on the fair rate estimation has been further

investigated. Therefore, the CBR transmission rate was varied for a fixed number

of competing flows. Figure 5.15 illustrates the results of the CBR flow sharing a

bandwidth-limited bottleneck with a TFRC flow and a single TCP flow. We observe
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Figure 5.14: CBR flow transmitting 16 packets/RTT and sharing a bandwidth-limited
bottleneck with a TFRC and a varying number of TCP flows.

that at a transmission rate of 1 packet/RTT the CBR flow measures a higher loss

rate than both TFRC and TCP. As the CBR flow increases its transmission rate,

its estimated loss event rate decreases very fast to values below that of TCP. Recall

that the bottleneck link is configured for a theoretical fair share of 16 packets/RTT.

However, the calculated fair share of the CBR overshoots the TCP-fair level already

at a transmission rate of approximately 4 packets/RTT. The TFRC flow generally

allocates more bandwidth than the TCP flow.
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Figure 5.15: Measured loss rate and estimated fair rate of a CBR and TFRC flow
sharing a bandwidth-limited bottleneck with a TCP flow.

The results of the equivalent experiment with the CBR and TFRC flow sharing

the bottleneck with 8 TCP flows is presented in Figure 5.16. Although the loss
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overestimation is still observed at very low transmission rates, it is less pronounced

and the estimated fair rate converges with that of TFRC as the transmission rate

of the CBR flow increases. However, as the transmission rate exceeds the fair share

of approximately 16 packets/RTT the fair rate becomes overestimated.
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Figure 5.16: Measured loss rate and estimated fair rate of a CBR and TFRC flow
sharing a bandwidth-limited bottleneck with 8 TCP flows.

5.4.5 Virtual Packets

Only recently Widmer et al. in [WBB04] very thoroughly studied the TCP model

for applications that perform rate control by adapting the packet size instead of

the packet rate. The results indicate that in the case of variable packet size the

performance of the fair share estimator intrinsically depends on the packet size. The

authors proposed a modification to the loss event rate calculation that addresses

this problem, and they assumed their algorithm to also solve the limitations of the

basic rate estimator that we identified in our extensive evaluation.

For a constant data rate rconst the packet rate is a function of the packet size. If

a source sends n′
RTT packets with size s′ per round-trip time, to achieve the same

bit rate with a smaller packet size s′′ < s′ it obviously has to increase the packet

rate:

R = n′
RTT · s′ = n′′

RTT · s′′ ⇒ n′′
RTT = n′

RTT

s′

s′′
. (5.8)

As Widmer et al. showed in [WBB04], in an operating regime with smaller

packet size and constant data rate the increase in the number of loss events is no
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longer proportional to the increase in the number of packets the loss events are

sampled over. The origin of this effect can be explained referring to the analytical

results of Ramesh and Rhee presented in [RR99].

Assuming a Bernoulli packet loss process as for the artificial channel in Sec-

tion 5.4.3, the expected value for a loss interval in steady state is:

E(Θ) = nRTT − 1 +
1

pdrop
, (5.9)

where nRTT − 1 is the number of packets sent within a LIP following a packet loss

that triggers a loss event (see Section 5.3.1), and pdrop denotes the packet drop

probability. Obviously, the higher the number of packets per round-trip time nRTT ,

the larger is the expected loss interval. Hence, the loss event rate is clearly depend-

ing on the packet rate. This fundamental and general finding is important for the

purpose of dealing with variable packet sizes, but helps also for the understanding

of some of the effects observed in our experiments.

To cancel the bias in favor of flows with smaller packets, Widmer et al. intro-

duced the concept of virtual packets. The main idea of this method is to combine

smaller packets of size s into virtual packets of reference size S. Given that all other

parameters remain the same, flows employing the virtual packet method for the es-

timation of the loss event rate should calculate a throughput that is independent

of the packet size.

In order to verify whether the method of virtual packets is capable of reducing

or eliminating the limitations of the loss estimation algorithm, we conducted simu-

lations using an artificial channel with a packet drop probability of 5 %. The actual

packet size is set to (a) 1, 000 Bytes respectively (b) 100 Bytes; the virtual packet

size is 1, 000 Bytes. The transmission rate of the CBR flow is increased over time.

Figure 5.17 shows the results of one simulation run.

The trace of the measured loss event rate (without virtual packets) in Fig-

ure 5.17(a) clearly shows a dependency on the transmission rate. This corresponds

to our findings in the preceding sections. Figure 5.17(b) depicts the loss event rate

calculated by the same flow with packets of size 100 Bytes (lower trace). According

to the analytical study, the use of smaller packets lead to an underestimation of

the loss rate. When applying the virtual packet method, the CBR flow measures

a loss event rate that corresponds4 to that measured without virtual packets and

4Note that the trace for the flow with virtual packets is smoother than the trace for the flow
with actual packet size of 1, 000Bytes. This can be attributed to the finer sampling of losses when
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Figure 5.17: Loss event rate measured over an artificial channel with a packet drop
probability of 5 %.

packet size 1, 000 Bytes, as depicted in the upper trace of Figure 5.17(b).

The results of the performed simulations support that the virtual packet method

proposed in [WBB04] can cancel the bias in the calculated fair share caused by

variable packet sizes. However, the influence of the transmission rate on the loss

event rate estimator as demonstrated in this thesis still remains. This is easily

validated by analysis using Equation 5.9. If we substitute the number of real

packets nRTT with the number of virtual packets nvirtual, the expected loss interval

is calculated as a function of the transmitted virtual packets. As the actual packet

rate increases, so does the virtual packet rate due to their linear relation. Hence,

the virtual packet method does not reduce the influence of the transmission rate

on the fair share calculated using the TCP-throughput model.

5.4.6 Impact on Multi-rate Multicast

The results of our simulations confirm that the state-of-the-art equation-based ap-

proach to rate control performs reasonably well over a wide range of parameter

setting for open-loop transmission scenarios. Hence, the underlying rate estimation

algorithm is a powerful tool that can be also used by multicast receivers partici-

pating in a multicast session. However, there are two pathological cases that have

been identified and analyzed:

using smaller packets.
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1. When a decoupled5 flow in environments with moderate to high packet loss

rate sends data at a higher rate than the fair share, the corresponding receiver

tends to overestimate the fair share. The overestimation effect is boosted as

the transmission rate and loss rate increases. As a consequence, receivers

participating in a multi-rate multicast session might report an overestimated

TCP-compatible rate and choose a subscription level that is highly unfair.

2. When a decoupled flow shares a bandwidth-limited bottleneck with rate-

controlled congestion-controlled TCP traffic, the estimated fair rate of a cor-

responding receiver heavily depends on the transmission rate and level of

multiplexing. Similarly to the behavior in environments with uncorrelated

and high loss rates, the estimator tends to overestimate its fair rate for trans-

mission rates that exceed the TCP-fair rate. Basically, this effect supports

the findings in [BCC+98]. On the other hand, for lower transmission rates

and a very low number of competing TCP flows, the loss rate is overestimated

so that the calculated rate is lower than the actual fair TCP-compatible rate.

Transferring this effect to the multi-rate multicast scenario, a receiver that

performs group subscription based on the fair rate estimated might behave

very conservatively. While this does not harm the cross traffic, it might lead

to unfair situations for multicast receivers.

5.5 Loss Measurement Modifications

This section introduces modifications to the basic loss measurement method in order

to improve the fair share estimation using the TCP model under the conditions of

open-loop transmission. Therefore, we compare the assumptions made for the TCP

model to the operational conditions of a multicast streaming flow. Based on the

insight gained through analysis and experiments a new concept of loss event impact

is introduced and an corresponding loss event rate algorithm is devised.

5We use this term to refer to a flow that in contrast to TCP and TFRC flows is not subject to
closed-loop rate-control. Thus, it sends at a predetermined rate and neither reacts to congestion
signals nor probes for available rates. This abstracts a multicast scenario where the transmission
rate cannot be adjusted to the bandwidth capabilities of each receiver.
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5.5.1 Model Assumptions

Packet losses are implicit signals of congestion on an end-to-end path. Recall from

Section 5.3.1 that the TCP-model underlying the equation-based fair share estima-

tor assumes that packet losses experienced within a round-trip time (round) are

correlated (see Figure 5.2). On the other hand, losses from different rounds are

assumed to be uncorrelated. The rationale behind this is that TCP is assumed to

send packets back-to-back in each round. When a packet burst arrives at a drop-tail

queue with insufficient buffer space, one or more packets of that transmission round

will be dropped. Prominent TCP variants react to packet loss by halving their con-

gestion window only once per round-trip time regardless of the actual number of

lost packets. The loss estimation algorithm used in the equation-based approach

accounts for that behavior by ignoring all detected losses following an initial packet

drop that triggers a loss event. Thus, the impact of losses within a round-trip time

is constant and independent of the actual number of dropped packets.

The equation-based approach has proved to be well-suited for flows using closed-

loop control to regulate their transmission rate although the loss estimator is inher-

ently influenced by the operational rate (see Section 5.3) However, the simulation

results presented in Section 5.4 showed that pathological cases might occur when

opening up the control loop. Particularly, in environments with steady-state losses

a decoupled flow transmitting at rates higher than a greedy TCP flow tend to

overestimate its fair share. It is observed that while the packet rate increases the

estimated congestion level decreases.

The bias in loss estimation basically originates from two facts: (a) at a steady-

state packet loss rate, the expected value of the loss interval according Equation 5.9

is intrinsically a function of the transmission rate (see Section 5.4.5); (b) a rate-

based flow in contrast to its window-based counterpart does not send a burst of

packets back-to-back but rather evenly-spaced, so that losses occurring in the same

round-trip time are not necessarily correlated. This assumption is confirmed by the

simulation results presented in the previous section.

5.5.2 Loss Event Impact

In order to improve to performance of the loss event rate estimator, we extended

the concept of loss events. While a loss event in the original algorithm is basically

a binary congestion indicator, in our modification it is also assigned a value for its
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impact. We define the loss event impact of the ith loss event as:

Ψi = (nlost[i])
1−γ for γ ∈ [0..1], (5.10)

where nlost[i] denotes the number of packets that are lost within the ith loss event,

and γ is a loss correlation factor. Since with the above definition all packet losses can

be considered in the loss event rate calculation, the Loss Insensitive Period (LIP)

is substituted with a Loss Aggregation Period (LAP).

Having defined the loss event impact, the average value over the k recent loss

event impact values Ψ0, . . . ,Ψk−1 is then calculated as follows:

Ψavg =

∑k−1
i=0 wiΨi
∑k−1
i=0 wi

, (5.11)

where Ψ0 corresponds to the most recent loss event, and the weights w0, . . . , wk−1

are the same as used for calculating the average loss interval (see Section 5.3.1).

Finally, the new loss event rate is computed as the ratio of the average loss

impact and the average loss interval (Equation 5.4):

pevent =
Ψavg

Θavg

. (5.12)

The loss correlation factor γ in Equation 5.10 is generally depending on the

actual loss pattern. As its name already implies, the factor provides a mean to

parameterize the probability of two losses experienced in the same round being

correlated. If the γ = 1, every loss event has equal impact of 1. In that case,

all losses in a round-trip time are considered correlated, which corresponds to the

original algorithm using LIP. On the other hand, if γ is set to values close to 0,

the impact of a loss event heavily depends on the number of actually lost packets.

Since we focus on rate-based transmission for streaming media, experienced losses

are assumed to be rather uncorrelated and the event impact factor is heuristically

set to γ = 0.

In the following section, we present results obtained in experiments using the

modified loss event rate estimator based on loss event impacts. They clearly show

how the performance of the loss estimation improves for the decoupled open-loop

flow.
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5.6 Evaluation of the Modified Algorithm

To evaluate the modified loss rate estimator and compare it to the original algo-

rithm, in this section the same simulation configuration and setup is used as in

Section 5.4. Moreover, both section are similarly structured in order to make fast

comparison possible.

In the following experiments, we the original equation-based rate estimator in

the CBR flow is replaced by our modified estimator. When discussing the results,

the new CBR flow is referred to as CBR-LAP while the flow instantiating the

original algorithm is denoted with CBR-LIP.

5.6.1 Artificial Channel

Figure 5.18 gives an overview of the loss event rate and the estimated fair rate

over the CBR transmission rate and the packet loss probability of the artificial

channel. It clearly shows that the relationship between the measured loss event

rate and the packet drop probability of the channel is almost independent of the

CBR-LAP transmission rate. Moreover, the calculated fair share maintains a highly

TCP-compatible level over the wide range of the parameter settings.
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Figure 5.18: Overview of the loss event rate and calculated fair rate of the CBR-LAP
flow in an artificial channel scenario.

Equivalent to its LIP counterpart, at low packet rates and low packet drop prob-

abilities the CBR-LAP flow does hardly experience two or more packet losses within

the same round-trip time. Consequently, the impact of a loss event is constantly 1

and the behavior corresponds to that of the LIP algorithm. This is evident in Fig-

ure 5.19(a) for the CBR flow transmitting at 1 packet/RTT, which is comparable
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to the results of the CBR-LIP flow in Figure 5.9(a).
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Figure 5.19: TFRC rate and fair rate calculated by the CBR-LAP and CBR-LIP flow,
respectively, for two different transmission rates.

However, in the case of higher transmission rates, the LAP algorithm clearly

outperforms the LIP algorithm, as Figure 5.19(b) exemplifies for a transmission

rate of 16 packets/RTT. When multiple packets are sent per round-trip time in a

high-multiplexing environment, the probability of experiencing uncorrelated losses

within the same loss event raises. As the loss probability takes a moderate to high

level, the LIP algorithm increases to underestimate the congestion state while LAP

closely follows the behavior of the closed-loop TFRC algorithm.

For further investigation of the relationship between the transmission rate and

the estimation performance, in the following simulations we varied the transmission

rate while keeping the packet drop probability of the channel constant.

Figure 5.20 shows the results obtained for a packet dropping probability of 0.1 %.

Packet losses are very rare so that each loss event consists of a single loss, and the

loss interval becomes very large. Furthermore, the second term of Equation 5.9 for

the expected value of the interval (see Section 5.4.5 becomes dominant, so that the

number of transmitted packets per round-trip time has hardly any influence. As a

result, over a wide range of the CBR transmission rate the performance of all three

equation-based algorithms (TFRC, LIP and LAP) is not distinguishable, and the

estimated fair level very closely follows the actual TCP-fair rate.

In contrast, when the drop probability is increased, the difference between the

LIP and LAP performance becomes evident. The simulation results obtained for
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Figure 5.20: Measured loss rate and estimated fair share for an artificial channel with
0.1 % packet drop probability.

an environment governed by 3 % packet drop probability is demonstrated in Fig-

ure 5.21. On average every 33rd packet is dropped under these conditions, so that

a divergence between LIP and LAP is expected to be noticeable at packet rates of

more than 33 packets per round-trip time. However, we observe that the LIP algo-

rithm starts to underestimate the loss rate already at packet rates that are slightly

above the TCP-compatible rate of 5.6 packets/RTT leading to fair share overesti-

mation. As the transmission rate increases this effect boosts. In contrast, our LAP

approach performs fairly over the complete range of configured transmission rates

and maintains a fairness level closely following that of the TFRC flow.
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Figure 5.21: Measured loss rate and estimated fair share for an artificial channel with
3 % packet drop probability.
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5.6.2 Bandwidth-Limited Bottleneck

An overview of the performance of the LAP approach using loss event impacts

under the condition of directly competing flows on a bandwidth-limited bottleneck

link is presented in Figure 5.22.
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Figure 5.22: Overview of the loss event rate and calculated fair rate for the bandwidth-
limited bottleneck scenario.

The graphs visualize that at higher degrees of statistical multiplexing the CBR-

LAP obtains a quite fair estimate of the loss rate and the fair share. However,

when only few flows are competing for the bottleneck resources and the CBR-LAP

flow transmits at low packet rates, it tends to overestimate the loss rate. In this

situation, the fair share is underestimated. Recall that the bottleneck bandwidth

in this simulation setup is configured to (n+ 2) · 16 packets/RTT, where n denotes

the number of competing flows. Since we limited the transmission rate of the CBR

flow to at most half of the bottleneck bandwidth, values in the graph for higher

transmission rates have not been obtained and have been manually set to zero. This

explains the sudden slope as the number of TCP flows approaches 1 concurrently

with the packet rate increasing to very high values.

Figure 5.23 depicts the results of the simulation configuration when the CBR

sends 1 packet/RTT and sharing the bottleneck with a TFRC and one or more TCP

flows. Due to the very low packet rate, the loss measurement process employed in

LAP basically corresponds to the original LIP approach. LAP measures a similar

loss rate and fair share as LIP, and suffers the same limitations. When only few

flows share the bottleneck, the transmission behavior of each flows directly impacts

the experienced loss pattern. The measured loss rate of a flow then depends on its

own transmission behavior and that of the other flows. Since in contrast to TCP

and TFRC the CBR flow does not aggressively probe for available bandwidth,
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Figure 5.23: CBR flow transmitting 1 packet/RTT and sharing a bandwidth-limited
bottleneck with a TFRC and a varying number of TCP flows.
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Figure 5.24: CBR flow transmitting 16 packets/RTT and sharing a bandwidth-limited
bottleneck with a TFRC and a varying number of TCP flows.

it underestimates the fair share. As the number of competing flows increases the

calculated rate approaches a fair level. The reason is obvious: the multiplexing level

increases so that the influence of the flow behavior on the loss process diminishes.

Hence, the CBR flow faces a similar solutions as in the artificial channel simulations.

For high transmission rates that overshoot the fair share, Figure 5.24 shows a

somewhat different behavior. While for low transmission rates overestimating the

loss rate and calculating a very conservative fair share, LIP and LAP turn to be

too aggressive when packets are sent at high rates. This can be attributed to the

aforementioned reason, that the characteristics of the flows have sever impact on
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the experienced loss process.

Finally, Figure 5.25 and Figure 5.26 demonstrate the performance of the LAP

approach over a wide range of packet rates when the CBR and TFRC flow are

sharing the bottleneck with a single TCP flow and with eight TCP flows, respec-

tively. Interestingly, LAP follows LIP as long for packet rates below the fair share,

while for increasing packet rates the LAP estimator follows TFRC. In this oper-

ating regime, LAP maintains a relatively fair estimate and outperforms the LIP

algorithm.
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Figure 5.25: Measured loss rate and estimated fair rate of a CBR-LAP and TFRC flow
sharing a bandwidth-limited bottleneck with a TCP flow.
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Figure 5.26: Measured loss rate and estimated fair rate of a CBR-LAP and TFRC flow
sharing a bandwidth-limited bottleneck with 8 TCP flows.
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5.6.3 Discussion

The results of our experiments verified that the loss estimator modifications pre-

sented in Section 5.5 can improve the equation-based fair share estimator. This

holds particularly for environments of high-statistical multiplexing, where the orig-

inal method (LIP) tends to overestimate the fair share when the corresponding flow

sends at a higher packet rate than a greedy TCP flow. Since the modified algo-

rithm (LAP) assigns a measure of impact to each loss event rate, it has been shown

that it is much better suited to accurately measure the congestion under extreme

conditions. The estimator becomes independent from the actual transmission rate.

The latter is an important feature for equation-based layered multicast sessions

where the cumulative rates of a low number of layers obviously cannot accommo-

date heterogeneous end-to-end path conditions. Thus, participating receivers might

overestimate their fair share, which when used for stream optimization (see Chap-

ter 3) will lead to reduced optimization performance. Furthermore, an overestimate

of the fair share might force receivers to join a higher transmission rate, which then

further degrades the precision of the estimator and so forth.

While the LAP method can improve the loss estimation when flows face the

aforementioned conditions, it suffers the same limitations as the LIP algorithm at

a very low degree of statistical multiplexing and drop-tail queues. When only few

flows share the bottleneck, the transmission behavior of each flow directly impacts

the experienced loss pattern. In this situation, the different flows might actu-

ally measure different loss patterns depending on their own and the characteristics

of the other flows. When sending at rates below the TCP-compatible rate, the

unresponsive flow in our experiments underestimates the fair share since it does

not aggressively probe for available bandwidth, in contrast to TCP and TFRC.

Note that the effect is inherently coupled to the drop-tail policy employed in the

routers and diminishes as the multiplexing level increases. Furthermore, if Active

Queue Management (AQM) strategies such as RED are employed in the routers,

the conditions become comparable to that of the artificial channel with a steady

and independent loss process.

However, the aforementioned effect might severely impact the behavior of a re-

ceiver participating in a layered multicast transmission in case that gateways apply

drop-tail queuing. When the receiver joins the base layer and only very few flows

are competing for the same bottleneck, the TCP-fair level is very probably above

the base layer rate. Hence the corresponding multicast receiver will overestimate
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the congestion level and behave very conservatively. While this does not negatively

impacting TCP, the multicast receiver might never converge to a fair subscription

level by joining appropriate multicast groups. As a consequence, we would rec-

ommend an operational equation-based multicast protocol to implement additional

probing mechanisms to also address this issue.

5.7 Summary

In this chapter, we systematically investigated an equation-based approach for fair

share estimation with respect to its applicability to multicast transmission. The

approach grounds on an analytical model for the steady-state throughput of TCP

and is based on round-trip time and loss rate estimation. Due to its salient perfor-

mance in the unicast streaming domain it is considered a promising approach also

for multicast transmission of continuous media. Since its performance particularly

relies on the underlying techniques for loss measurement, we focused our study on

the corresponding mechanism

The evaluation in this section has been performed by means of extensive net-

work simulations. Therein, the conditions of the multicast scenario are modeled by

unresponsive flows, which operate at transmission rates that are decoupled from

receiver or network feedback. While the corresponding receivers have implemented

the loss and rate estimator, the tight rate-control loop used in the unicast case is

lacking. Hence, a flow’s rate is not adjusted constantly to the actual network con-

ditions, and its operating point might noticeably diverge from the TCP-compatible

level. This abstracts quite well the multi-rate multicast scenario, where the limited

number of corresponding group rates obviously cannot accommodate the conditions

of highly heterogeneous receivers and data paths.

In a first set of experiments, the performance of the original algorithm for loss

estimation has been intensively studied over a variety of simulation configurations.

The results confirm that the original approach performs reasonably well over a

wide range of parameter setting for open-loop transmission scenarios. However,

its limitations become evident in high-multiplexing environments with moderate

to high packet drop rates. End systems receiving data at rates that are above

their fair share tend to overestimate the TCP-compatible rate. The overestimation

effect is boosted as the transmission rate and packet drop rate increases. As a

consequence, receivers participating in a multi-rate multicast session might report
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an overestimated TCP-compatible rate and choose a subscription level that is highly

unfair.

After analyzing the origin of the observed effect, we devised modifications to

the loss estimation procedure and introduced the concept of loss event impacts.

The results of the subsequently performed set of experiments clearly demonstrated

how our algorithm can outperform the original technique under the aforementioned

operational regime. The modified algorithm fairly measures the level of congestion

on an end-to-end path under a wide range of parameter settings. Thus, it may be

employed by a receiver in a multi-rate multicast session (a) to provide the sender

with a relatively accurate fair share estimate for the server to perform stream opti-

mization (see Chapter 3); and (b) to choose the appropriate multicast subscription

level based on the estimated TCP-compatible rate.

Nevertheless, our study also showed that the approach has limitations in en-

vironments of a very low degree of statistical multiplexing with gateways imple-

menting drop-tail policy for queue management. For very low packet rates, our

modification fails to improve the original algorithm and quite similarly tends to

underestimate a receivers’s fair share. In this particular case, a multicast receiver

performing group subscription based on the fair share estimate might behave very

conservatively. While this does not harm the cross traffic, it might lead to unfair

situations for the multicast receiver. However, this effect is intrinsically coupled

to the drop-tail policy applied in intermediate nodes and can be suppressed using

AQM mechanisms such as RED.

It is important to emphasize that despite its limitations, the modification de-

vised in this chapter can improve the original loss and fair share estimator while

never performing worse than it.



Chapter 6

Subscription Level Management

In this chapter, we show how the TCP-compatible rate estimated with the equation-

based model as discussed in Chapter 5 can be utilized for receiver-driven rate adap-

tation. In order to avoid frequent join and leave decisions in steady state while

being responsive to changing conditions, a subscription level management strategy

is developed.

Following the discussion of the shortcomings of a simple and straightforward

strategy, a timer-based technique is derived in a first place, which is later extended

to dynamic timers. The parameters of the proposed mechanism are tunable such

that its responsiveness to congestion indications as well as its aggressiveness regard-

ing the allocation of available network resources can be adjusted independently.

For the purpose of performance evaluation, we implemented our strategy and

the related mechanism in a protocol framework by extending the functionality of the

network simulator ns-2. The implementation also includes a module for estimating

a receiver’s fair share as discussed in Chapter 5. The resulting framework provides

a powerful tool for studying the performance of our approach and to compare

it with Receiver-Driven Layered Congestion Control (RLC), which is the most

cited control scheme for layered multicast. Using the framework, we evaluate the

behavior of both schemes in terms of smoothness in steady state for heterogeneous

loss patterns and link delays, and test its reactiveness to transient congestion.

The roadmap of this chapter is shown in Figure 6.1.

119
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Figure 6.1: Roadmap of the chapter on Subscription Level Management.

6.1 Motivation

Native multicast transmission inherently differs from its unicast counterpart. In

IP multicast packets are forwarded along a distribution tree rather than a single

path. The tree is rooted at the data source and it extends to reach each receiver

in the multicast group. Thus, a key feature of IP multicast service is the level of

indirection provided by its host group abstraction. More specifically, while unicast

packets are routed based on the receiver address included in the packet header, a

multicast source generally does not need to have explicit knowledge about receivers

and their addresses. Instead, the source pushes packets to one or more IP group

addresses and receiver-driven group membership is utilized for implicit control of

data distribution. That is, interested receivers have to signal their interest in joining

groups to the network by means of IGMP messages.

Multi-rate transmission schemes are very powerful in accommodating heteroge-

neous multicast receiver sets (see Chapter 3). Moreover, they enable receiver-driven

rate adaptation to the local capacity by receivers adjusting their level of subscrip-

tion. This technique has been adopted by several researchers and became the

de facto standard approach originally described by McCanne et al. in [MJV96].

However, the strategies and mechanisms utilized for subscription management are

crucial for the performance and scalability of a protocol. Reacting to each loss dras-

tically in a TCP-like manner and frequently changing the subscription level might

cause severe rate and quality fluctuations to the application as well as increased

overhead in network signaling and router state maintenance. On the other hand,

protocol responsiveness is important for the stability and fairness of the network.

6.2 Subscription Strategy

In layered multicast transmission the sender stripes the data to several multicast

groups in a hierarchical manner. The source predefines the order of the layers and
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receivers perform rate adaptation by subscribing and unsubscribing to the corre-

sponding multicast groups. A subset of cumulative layers (i.e., multicast groups)

is referred to as the subscription level. That is, a receiver subscribed to all layers 1

to l has subscription level l and hence it receives data at the corresponding group

transmission rate gl.

Since several receivers will have the same subscription level, they are members of

the same multicast transmission group. The limited number of layers allows only for

a relatively coarse-grained adaptation, which leads to a dilemma of fair competition,

oscillations, and claim of fair share. When the fair share of a receiver is between

two layers, the receiver may choose a subscription level that is either below or above

the fair level. In such situations, long-term TCP-compatibility can be achieved by

oscillating between the two subscription levels. However, this behavior should be

avoided since streaming applications heavily profit from a smooth transmission.

Furthermore, frequent changes of the subscription level impose a higher overhead

in IGMP network signaling and router state maintenance.

Obviously, the smoothness and responsiveness of a layered multicast transmis-

sion scheme depends on the way receivers manage their subscription level. That

is, they are heavily influenced by the way receivers join and leave multicast groups

of a session in order to adapt their data rate and control congestion. We refer to

this process as subscription level management and denote the underlying strategy

as the subscription strategy.

The major focus of this section is the development of a subscription strategy.

We start the discussion by introducing a straight forward naive strategy, extend it

to a timer-based strategy, and finally present the derived lazy strategy.

6.2.1 Naive Strategy

A very simple strategy to make decisions for joining or leaving layers of a multicast

session is to “naively” use the actual samples of the estimated fair share.

Assuming that a multicast receiver is subscribed to the lth level, it then belongs

to the receiver transmission group l and its total reception rate corresponds to gl.

Furthermore, it is assumed that the current level l is less than the maximum possible

subscription level L (i.e., number of layers) provided by the multicast session. As

a result, when the estimated fair share χ of the receiver exhibits the transmission

rate gl+1 of the next subscription level, the receiver will immediately trigger a group

join message and change its subscription level. Similarly, as soon as χ falls below
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the current transmission rate gl, the receiver will immediately trigger a leave action

to change its subscription level to l − 1.

This strategy is simple to implement and has been recently applied in a lay-

ered multicast protocol [LLZ02]. However, this strategy is very sensitive to fluc-

tuations of the fair rate estimation caused by round-trip time and loss rate vari-

ations. Although smoothing is applied to both round-trip time and loss event

rate estimation, the resulting estimates still might experience noticeable variations

[RLSS03, RSS03, WBB04]. Consequently, when the average calculated fair share

estimate χ̄ is slightly below or above the rate gl of a transmission group, variations

of χ might easily cause the samples to frequently exceed or fall below gl even in

steady state. This is schematically depicted in Figure 6.2 for the case of χ̄ < gl.

Applying the naive subscription strategy in this case consequently might lead to

oscillatory subscription behavior and increasing IGMP signaling overhead.

Rate

Time

gl

χ

gl 1

Figure 6.2: Schematic illustration of the variations of the estimated fair share χ of a re-
ceiver. The frequent crossing of the group transmission rate gl+1 will result in subscription
level oscillations when applying the naive subscription strategy.

6.2.2 Join and Leave Timers

Smoothing the fair share estimate intuitively represents a straight-forward approach

to overcome the aforementioned limitations of the naive subscription strategy. How-

ever, it can significantly decrease the responsiveness of the mechanism. Moreover,

the values for the smoothing parameters of the original rate estimator have been

thoroughly chosen as a result of extensive experiments (for a discussion see Chap-

ter 5).
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Therefore, the introduction of join and leave timers is considered for solving the

problem. In this approach, the estimated TCP-compatible fair share χ exceeds the

transmission group rate gl+1 of a receiver’s next subscription level, a join timer is

triggered instead of directly triggering a join action. If within a period τjoin the

calculated rate χ keeps a value higher than gl+1, then the timer triggers the receiver

to subscribe to level l + 1. Otherwise, if during this period χ falls below gl+1, the

timer is canceled and the receiver keeps its current subscription level. Similarly,

when χ falls below the receiver’s current transmission group rate gl, a leave timer

(τleave) is triggered instead of immediately sending an IGMP leave message.

Figure 6.3 schematically illustrates the basic concept of join and leave timers. At

tjoin the estimated fair share χ exceeds the group rate gl+1 of the next subscription

level, which triggers a join timer. Since χ stays above gl+1 for a period of time

longer than τjoin, the join timer triggers the receiver to subscribe to the next level.

Similarly, at tleave a leave timer is triggered that expires and triggers the receiver

to subscribe to level l again. Subsequently, at t′join the calculated fair share again

triggers a join timer. However, this time χ undershoots gl+1 within a period shorter

than τjoin. Hence, the join timer is canceled and the receiver keeps its current

subscription level l.

Rate

g

τ

l

t

join τleave

join t'jointleave

glð+1

χ

} }

τjoin}

Figure 6.3: Schematic illustration of the concept of join and leave timers.

The timer-based strategy has two major benefits: (1) it can prevent from fre-

quent subscription level oscillations, and (2) it allows for independently tuning the

aggressiveness and responsiveness through the value of the join timer and the value

of the leave timer, respectively.

However, appropriately configuring the timers to static values is a very difficult
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task because smoothness is generally traded for reactivity (i.e., responsiveness and

aggressiveness). The periodicity and the pattern of the oscillations of the estimate

fair share in steady state heavily depend on a priori unknown factors (e.g., loss

pattern, round-trip time, multiplexing level, etc.; see Chapter 5).

To give an example, consider setting the join and leave timer to τjoin and τleave,

respectively, such that the control scheme performs smoothly and responsively un-

der certain environmental conditions. Under different conditions, however, it might

become too sensitive and oscillate. This is demonstrated in Figure 6.4.

τleave

}
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χ
r

(a) smooth and reactive behavior

τleave τjoin

} }

Rate

gl

χ
r

gl 1

(b) oscillatory behavior

Figure 6.4: Operational rate and subscription behavior of a flow using the timer-based
strategy for subscription level management in two different scenarios. The join and leave
timers in both scenarios are constant.

6.2.3 Lazy Strategy

While the timer-based subscription level management presented in the preceding

section is a promising approach, there is still an unsolved issue. The latter is

attributed to the boolean operation for join and leave decisions over predetermined

and static time periods. That is, the mechanism checks for χ > gl+1 and χ < gl,

respectively, and does not consider how much the both values differ.

To improve the performance of the subscription level manager, the timer-based

mechanism is extended by means of dynamic join and leave timers. The general

idea is to allow for “lazy” decisions, as long as the difference exhibits a low value.

That is, if the estimated fair share only slightly exceeds the group rate of the

next subscription level or it is only slightly below the current operational rate,

respectively, decisions are postponed.
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Basically, the idea is to adjust the timer dynamically as a function of the actual

distance of the estimated fair share and the group rate of the next subscription level

l+1 for join attempts, respectively, the group rate of the current subscription level

l for leave attempts. The higher the distance of both values, the faster a decision

should be made.

Whenever a timer event occurs, the join and leave timers are computed accord-

ing to the following formulas:

τjoin = τ̂join · λjoin(δjoin), (6.1)

τleave = τ̂leave · λleave(δleave). (6.2)

where τ̂ denotes the maximum value for the corresponding timer, λ the laziness

factor, and δ the rate distance metric. Thereby, λ is a function of δ, and τjoin and

τleave are constrained to the range [0, τ̂join] and [0, τ̂leave], respectively.

Furthermore, let us define the normalized rate distance functions δjoin and δleave
to map from the estimated distance to a value in the interval [0, 1]:

δjoin =
χ− gl+1

gl+1 − gl
for gl+1 ≤ χ < gl+2, (6.3)

δleave =
gl−1 − χ
gl − gl−1

for gl−1 ≥ χ < gl. (6.4)

To configure the sensitivity of the subscription strategy to the computed rate

distance, we introduce a sensitivity function ζ. For the latter, any wide-sense

increasing function of δ can be chosen according to:

ζ : [0, 1]→ [0, 1], δ 7→ ζ(δ),
d

dδ
ζ ≥ 0. (6.5)

The laziness λ is then computed as the compliment of the sensitivity function

as follows:

λ(δ) = 1− ζ(δ). (6.6)

From Equation 6.6 it follows that λ is bounded to values from the interval [0, 1],

so that 0 < τ ≤ τ̂ as required.

Using the lazy strategy turns the formerly static parameters τjoin and τleave into
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dynamic values. It provides a flexible mechanism that allows for postponing join

and leave decisions when the fair share estimate gives only a weak indication for

choosing the next higher or lower subscription level. The laziness of the mecha-

nism can be tuned by configuring τ̂join and τ̂leave, and particularly by the provided

sensitivity functions ζjoin and ζleave.

In preliminary experiments, we obtained promising results in terms of smooth-

ness reactivity by heuristically choosing ζjoin = δjoin and ζleave =
√
δleave. Figure 6.5

shows the resulting sensitivity and laziness as functions of the normalized rate dis-

tance.
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Figure 6.5: Sensitivity and laziness as functions of the normalized rate distance.

6.3 Experimental Evaluation

Having developed a novel subscription level management mechanism, the goal of

this section is to prove the feasibility of the concept. Basically, we attempt to

identify and highlight the strengths and weaknesses in terms of smoothness, re-

sponsiveness, and TCP-fairness of the lazy subscription mechanism in conjunction

with our modified rate estimation algorithm (see Chapter 5). In order to compare

our work with existing solutions, we confront it with RLC [VRC98], which currently

is the most prominent layered multicast control scheme.

6.3.1 Overview

Following the methodology of Chapter 5, we employ network simulations using

ns-2 for the aforementioned evaluation. Therefore, we integrated the lazy group
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subscription mechanisms into our Adaptive Rate Control Framework (ARCF) (see

Appendix C) assembling a multi-rate multicast control scheme named Equation-

Based Layered Multicast (ELM). The latter makes evaluation of our mechanism

tractable and comfortable. Furthermore, the availability of an implementation of

RLC in ns-2 allows for direct comparison of both schemes.

In order to efficiently reach our aforementioned evaluation goal and objectives,

the following systematics applies to this section:

1. For analysis of performance in terms of smoothness, we use an artificial chan-

nel1 for modeling steady-state conditions, similar to the experiments in Chap-

ter 5. Recall that the fair share estimator calculates a rate that models the

steady-state throughput of TCP. It is a function of the loss rate and the round-

trip time. Thus, we investigate smoothness and TCP-fairness under different

steady-state conditions, especially for (a) heterogeneous link loss rates and

(b) heterogeneous round-trip times.

2. To analyze behavior in a contention environment, bandwidth-limited bottle-

necks are used. If a small number of flows aggressively competes for available

bandwidth (for example, using TCP-like AIMD probing schemes) dynamic

loss patterns and fluctuations of the round-trip time are caused. As a conse-

quence, the fair share estimator can exhibit a relatively pronounced degree of

variations and oscillations. This represents a very challenging environment in

terms of smoothness for an equation-based scheme even for contention situa-

tions with a constant number of flows. Furthermore, if suddenly more flows

have to share the same resources, transient congestion occurs. In these situa-

tions, control mechanisms have to provide a sufficient degree of responsiveness

in order to assure TCP-compatibility.

Figure 5.6 shows a graphical overview of our evaluation approach. Following the

introduction of the applied fairness metric, we present the simulation configuration,

and discuss the results of the simulations subsequently.

1Given properly provisioned link capacities and queue buffers, the artificial channel allows for
configuring a packet drop rate that is constant and equal for all flows independent of their char-
acteristics. It is commonly used for abstraction of an environment with a high level of statistical
multiplexing.
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Figure 6.6: Overview of the experimental approach.

6.3.2 Metrics

In order to give quantitative statements about the performance of ELM and RLC,

the following metrics are applied within our evaluation:

1. The smoothness and responsiveness of a scheme can be easily observed fol-

lowing the throughput progression over time. A straight-forward metric is

the number of subscription level changes, that is, join and leave actions over

time.

2. In contrast, the above metric provides insufficient means for accessing and

comparing the fairness between flows of different sessions (inter-session) fol-

lowing the same path. Hence, our evaluation is based on the following ratio:

Fflow =
T̄flow
T̄TCP

, (6.7)

where T̄flow denotes the average throughput of the investigated flow, and

T̄TCP the average throughput of a TCP flow running under equivalent condi-

tions. This is a very commonly used metric for studying control schemes and

“measuring” their TCP-fairness.
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6.3.3 Simulation Configuration

For topology design and parameter configurations, our simulation setup follows

the general recommendations for multicast simulations of members of the IETF

Reliable Multicast Transport (RMT) working group [BFH+00]. In particular, the

tree topology of depth three depicted in Figure 6.7 has been chosen. It is comprised

of the following nodes: a source node (S); intermediate gateway nodes (G1), (G2),

(G3); and receiver nodes (R1), (R2), (R3).
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Figure 6.7: Simulation topology and setup.

One multicast sender agent of ELM and RLC is attached to the source node

(S), and each receiver node (R1) to (R3) hosts an ELM and a RLC receiver agent.

Furthermore, one TCP connection is set up between each source-receiver pair. For

bandwidth-limited bottlenecks, additional TCP flows are configured for each source-

receiver pair. The maximum values for the join and leave timers of ELM, τ̂join and
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τ̂leave, are heuristically set to 20 seconds. The RLC sender and receiver as described

in [VRC98].

The default capacity of non-bottleneck links is set to 100 Mbps and their queue

buffers are sufficiently provisioned in order not to effect flow behavior. The buffer

size of bottleneck queues (drop-tail) is generally set to twice the bandwidth-delay

product and link propagation delay to the default value of 10ms. Depending on the

simulation scenario, link properties are varied according to Table 6.1 and Table 6.2.

Link Loss Rate or Capacity
Simulation Scenario L12 L13 LR1 LR2 LR3

Heterogeneous Packet Drop Rates 1 % 3 % 1 % - -
Heterogeneous Round-Trip Times 1 % 1% - - -
Constant Contention - - 3 Mbps 6 Mbps 12 Mbps
Transient Contention - - 3 Mbps 6 Mbps 12 Mbps

Table 6.1: Constraining link parameter values for the simulation scenarios. Default
values are 100 Mbps and 0 %, respectively.

Simulation Scenario LS L12 L13 LR1 LR2 LR3

Het. Round-Trip Times 10 ms 10 ms 120 ms 105 ms 5 ms 120 ms

Table 6.2: Configuration for the scenario of heterogeneous round-trip times. Capacity
of all links is set to the default values 100 Mbps.

All experiments have been conducted using a constant packet size of 1, 000 Bytes

and repeated 15 times in order to provide statistical significance to the calculated

mean. The required randomness is introduced by varying the starting time of the

flows. Since exponentially-distributed layers are required for best performance of

RLC, the base layer in all simulations is set to 128 kbps and each subsequent sub-

scription level doubles the overall data rate. Hence, it follows for the subscription

group rate gl = 2 · gl−1.

Recall that the goal of this chapter is the investigation of a receiver-side sub-

scription management strategy. The instances of ELM are not performing stream

optimization as proposed in Chapter 3 in order to avoid interference with sender-

side rate adaptation effects. Moreover, this allows for direct comparison with RLC,

which is solely receiver-driven.
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The results are discussed in the following subsections based on a single, repre-

sentative simulation trace per scenario.

6.3.4 Artificial Channel

For investigating smoothness and TCP-fairness under different steady-state con-

ditions for heterogeneous link loss rates and heterogeneous round-trip times, each

receiver node hosts a single instance of ELM, RLC and TCP simultaneously, and

the link properties are set according to Table 6.1 and Table 6.2 of Section 6.3.3.

Heterogeneous Loss

The subject of the first set of experiments is the protocol behavior under varying

congestion levels. The latter is modeled by artificial channels with heterogeneous

loss rates.

Figure 6.8 shows the traces of the ELM and RLC data rates (dotted lines) of

the receivers at different receiver nodes. For comparison, the traces also include

the throughput achieved by the TCP receiver located at the corresponding node.

It is evident that ELM converges to a TCP-compatible subscription level and only

very infrequently changes it. In general, the ELM receiver instance sticks to its

actual subscription level and conducts very few subscription level changes. This

leads to a stable and smooth operational behavior, while the achieved data rate

and fairness in all three cases is reasonable high. In contrast, the RLC receiver

reacts very sensitive to individual packet losses and frequently probes for available

resources. Hence, it carries out significant more join and leave actions compared to

ELM.

We have summarized the normalized throughput, the fairness index, and the

ratio of ELM and RLC in terms of subscription actions in Table 6.3. Clearly,

RLC performs also worse than ELM in terms of achieved data rate and fairness,

although it employs a more aggressive probing scheme. Note that the fairness index

of RLC appears to be slightly lower than the results reported by Vicisano et al.

[VRC98] for drop-tail and RED queuing policies in a bandwidth-limited bottleneck

scenario. The conditions on the artificial channel appear to be RLC-unfriendly,

while ELM can deal with them very well due to its TCP-model based estimator

and the employed subscription strategy.
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Figure 6.8: Comparison of ELM and RLC for different packet drop probabilities.
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R1 R2 R3

T̄TCP 912 kbps 1, 429 kbps 668 kbps
FELM 0.859 0.753 0.760
FRLC 0.515 0.449 0.599
subscriptions

1:35 1:30 1:71
ELM vs. RLC

Table 6.3: Performance comparison of ELM and RLC under heterogeneous packet drop
rates. Values are averaged over a simulation time of 300 s.

Heterogeneous Round-Trip Times

In the following simulation setup heterogeneous round-trip times are configured

setting link propagation delays according to Table 6.2. As a result, receivers at

node (R1) through (R3) experience a round-trip time of 250 ms, 50 ms, and 500 ms,

respectively. Hence, our simulation setup covers a wide range of round-trip times.

The packet loss rate, on the other hand, has been set to a constant and equal value

of 1 % for all receivers in order to allow for isolated examination of the effects. The

traces of one representative simulation run are depicted in Figure 6.9.

Figure 6.9(a) shows how lower round-trip times pose a problem to RLC for

achieving a TCP-fair average rate. The average throughput of TCP is 1, 726 kbps

and RLC on average only reaches a value of 652 kbps. Meanwhile, ELM converges

to the 4th subscription group at 1, 024 kbps and reaches an average data rate of

1, 417 kbps. Although the TCP-fair level is close to the next higher subscription

level, ELM exhibits oscillations between subscription level 4 and 5 only at a low

frequency. The resulting ratio for join and leave decisions of ELM and RLC is

around 1:21 on average.

As Figure 6.9(b) and Figure 6.9(c) show, ELM keeps its smooth and fair behav-

ior also for higher values of the round-trip time. On the other hand, RLC exhibits

oscillatory behavior and reaches an average throughput that is substantially higher

than that of the TCP flow running under the same conditions. The quantitative

results of our experiments are summarized in Table 6.3.

For an interpretation of the results, recall that the TCP throughput is inversely

proportional to the round-trip time. This behavior is also reflected in the TCP

model used for fair share estimation in ELM. Consequently, ELM implements a

mechanism for estimating the round-trip time. RLC on the other hand is only based

on loss detection and uses an probing mechanism based on static timers ignoring
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Figure 6.9: Comparison of ELM and RLC for different round-trip times.
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R1 R2 R3

T̄TCP 342 kbps 1, 726 kbps 176 kbps
FELM 0.763 0.821 0.750
FRLC 1.843 0.378 3.559

Table 6.4: Performance comparison of ELM and RLC under heterogeneous round-trip
times. Values are averaged over a simulation time of 300 s.

the actual round-trip time. Hence, our results confirm the reported pathological

behavior of RLC [LB00a] in terms of TCP-compatibility.

6.3.5 Bandwidth-Limited Bottleneck

The simulations based on artificial channel conditions explored the behavior of

ELM and RLC under conditions expected in environments with a high level of

statistical multiplexing. The objective of the following section is to shed light on

the performance of the scheme when they directly compete for available resource

with a small number of greedy2 TCP flows on bandwidth-limited bottleneck.

In the following experiments, link propagation delays are set to the default value

so that every receiver node experiences a round-trip time of approximately 60 ms.

The bottleneck link capacities are configured according to Table 6.1. Each receiver

node hosts one ELM agent, one RLC agent, and four TCP agents. Since the

particular objective of our investigation is the performance of ELM and RLC when

competing with TCP, simulations for both are performed independently. That is,

RLC is inactive for the experiments focusing on ELM, and vice versa.

Constant Competition

Figure 6.10 depicts the results obtained for a simulation in which the number of

competing flows is constant. Particularly interesting is the observed smoothness of

ELM despite the experienced degree of loss rate fluctuations. For example, once

the ELM receiver attached to (R2) converged to its operational point, on average

it performed a subscription action every 29 seconds, while RLC performed more

than 20 times more join and leave decisions in the same time.

2If the transmission rate of a TCP flow is not limited by the application and it has sufficient
data to send—for example, transfer of a very large file—, it will constantly probe for available
bandwidth normally utilizing AIMD. Such a flow is usually referred to as being greedy.
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Figure 6.10: Comparison of ELM and RLC for different round-trip times.
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Comparing ELM’s performance on the 3 Mbps and 6 Mbps bottleneck links

yields to interesting results. The TCP-fair share in the former case is around

0.6 Mbps and slightly above the data rate of subscription level 3. Having an aver-

age throughput of 550 kbps, ELM achieves a very high level of TCP-fairness. For

the other case, the TCP-fair share is around 1.2 Mbps and above the data rate of

subscription level 4. However, the oscillations of the estimated fair share are quite

pronounced causing early canceling of ELM’s join timer and preventing it from

joining to layer 4. Hence, it hardly attempts more aggressive to join layer 4 and

achieves an average throughput of only 790 kbps.

Note that RLC for increasing bottleneck bandwidth capacities exhibits a lower

degree of oscillations compared to the preceding results. This can be attributed

to the larger queue buffers as follows. TCP flows use AIMD and increase their

data rate at one packet per round-trip time, which takes more time to overflow

the queue buffer. Consequently, packet drops occur less frequently and since RLC

reacts solely on individual packet drops, it performs more smoothly.

Table 6.5 gives an overview of the results obtained for the discussed scenario.

R1 R2 R3

T̄TCP 632 kbps 1, 309 kbps 2, 518 kbps
FELM 0.810 0.604 0.886
T̄TCP 645 kbps 1, 353 kbps 2, 768 kbps
FRLC 0.741 0.441 0.402

Table 6.5: Performance comparison of ELM and RLC under constant contention with
4 TCP flows. Values are averaged over a simulation time of 300 s.

Transient Congestion

So far we have investigated only steady-state scenarios, where the number of com-

peting flows is constant over time. In order to study the performance of ELM in

terms of responsiveness to transient congestion, we introduce a disturbance to the

system. That is, at a certain point in time the number of competing TCP flows is

doubled.

Links are configured identically to the preceding simulations, so that (R1)

through (R3) are behind a 3 Mbps, a 6 Mbps, and a 12 Mbps bottleneck. The

start time tstart and the stop time tstop of the additional cross-traffic are provided

in Table 6.6.
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Node Start Time Stop Time

R1 100 140
R2 200 220
R3 230 240

Table 6.6: Start and stop times of the additional cross traffic.

Figure 6.11 shows the traces of one experiment for ELM and RLC. Generally, we

observe that while ELM performs very smoothly, it reacts with delay to transient

congestion. For example, the theoretical fair share at the receiver node (R1) reduces

from 600 kbps to 333 kbps during the congestion phase. In order to behave in

a TCP-compatible manner, ELM is expected to react and leave the 3rd layer.

As Figure 6.11(a) demonstrates, it might take more than 10 seconds before ELM

triggers the necessary unsubscription. For higher data rates the performance in

terms of responsiveness increases while aggressiveness decreases.

We emphasize that in all our simulation results ELM reacts to transient conges-

tion by reducing its subscription to a fair level. Despite its delayed reaction, ELM

does not starve the TCP-based cross-traffic and yields to a high degree of fairness.

This indicates that the concept underlying ELM allows it to perform reasonably

even under challenging conditions. However, further investigations for optimizing

the sensitivity function and timer parameters are recommended.

6.4 Summary

In this chapter, we developed a concept for receiver-driven subscription level man-

agement in multi-rate multicast control. Given the TCP modeling algorithm pre-

sented in Chapter 5, our timer-based strategy utilizes the calculated fair share

estimate to decide on group join and leave action. Since the fair share estimator is

intrinsically sensitive to fluctuations of the round-trip time and loss rate variations,

dynamic timers are introduced in order to avoid rate oscillations in steady state.

We have studied the feasibility of our approach by means of network simulations.

The results obtained in our experiments indicate that our concept is very well suited

to avoid subscription level oscillations under a broad range of network conditions.

Consequently, quality fluctuations can be significantly decreased if the proposed

subscription strategy is applied to video streaming applications. This finally results
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Figure 6.11: Comparison of ELM and RLC for transient congestion.
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in a higher degree of user satisfaction. Furthermore, the overhead in signaling and

router state maintenance is reduced since frequent group management messages to

the IP multicast network nodes are avoided.

In addition to its outstanding smoothness properties, our mechanism yielded a

significant higher degree of TCP-fairness when compared to an existing and fre-

quently cited control scheme. Moreover, it proved to be responsive to transient

congestion even when reacting to changing conditions with some delay. To further

improve the parameter setting, experiments are necessary that focus on the opti-

mization of the underlying sensitivity function and the timer parameters, which is

not within the scope of the thesis.



Chapter 7

Conclusion and Outlook

Facing the problems that surround multicast streaming of continuous media over

the Internet, we started with our quest for mechanisms that can improve the current

state-of-the-art. This chapter concludes our work and presents directions for future

research.

7.1 Conclusion

Heterogeneity and scalability have been commonly named as challenging issues

for multicast transmission in general. Further issues originate from the demand

for TCP-compatibility to ensure stability of the Internet and the requirements of

continuous media for smooth transmission. We tackled these issues within our

work with a hybrid sender-based and receiver-driven approach for rate adaptation

utilizing scalable-encoded video and layered multicast transmission.

We started with an assumption of global knowledge about the receiver band-

width capabilities at the server. For the data source to optimally adjust the trans-

mission rates, existing solutions rely on network-centric metrics. These metrics

assume a linear correlation of the user satisfaction and the data rate, however,

research in video quality measurement has indicated a non-linear relationship be-

tween both measures. Hence, we extended the state-of-the-art inter-session fairness

metric to incorporate application aspects in terms of user utility and video quality.

Moreover, we developed an appropriate optimization algorithm that has reasonable

low complexity to allow for frequent computation. An experimental comparison

of the optimization-based and adaptive allocation scheme with traditional, static

strategies revealed that for heterogeneous receiver sets the former approach can

141
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significantly improve the overall satisfaction of the receivers.

Our optimization scheme for sender-side rate adaptation requires knowledge

about the distribution of receiver bandwidth capabilities. To acquire this knowl-

edge, the server needs to solicit feedback from the set of active receivers. Since

feedback is a major source of the scalability issue, we developed a feedback control

scheme based on probabilistic sampling. The sender then applies the optimization

algorithm to the representative sample of receiver bandwidth capabilities. Our so-

lution adopts an existing approach for estimating the session size and extends it

with a dynamic algorithm for updating the estimate and the feedback probability.

The presented mechanism is highly flexible and allows for controlling the amount

of feedback traffic to a predefined rate within statistical bounds.

To reduce the inaccuracy introduced with sampling, we studied the applicabil-

ity of statistical models for the bandwidth distributions measured on the Internet.

With this approach, the parameters of the statistical model are derived from the

feedback sample and optimization is performed according to the resulting approxi-

mation. Out of appropriate approximation functions, we found the Weibull function

to provide the best results. The major conclusion that can be drawn from our ex-

perimental results is that the inaccuracy introduced with the feedback sampling

approach is bounded to a very low value for different capability distributions. Fur-

thermore, the Weibull-based approximation can improve the adaptation results for

very small sample sizes.

The objective of the sender-side adaptation process is to increase a global intra-

session metric and it is normally performed within periods of at least a few seconds

to avoid oscillations. For short-term control of the data rate in order to react

to congestion indication, we employed receiver-driven rate adaptation. However,

the decisions of both mechanisms are based on the same algorithm for estimating

the bandwidth capabilities of a receiver. For this purpose, we adopted the state-

of-the-art algorithm for equation-based TCP-fair share estimation. In extensive

simulations we showed that naively adopting the algorithm from closed-loop unicast

to open-loop multicast transmission results in unfair behavior. Although other

researchers reported pathological behavior under similar conditions, our work is the

first that thoroughly investigated this phenomenon. Those new insights led to the

proposal of an improved version of the algorithm, which reasonably well estimates

the fair share over a wide range of conditions. Nevertheless, we also showed that

there are inherent limitations to the equation-based approach, specifically in the

case when a multicast flow competes with very few aggressive flows on a common
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bottleneck link.

Equation-based fair share estimation provides a very good platform for smoothly

controlling the data rate of streaming video. Nevertheless, naively performing group

subscription based on the actual estimate of the fair rate can easily yield oscillatory

behavior. We tackled this problem by developing a novel strategy for subscription

level management. Our approach introduces dynamic join and leave timers that

can be tuned to adjust the smoothness and responsiveness of the adaptation mecha-

nisms, respectively. The fair share estimator as well as the subscription mechanism

have been implemented in a network simulator environment providing a framework

for experimental investigation. Our simulation study shows that our approach out-

performs one of the most frequently cited congestion control schemes in terms of

smoothness and TCP-fairness.

The major conclusion we can draw from our research is that the combination

of equation-based fair share estimation with hybrid multi-rate adaptation schemes

is a promising approach for multicast streaming. We believe that our mechanisms

as well as our findings lay foundation for designing comprehensive multicast rate

adaptation solutions for continuous media streaming over the Internet.

7.2 Outlook

Our contributions advance the state-of-the-art in rate-adaptive multicast stream-

ing and pave the way for further research towards scalable and stable multicast

transmission schemes.

We presented a feedback scheme based on probabilistic sampling that can effi-

ciently limit the feedback traffic within statistical bounds. In our scheme, each feed-

back round is independent and feedback values from former rounds are discarded

at its beginning. Research in Internet measurement indicates that the conditions

of a network path vary only slightly in a short and medium term. Hence, keeping

history of feedback values and biasing feedback probability in favor of receiver’s

with sudden changes of congestion state is a possible direction of future work.

In the area of receiver-driven mechanisms for fair share estimation and rate

adaptation, our contributions and findings provide solid ground for further investi-

gation. We showed the limitations of the equation-based approach in the case of a

very low multiplexing level on a bottleneck link. While our mechanism is conserva-

tive and does not harm competing TCP traffic, in the aforementioned situations it
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experiences a certain degree of unfairness. Future research might address this issue

and further improve the performance of our mechanism.

The importance of providing point-to-multipoint delivery services has been rec-

ognized to be a major issue also for 3G telecommunications networks. Multicast

audio and video streaming are envisioned as a major part of the service portfolio.

This is reflected in recent efforts within the 3G standardization bodies, such as the

Third Generation Partnership Project (3GPP), which led to the development of a

3G multicast architecture. The architecture is still in the process of standardization

and it currently only supports a very simple service model. Since heterogeneity of

network conditions can be identified as a common problem inherent to both the

Internet and 3G networks, our work can be extended to provide 3G multi-rate

multicast streaming services.



Appendix A

FGS Video Sequence Parameters

For the quantitative evaluation we resort to video test sequences from [DL03] and

[DLR03]. The corresponding coding parameters and parameters for the square-root

rate-distortion model are presented in the following table:

Video Coding Base Layer Model Parameters
Sequence Resolution [kbps] ν1 [dB/kbps] ν2 [dB/

√
kbps] ν3 [dB]

Foreman CIF (10 fps) 128 2.50 · 10−3 0.1423 29.15
Coastguard CIF (10 fps) 128 2.85 · 10−3 0.1139 26.76
Earphone CIF (10 fps) 128 1.32 · 10−2 -0.0910 33.02

Table A.1: Test sequences and parameters.

Throughout this thesis, we conduct all test assuming a maximum rate of rmax =

2, 560kbps.
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Appendix B

Bandwidth Capability

Distributions

For the simulations conducted in Chapter 3 and Chapter 4 we generated receiver

set populations and samples from different distributions. This allows us to evaluate

the performance of our mechanisms under heterogeneous and changing conditions.

The set of distributions we consider are described in the following.

B.1 Uniform Distribution

The uniform distribution U(a; b) is commonly used if a random variable is bounded

and no further information is available. Uniformly distributed receiver capabilities

are distributed evenly over a defined range [a, b] kbps. The values are generated

according to the probability density function:

pdf(x) =
1

b− a.

Since the values for the base rate rbase and the maximum rate rrmax expressed

in kbps span a rather large range, we resort to the discrete version of the uniform

distribution. As a result receiver capabilities are following the probability mass

function:

pmf(x) =
1

b− a+ 1
.

Figure B.1 illustrates two receiver sets that are uniformly distributed according

to U(128; 2, 560) respectively U(128; 5, 120).
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Figure B.1: Histogram of receiver populations of size N = 10, 000 following a uniform
distribution.

B.2 Normal Distribution

Also known as the Gaussian distribution, the normal distribution is usually denoted

with N(µ;σ). It is a symmetric distribution with mean value µ and standard

deviation σ. A sample of n observations is generated according to the probability

density function:

pdf(x) =
1

σ
√

2π
e−

1
2(

x−µ

σ )
2

.
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Figure B.2: Histogram of receiver populations of size N = 10, 000 following a normal
distribution.

Figure B.2 illustrates the histogram of two receiver sets that are normally dis-
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tributed according to N(1, 344; 320) respectively N(2, 624; 640), where µ and σ are

measured in kbps.

B.3 Multi-modal Distribution

To model distribution with multiple distinct modes we resort to modeling each

mode as being beta distributed B(a; b). The shape parameters a and b are limited to

positive real numbers. The beta distribution is used to represent random variables

that are bounded within the range [xmin, xmax]. The probability density function

of a beta distribution is defined as:

pdf(x) =

(

x−xmin

xmax−xmin

)a−1 (

1− x−xmin

xmax−xmin

)b−1

β(a, b)
for xmin ≤ x ≤ xmax,

with the beta function:

β(a; b) =
(a− 1)!(b− 1)!

(a+ b− 1)!
.

For a multi-modal distributed set we partition the receivers into m subsets.

Thereby m denotes the number of modes and the fraction of receivers belonging

to a subset is configured using the weights w1, . . . , wm. The resulting multi-modal

distribution can then be expressed by the weighted sum of m beta distributions:

∑m
i wiB(ai; bi)
∑m
i wi

.

We choose the modes such that they reflect actual access technologies, par-

ticularly the three prevalent variants of Digital Subscriber Line (DSL): 1 Mbps,

2 Mbps, and 3 Mbps. Furthermore, by assigning higher weights to the lower band-

width modes we assume that new (faster) technologies are more expensive and less

popular than technologies that already established on the market for a longer time.

Figure B.3 illustrates two receiver sets that are multi-modal distributed accord-

ing to the above assumptions. For the larger interval (Figure B.3(b)) we introduced

an additional at the maximum transmission rate.
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Figure B.3: Histogram of receiver populations of size N = 10, 000 following a multi-
modal distribution.

B.4 Weibull Distribution

The Weibull distribution is versatile distribution that is defined by an scale param-

eter a and an shape parameter b. The probability density function of the Weibull

distribution is defined as:

pdf(x) =
bxb−1

ab
e−(x

a)
b

.
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Figure B.4: Histogram of receiver populations of size N = 10, 000 following a Weibull
distribution.

The Weibull distribution can take on the characteristics of other types of distri-
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butions, based on the value of b: if b = 1 it equals an exponential distribution, and

it is close to a normal if b = 3.602; for b > 3.602 and b < 3.602 it has a long right

tail respectively a long left tail; it is L shaped for b ≤ 1 and bell shaped otherwise.

We use Weibull distributions to model measurement-based populations.

Figure B.4 illustrates the histogram of two receiver sets that are Weibull dis-

tributed with b = 0.19 and a = 738 respectively a = 1, 476.

B.5 Measurement-Based Distribution

While so far we have derived distributions based on theoretical models, we also avail-

able bandwidth distributions as measured on by Paxson [Pax97c] and the PingER

(Ping End-to-end Reporting) project [MC00]. We derived the non-continuous cu-

mulative density functions for both empirical distributions, and generated receiver

populations according to these. Figure B.5(a) and Figure B.5(a) show the histogram

for populations of N = 10, 000 receivers.
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Figure B.5: Histogram of receiver populations of size N = 10, 000 following the distri-
butions as derived from Internet measurements reported by Paxson [Pax97c] respectively
the PingER-Project [MC00].

In the following, we provide a brief overview of the background information of

the work of Paxson and the PingER project and the corresponding data.
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B.5.1 Paxson Measurement

The results presented by Paxson in [Pax97b] are measured between 35 sites from 9

different countries. The sites include a diverse mixture of educational institutions,

net work service providers and commercial companies. Although the measurements

of this study were conducted almost a decade ago, they results are still a valuable

source regarding bandwidth distribution characterization. While Paxson describes

different aspects of Internet packet dynamics, we focus on the results regarding the

bottleneck bandwidth and the inferred available bandwidth.

The bottleneck bandwidth characterizes the highest possible bandwidth between

two sites. It is determined by the lowest link capacity provided on an end-to-

end communication path and indicates at the technology deployed. Figure B.6

shows the histogram of the bottleneck bandwidth measured by Paxson. Obviously,

most of the bottlenecks are determined by the underlying access technology of the

sites. Paxson’s analysis of the available bandwidth is derived from packet delay

measurements.

Figure B.7(a) shows the cumulative density function (cdf) of inferred available

bandwidth for a single bottleneck bandwidth value. It shows that for different

bottleneck links having the same capacity the actual available bandwidth differs.

This is reasonable since each link is quite probably not equally populated, that

is, the number of competing flows on each link varies. A quite interesting results

of the study is the fact that only a single cdf is provided. Paxson observed that

the cdf holds for all bottleneck bandwidths with only very slight variations. As a

result, the available bandwidth for all measured connections is then distributed as

depicted in Figure B.7(b).
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Figure B.6: Histogram of the measured bottleneck bandwidths.
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Figure B.7: Inferred cumulative density of available bandwidth and derived distribution
of the available bandwidth.

B.5.2 PingER Measurement

The PingER (Ping End-to-end Reporting) project is conducted at the Stanford

Linear Accelerator Center (SLAC). More than 300 sites worldwide are involved in

the project, most of which are located at research institutions. The aggregate data

of each month is publicly available.

Measurement in the PingER project is based on the Internet Control Message

Protocol (ICMP) echo mechanism commonly referred to as “ping”. More specifi-

cally, sending pings and receiving the corresponding echoes allows for measurement

of the round-trip time and the packet loss rate. Based on the measurement results,

the simple TCP throughput formula (see Equation 5.2) is used to estimate the fair

share distribution (see Figure B.5(b)).
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Appendix C

Adaptive Rate Control

Framework

For the purpose of a systematic approach to study the performance of the algorithms

and mechanisms in Chapter 5 and Chapter 6, we developed the Adaptive Rate Con-

trol Framework (ARCF). The modular and flexible design of ARCF provides a pow-

erful tool for multicast as well as unicast control protocol research. The framework

is available as a ns-2 extension from http://www.kom.tu-darmstadt.de/arcf.

C.1 Design Overview

A class diagram of the ARCF implementation in ns-2 [NS2] is presented in Fig-

ure C.1. We derived the base agent ARCF Agent from the ns-2 base class Agent and

derived a class hierarchy such that the ARCF Source Agents and ARCF Sink Agents

are separated. A key design feature that makes the framework very flexible is the

decoupling of the four components crucial to equation-based fair share estimation:

(1) round-trip time estimator; (2) retransmission timeout estimator; (3) TCP for-

mula; (4) loss estimator.

C.2 Equation-based Layered Multicast (ELM)

For the experiments in Chapter 5, modules have been implemented that provide the

functionalities of TFRC as specified by the IETF [HFPW03]. For the experiments

in Chapter 6, however, we implemented a multicast scheme that we refer to as

155
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Figure C.1: Overview of the ARCF design: Class diagram.

Equation-Based Layered Multicast (ELM):

1. The round-trip time estimator uses a combination of one-way open-loop mea-

surements and scalable closed-loop measurements. For that purpose, we im-

plemented a mechanism proposed by Sisalem and Wolisz [SW00]. Finally,
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the values are smoothed in order to provide an exponentially weighted mov-

ing average.

2. The loss estimator has been implemented based on our proposed extension

for the original loss estimation algorithm. Hence, loss events as well as loss

impacts are used for computation of the estimate as described in Chapter 6.

3. The group or subscription manager instantiates our lazy strategy with the

sensitivity function discussed in Chapter 6. It is extended by an additional

start-up mechanism in order to ensure convergence of ELM. The concept of

the mechanism is briefly summarized subsequently.

Start-Up Mechanism

In the discussion in Section 5.6.3, we highlight the limitations of the TCP-model

based approach to fair share estimation in low-multiplexing environments and the

consequences for an equation-based layered multicast control scheme.

Particularly, the issue occurs when an corresponding receiver competes for re-

sources on a bandwidth-limited bottleneck link with only a few TCP flows. At

start-up phase, the receiver joins the base layer and is expected to gradually sub-

scribe to a higher layers until converging to a fair subscription level. However, the

above scenario might drive the receiver to calculate a very conservative estimate,

thus, underestimating its fair level and potentially hindering it from joining the

next layer.

To tackle this issue, an ELM receiver has available a second operational mode

for the start-up phase. The start-up mechanism at the beginning of a receiver’s

participation in a multicast session attempts to force it to converge to a fair level.

In that phase, the receiver operates as follows:

1. Join the base layer and wait for a time τstart−up.

2. Join the next layer and wait until a deaf period τdeaf = τstart−up · gl

g1
elapses.

3. Compare the estimated fair share χ with the current group rate gl:

(a) if χ < gl, terminated start-up phase and switch to standard mode,

(b) if χ ≥ gl, proceed with step 2.
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MPEG Moving Picture Expert Group

MSE Mean Square Error

MTU Maximum Transmission Unit

NACK Negative Acknowledgment

PFGS Progressive Fine Granularity Scalability

PIM Protocol Independent Multicast

PSNR Peak Signal-to-Noise Ratio

QoS Quality of Service

RED Random Early Detection
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RLC Receiver-Driven Layered Congestion Control

RMT Reliable Multicast Transport

RTCP Real-Time Transmission Control Protocol

RTP Real-Time Transmission Protocol

SACK Selective Acknowledgment

SMCC Smooth Multi-rate Multicast Congestion Control

SNR Signal-to-Noise Ratio

SSM Source-Specific Multicast

TFMCC TCP-Friendly Multicast Congestion Control

TFRC TCP-Friendly Rate Control

TCP Transmission Control Protocol

UDP User Datagram Protocol

VoD Video-on-Demand

VQEG Video Quality Experts Group

WALI Weighted Average Loss Interval

WWW World Wide Web
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Nomenclature

α Significance level.

T̄ELM Average throughput of an ELM receiver.

T̄RLC Average throughput of an RLC receiver.

T̄TCP Average throughput of a TCP flow.

β(·) Beta function.

χ Estimated fair share according to the TCP throughput model.

δ Join/leave normalized rate distance function.

ηq Normalization factor for the quality metrics q

γ Loss correlation factor.

τ̂ Maximum join/leave timer.

κ EWMA weight parameter.

gl,m l-Tuple of ordered group rates gl, . . . , gl+m−1.

Gl,m Set of all possible m-tuples of receiver group rates gl, . . . , gl+m−1.

µ Mean of a Gaussian (normal) distribution.

ν1, . . . , ν3 Parameters of the FGS square-root model.

Ψi Impact of the ith loss event.

Ψavg Average loss impact.
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σ Variance of a Gaussian (normal) distribution.

τ Join/leave timer.

τdeaf Deaf period.

τstart−up Time between to joins in the start-up phase.

Θ0 Current non-terminated loss interval.

Θavg Average loss interval.

Θi The ith most recent and terminated loss interval.

ξi Acceptable loss tolerance of receiver i.

ζ Join/leave Sensitivity function.

B(·) Beta distribution.

BD(·) Binomial distribution.

C Link capacity.

ci Bandwidth capability of receiver i.

D(R) Rate-distortion function.

E Expected value.

E Expected value.

F Aggregate utility fairness.

F1 Aggregate utility fairness of a single receiver group.

FELM TCP-fairness index of ELM.

fi Fairness index of receiver i.

FRLC TCP-fairness index of RLC.

gl Transmission rate of the lth receiver group.

L Number of receiver groups in a session.
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l Quality level, receiver group, subscription level.

L(·) Likelihood function.

N Number of participating receivers in a multicast session.

N(·) Normal distribution.

n∗ Targeted number of feedback messages.

nack Number of packets acknowledged by a single TCP ACK.

nlost Number of lost packets.

nlost[i] Number of lost packets within the ith loss interval.

nRTT Number of packets sent within a round-trip time.

ntransmitted Total number of transmitted packets.

p Probability.

pdrop Packet drop probability.

pevent Loss event rate.

pfraction Loss fraction.

pdf(·) Probability density function.

ql Quality of the video signal transmitted to the lth receiver group.

r∗i Optimal operational rate or fair share of receiver i.

ri Actual operational rate of receiver i.

rbase Minimum data rate supported by the encoded video.

renh Enhancement layer bit rate.

rmax Maximum available data rate of the encoded video.

S Reference packet size.

s Actual packet size.
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T Throughput.

tRTO Retransmission timeout.

tRTT Round-trip time.

U Intra-session utility fairness.

u Utility function.

ui Utility of receiver i.

V Variance.

wi Weight of the ith loss interval.

X Random variable.

x[·] Sequence of samples of original video frame.

xi ith symbol of original video frame.

xbase Base layer symbol of original video frame.

xenh Enhancement layer symbol of original video frame.

xFD Symbol of original video frame in the frequency domain.

xPD Symbol of original video frame in the picture domain.

xpp Peak-to-peak value of original video frame.

y[·] Sequence of samples of reconstructed video frame.

yi ith symbol of reconstructed video frame.

ybase Base layer symbol of reconstructed video frame.

yenh Enhancement layer symbol of reconstructed video frame.

yFD Symbol of reconstructed video frame in the frequency domain.

yPD Symbol of reconstructed video frame in the picture domain.

z z-value of the unit normal distribution.


