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Abstract

Enhancers are critical determinants of spatio-temporal gene expression. An
enhancer’s sole DNA sequence, cloned upstream of a reporter gene, is sufficient
to drive expression which partially or fully resembles the endogenous gene’s
pattern. The sequence determinants which give rise to this specific activity are,
however, unclear. While previous resarch concentrated on dissecting regulatory
regions of individual genes, a large-scale approach might be needed to find
shared sequences among enhancers with similar activity and thereby improve
our understanding of the regulatory code.

This thesis reports on a method for the identification and analysis of en-
hancers active in the embryogenesis of the common fruit fly Drosophila Melano-
gaster. Upon screening 981 enhancer candidates using an in-vivo reporter assay,
we find 403 (41%) to be active in at least one stage of development. Addition-
ally, we find the fraction of active elements to increase as the developing embryo
becomes more complex over time. For further analysis, we developed a compu-
tational pipeline enabling us to find elements of similar spatio-temporal activity
and visualize their pattern over time and space. Overall, our results provide a
reliable basis for future analysis which may lead to the identification of sequence
elements determining an enhancer’s specific activity.



Kurzfassung

Enhancer sind massgeblich an der Regulation zeitlicher und räumlicher Genex-
pression beteiligt. Ein starker Indikator für die Relevanz von Enhancern ist die
Beobachtung, dass die DNA-Sequenz eines Enhancers gekoppelt an ein Repor-
tergen zu einem gewebe-spezifischen Expressionsmuster dieses Gens führt. Die
essentiellen Teile einer Enhancer Sequenz die dessen Funktion zugrunde liegen
sind jedoch noch nicht bekannt. Um dieses Problem genauer zu ergründen, ist
die Analyse einer grossen Anzahl an systematisch verifizierten Enhancern nötig.
Da sich die bisherige Forschung jedoch weitgehend mit regulatorischen Regio-
nen einzelner Gene in unterschiedlichen experimentellen Versuchsanordnungen
und Organismen beschäftigt hat, existiert eine derartige Ressource noch nicht.

Daher stellen wir eine Methode zur systematischen Identifizierung von em-
bryonalen Enhancern in der Taufliege Drosophila Melanogaster vor. Insgesamt
haben wir 981 potentielle Enhancer mithilfe von Reporter-Assays auf ihre zeit-
und gewebsspezifische Aktivität hin untersucht. Eine unserer zentralen Beob-
achtungen zeigte einen graduellen Anstieg der Zahl aktiver Enhancer mit foran-
schreitender Embryonalentwicklung. Diese Beobachtung lässt sich durch Arbei-
ten anderer Forschungsgruppen erklären, wonach im Laufe der Embryogenese
sowohl die Zahl der Gewebe als auch die Komplexität des Genexpressionsmu-
ster in den einzelnen Geweben zunimmt. Der dadurch enstehende Bedarf an
zusätzlicher Regulation erklärt den beobachteten Anstieg aktiver Enhancer in
späten Embryogenese-Stadien. Um eine weitergehende Analyse unserer unter-
suchten aktiven Enhancer, welche unterschiedliche zeit- und gewebsspezifische
Aktivitätsmuster zeigen, zu ermöglichen, wurde von uns ein computergestütztes
Bildanalyseverfahren entwickelt. Dadurch konnten unsere Proben automatisiert
auf zeitliche und räumliche Aktivität analysiert und visuell dargestellt werden.
Zusammenfassend stellen unsere Resultate eine zuverlässige Ausgangsbasis für
weitere Analysen dar die in der Zukunft zum genaueren Verständnis des zentra-
len Zusammenhangs zwischen der Sequenz und der Aktivität eines Enhancers
beitragen können.
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1. Introduction

Genes provide the blueprints for making proteins which are the chemical work-
horses inside every cell. Proteins form a cell’s structure and perform most of its
functions such as breaking down toxic substances in the liver or storing oxygen
in red blood cells. In order to produce a certain type of protein, a gene’s DNA
sequence is first transcribed into RNA. In a process called translation, RNA
then directly serves as an instruction set for protein assembly. Transcription
and subsequent translation of a gene are together referred to as gene expression.

Even though almost all cells in our body contain the same DNA, different
types of cells produce different proteins in a strictly controlled process [62, 61].
Examples of differentially expressed genes include the alcohol dehydrogenase in
hepatocytes of the liver and hemoglobine present in erythrocytes of the blood.
If this regulation fails, a cell can no longer fulfill its tasks and disease is the
consequence [33]. Diseases linked to misregulation of genes include autism [9]
and several types of thalassemia [65, 32, 18]. Additionally, gene regulation is
especially important during development where cells have to act at the right
time and place in order to together assemble a whole organism [17, 35].

Gene expression is controlled at the levels of transcription and translation.
Especially the start of transcription is an important regulatory step. Special-
ized regulatory elements, usually located in the vicinity of a gene, play an
important role in this process. These elements, so-called enhancers [6], are re-
sponsible for activating transcription at a certain time and place. Thereby, a
gene’s enhancers contribute to its overall spatio-temporal expression pattern in
a modular fashion [56, 55, 66].

Apart from being modular, enhancers have been demonstrated to work con-
text independently. This has been shown in reporter gene experiments where a
fragment of DNA contained all the regulatory information necessary [3]. The
language of DNA is based on a simple four-letter alphabet: A, T, C, and G. It
has been shown that protein-coding genes are made up of defined three-letter
words (e.g. GCA), so called codons [15]. Codons specify the chemical compo-
sition of a protein. Additionally, the boundaries of a protein-coding gene are
marked by specific start- and stop-codons. This so-called genetic code is there-
fore well-defined and enables us to locate genes in a given DNA sequence and
even predict the encoded proteins. Enhancers, in contrast, have been found to
be composed of differently sized words, so called motifs. These Motifs serve as
binding platforms for a specialized class of proteins called transcription factors
(TFs) which control tissue-specific transcription [16]. Unfortunately, motifs are
not arranged according to fixed rules on the DNA, they might be separated,
adjacent, or even overlapping. Furthermore, there are no motifs known marking
the start or end of an enhancer.
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In order to decipher this seemingly more complex regulatory code, a large set
of active enhancers might be needed. However, the activity of an enhancer is
not binary but specific for a certain time and place. An ideal resource would
therefore comprise a set of enhancers and their spatio-temporal activity. The
goal of this thesis was to establish a method for creating such a novel resource.

This thesis introduces an approach for the large-scale identification of de-
velopmental enhancers in the common fruitfly Drosophila Melanogaster. We
chose Drosophila because it is a well-established model organism allowing us
to study the conserved process of transcriptional regulation. We established
an in-vivo reporter assay for testing intergenic and intragenic fragments of the
non-coding genome for their regulatory activity. Each reporter construct con-
tains a DNA fragment cloned upstream of a minimal promoter and a reporter
gene. We used an existing library of transgenic flies, each carrying one reporter
construct in a defined genomic location. In fly embryos, we recorded reporter
gene transcription and thereby obtained a spatio-temporal readout of enhancer
activity.

The structure of this thesis is as follows: Chapter 1 summarizes the moti-
vation for this work, Chapter 2 gives an overview of related studies and how
our approach is different, Chapter 3 explains the experimental procedures
in detail. Chapter 4 describes the methodological results, the development
and validation of a computational pipeline for segmenting in-situ images and
Chapter 5 provides the biological results. Chapter 6 summarizes this thesis
and provides a future outlook.
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2. Related Studies and Resources

In this chapter, we provide an overview of the previous and current work con-
ducted on identifying cis-regulatory modules and the setup of our approach.

2.1. ENCODE and modEncode Projects

The Encode (Encyclopedia Of DNA Elements) project has the goal of mapping
all the functional elements in the human genome. Encode was started in 2003
by the National Human Genome Research Institute (NHGRI) and published
its first findings in 2007 [14]. modEncode was announced to be funded by the
NIH in 2007 and is dedicated to the identification and validation functional
elements in the model organisms Drosophila melanogaster and Caenorhabditis
elegans. The main idea for starting modEncode was to also in vivo validate the
functionality of candidate regions identified in large-scale experiments which
is very difficult or not possible at all for humans. The first findings of the
modEncode project have been published in late 2010 [23, 40].

2.2. REDFly

The REDFly database is a collection of Cis-Regulatory Modules (CRMs) and
Transcription Factor Binding Sites (TFBS). This resource contains data col-
lected from the literature by collaborating groups from the Universities of
Buffalo and Manchester. It was initially released containing ≈ 600 CRMs in
2006 [21]. Its current version 3, released in 2010, comprises a collection of
around 800 CRMs [20].

2.3. BDGP In-Situ Database

The Berkeley Drosophila Genome Project (BDGP) developed a high-throughput
pipeline for in-situ staining of coding transcripts in Drosophila. Their aim is to
stain, image, and manually annotate all the expression patterns of genes active
in embryonic development. So far, their dataset holds 97 842 images for 7 153
genes [64].

This dataset is complementary to the data we are generating in this study
and enables us, for example, to compare the activity of found regulatory ele-
ments with the expression pattern of adjacent genes. We therefore applied the
computational means for analyzing in-situ images, developed in the course of
this study, to the BDGP pictures (see Section 5.3).
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2.4. Enhancer Screens

Previous approaches for the systematic identification of enhancers in a genome
can be roughly classified into (1) computational predictions based on sequence
conservation and motifs and (2) methods based on information about the chro-
matin landscape. Additionally, randomly sampling a genome for regulatory
elements has been done too [12].

For computational predictions, the conservation of the DNA sequence between
related species can be used in order to infer regulatory activity. This has been
done for a variety of species such as Drosophila [59], humans [68, 49, 52] and
other vertebrates [69]. However, not all enhancers are conserved [8, 28].

Since many transcription factors are known to bind to specific DNA se-
quences [54, 5, 71], another approach is to search the genome for clusters of
motifs [2, 37, 47, 7].

Also the chromatin landscape is of value and can be assayed by performing
Chromatin-Immunoprecipitations (ChIP) of certain proteins followed by mi-
croarray analysis (ChIP-Chip) or deep sequencing (ChIP-Seq). Binding sites
or regions of chromatin components such as transcription factors, modified hi-
stones, or transcriptional coactivators are used to identify sites of regulatory
potential [67, 53, 72, 27, 70].

Proteins are thought to bind to “open” chromatin. Another approach is
therefore to identify these easily accesible regions by methods such as nuclease
hypersensitivity [26, 38, 10, 48] or Formaldehyde-Assisted Isolation of Regula-
tory Elements (FAIRE) [43, 22, 24].

Enhancers are thought to physically interact with their target promoters
by loops in the DNA [42, 50]. The three-dimensional conformation of DNA,
identified by methods such as Chromosome Conformation Capture (3C) and its
variants 4C and 5C, therefore also hints to the location of enhancers [39, 13,
25, 46, 57].

2.5. Enhancer Library “Vienna Tiles”

In the screen described in this document, we are probing the Drosophila genome
using a unique resource created for the identification of regulatory elements.

We use a library which was designed for neurobiological purposes by Barry
Dickson and Alex Stark at the Institute of Molecular Pathology (IMP) in Vi-
enna, Austria. In order to gain genetic access to preferably small sets of neu-
rons, an algorithm was devised for finding transcriptional enhancers active in
the adult fly brain. On the computer, this library was constructed out of
the Drosophila genome by excluding all coding and repetitive sequences and
splitting the remaining non-coding genome into overlapping fragments of ap-
proximately 2kb size (see Figure 2.1).

With this strategy, the non-coding and non-repetitive parts of the Drosophila
genome have been divided into 65 910 pieces or “tiles” with an average length
of 1 819bp and an average overlap of 450bp between adjacent tiles. These
fragments are then amplified by PCR from genomic DNA and cloned into a
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CG1441
Fmrf CG12140

10 kb

Mef2

Figure 2.1.: VT Library: Example region of Drosophila genome tiling (modi-
fied from UCSC Genome Browser [31])

vector upstream of a Drosophila Synthetic Core Promoter (DSCP) [51] and Gal4
which acts as a reporter gene. Gal4 is a transcription factor active in galactose
metabolism in yeast and widely used in Drosophila genetics in conjunction with
its cognate DNA binding motif, the Upstream Activating Sequence (UAS) [11].

The whole reporter construct, including the putative enhancer fragment,
DSCP, and Gal4, is then injected into germ lines of Drosophila embryos and
thereby recombines into a specific locus in the genome. We can therefore check
for the regulatory activity of a fragment in this standard chromatinized context
by performing in-situ hybridizations to the Gal4 transcript.

See Figure 2.1 for the tiling of an example locus, illustrating the strategy
used. Shown is a region on chromosome 2R containing parts of the gene Mef2
which is an important regulator of myogenesis. Also shown are the promoter
regions of CG1441 and Fmrf which are transcribed in opposite directions. In
the tiling algorithm used, promoters are defined as the sequence 2kb upstream
of the transcription start site (TSS). Since some promoters are thought to be
directional, the DNA upstream of CG1441 and Fmrf are present separately
and direction-specific in the library (black bars marked with additional arrows
in Figure 2.1). The non-promoter tiles shown in Figure 2.1 are cloned regardless
of the direction (black bars).

Of all the fragments designed in-silico, only a subset has been cloned and
injected into flies. Due to the initial purpose of this library, the fragments
actually realized contain a bias towards genes expressed in the nervous system.

The experimental methods for screening this library are introduced in detail
in Chapter 3.
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3. Screen Setup

This chapter describes the experimental procedures in detail. This ranges from
handling the transgenic flies to imaging of the stained embryos, including all
the protocols and reagents used.

Experimental parts of the text introducing the detailed steps of a protocol
are marked with a black bar on the left side of the text as in the following
example:

Experimental steps

• Step 1

• Step 2

• ..

3.1. Expansion of Transgenic Flies

In order to provide sufficient quantities of embryos, we have to propagate the
transgenic fly lines which takes about two weeks. This is done by putting ≈
10 flies in a Nipagin-containing bottle for two days and moving the flies on to
a new bottle after two days. After another two days, the flies are moved once
again so that we end up with three bottles. After additional ten days, new flies
in all three bottles will start to hatch. The newly eclosed flies from these three
bottles together will then be enough to populate an embryo collection cage.

Our collection cages are equiped with an opening at the bottom which is used
to plug-in applejuice-agar plates (see Figure 3.1). These applejuice plates are
covered with moist yeast pellets and serve as food for the flies which lay their
eggs into the agar.

After a cage has been populated with flies, we leave the flies in the cage for
two days before we collect the eggs on the third day. The applejuice plates are
changed each day in the morning in order to provide fresh food. This procedure
is a common practice and serves the purpose of letting the flies adjust to this
new environment and thereby makes them lay more eggs during the actual
collection process.

Before we start an overnight collection, we change the applejuice plates and
let the flies lay eggs for two hours which is called “prelaying”. This is done in
order to get rid of older eggs which have been held back by the females. We
then switch to a new applejuice plate again and collect the resulting eggs after
13 hours which is usually done overnight in a 25◦ incubator. We chose 13 hours
because this is the time needed for a Drosophila embryo to reach stage 16 of
development [29] which is the latest stage we are interested in.
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3.2. Embryo Collection and Tissue Fixation

As a prerequisite for the in-situ procedure, the Drosophila embryos have to be
tissue-fixated. This is done by incubation with formaldehyde and described in
detail in this section.

First, we need to collect the embryos from the applejuice plates. This is done
by pouring ≈ 1ml of distilled water into the plate, deattaching the embryos
with a paintbrush, and pouring this embryo-water suspension through a sieve.
We are using custom-made 12 well plates with embedded sieves in order to
minimize the number of handled vessels (see Figure 3.1).

The plates are then incubated in 50% bleach for three minutes in order to
remove the chorion of the eggs. Thorough washing with distilled water is needed
to get rid of the remaining bleach. Constant agitation of the embryos during
dechorionation is needed in order to prevent the formation of clumps.

The embryos are then transferred from the sieves into scintillation vials (see
Figure 3.1) containing 7.5ml Heptane and 7.5ml 4% Formaldehyde (see Sec-
tion A.1 for preparation). In order to fixate the tissues, the scintillation vials
are put on a shaker at maximum speed for 20 minutes.

After the fixation, the formaldehyde (bottom phase) is removed from the
scintillation vials with a glas pipette. Try not to take embryos when removing
fixative (they should settle at interphase). Then, 7.5ml Methanol are added
and the vial is manually shaked very hard for 20 seconds in order to remove the
embryos’ vitelline membrane. All the non-damaged embryos now slowly move
to the ground of the vial whereas all damaged ones stay in the upper phase
(Heptane).

The embryos are now fixated and transfered to autoclaved Eppendorf tubes
for later staining. This is done by carefully removing the upper phase (Hep-
tante) of the vial and major parts of the bottom phase (Methanol), including
all the damaged embryos contained in the upper phase. The remaining embryos
on the bottom of the vial can now be easily transfered to 1.5ml tubes. After
washing for three times with Methanol, the embryos can be stored for up to
one year at -20◦C.

3.3. Staining

The staining process which includes post-fixation, protease treatment, probe
hybridization, and alkaline phosphatase (AP) staining is done in 96-well plates.
This procedure is described in detail in this section.

Most of this protocol is being conducted by a liquid handling robot (Bravo
Automated Liquid Handling Platform, Agilent Technologies 1).

See Appendix A.2 for details on how we generate the in-situ probe.

Proteinase K treatment and postfixing

• aliquot ≈50µl of embryos into 200µl tubes or 96 well plate

1http://www.home.agilent.com
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• rinse embryos with

1. Methanol

2. Methanol:PBT 1:1

3. 2 times with PBT

• rinse in 4% formaldehyde

• postfix for 20’ in 4% formaldehyde, rotating

• wash 3x with PBT for 2’ each

• rinse in 100µl of proteinase K solution (9µg/ml of proteinase K in PBT)

• add 100µl proteinase K solution to each sample 2

• incubate for 13’ at RT, mix 5-6 times during this period with pipet

• incubate for 1h on ice

• remove proteinase K solution

• wash 2x for 2’ each with 2mg/ml glycine solution, rotating

• wash 2x with PBT

• rinse in 4% formaldehyde

• postfix again for 20’ in 4% formaldehyde, rotating

• wash 5x with PBT for 2’ each

Probe hybridization

• rinse embryos with

1. PBT:RNA hybridization solution 1:1

2. RNA hybridization solution

• prepare prehybridization solution:

– boil 100µl hybridization solution per sample for 5’ at 100◦C

– cool on ice for at least 5’

• remove hybridization buffer

• rinse embryos in cooled prehybridization solution

• add cooled prehybridization solution to the samples

• 2h incubate for at least 2h at 56◦C

• prepare probe solution:

– 3ng/µl probe in hybridization solution
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– heat for 3’ at 80◦C 3

– cool for at least 5’ on ice

• remove prehybridization solution

• rinse embryos in probe solution

• add probe solution and incubate o/n at 56◦C

Washing

• heat PBT and hybridization buffer to 56◦C

• remove probe solution

• rinse embryos with 100µl prewarmed hybridization buffer

• add again 100µl prewarmed hybridization buffer

• incubate 2x for 30’ at 56◦C

• wash embryos, 20’ each step, at 56C

1. hybridization buffer:PBT 3:1

2. hybridization buffer:PBT 1:1

3. hybridization buffer:PBT 1:3

• wash 4x for 5’ each with prewarmed PBT

• cool embryos to RT

Alkaline phosphatase (AP) staining

• rinse embryos in PBTB

• block by incubating embryos for 1h with PBTB, rotating

• rinse in anti-DIG antibody solution (1:2000 from Roche in PBTB)

• incubate o/n with anti-DIG antibody solution, rotating (1:2000 from
Roche in PBTB)

• rinse embryos in PBTB

• wash 1x with PBTB for 30’, rotating

• wash 2x with PBT for 30’ each, rotating

• wash 2x with AP buffer for 10’ each, rotating

• transfer to microscope-compatible wells (regular 24 well plates for ex-
ample)
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(a) Applejuice agar plate (b) Embryo collection cage

(c) Scintillation vial (d) 12-well plate

Figure 3.1.: Equipment used for collecting and �xing embryos.

• remove AP bu�er

• add developing solution (�1ml)

� Roche BM Purple ready-to-use solution 4 or

� Roche, 45µ l NBT and 35µ l BCIP per 10ml of AP Bu�er or 180µ l
of NBT/BCIP Roche combined solution per 10ml AP bu�er 5

• incubate in the dark with gentle shaking until desired color is achieved 6

• remove developing solution

• rinse 3x in PBT

• rinse 5x with 100% ethanol for 2� , 2� , 2� , 30� , and 2�

• rinse 3x in PBT

• transfer to tubes/well plates using PBT

• add 70% glycerol in PBS

• ready. store at 4� C rinse embryos in PBTB
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3.4. Image Acquisition

We then mount the embryos on a regular slide and document the in-situ signal
by taking images of the embryos on a microscope. For each of the transgenic
fly lines, i.e. each carrying the reporter for one specific region of the non-coding
genome as explained in Section 2.5, we try to take at least three images for
(1) each of the orientations lateral, dorsal, and ventral and (2) each of the
developmental stage groups 3-6, 7-8, 9-10, 11-12, and 13-16. However, we only
document a certain stage if our reporter shows activity in this stage.

Concerning our microscope setup, we are taking images using Differential
Interference Contrast (DIC) which is a method for enhancing contrast in trans-
parent samples. Image acquisition is done at 10x magnification with a digital
camera connected to the microscope. To each image, we then manually assign
the metadata necessary for subsequent processing: A unique identifier of the
genetic line and the orientation and developmental stage of the documented
embryo.

Figure 3.2 shows examples of how our input images look like and the results
of the subsequent image processing. Figure 3.2 (b) shows how a typical raw
microscopic image looks like, in this case it would be annotated as transgenic
line VT33937, stage 13-16, and laterally oriented.

In order to extract the relevant information out of each of these images,
we devised computational means to automatically segment Drosophila embryos
and analyze the in-situ signal as shown in Figures 3.2 (c) and (d). This pipeline
is explained in detail in Chapter 4.
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(a) 2.5x magnification (b) 10x magnification, DIC

(c) Segmented embryo

0%

50%

100%
(d) Identified in-situ signal

Figure 3.2.: Examples of microscopic images at different magnifications and
the corresponding results of embryo segmentation and pattern extraction (see
Chapter 4). Each pixel in the heatmap in (d) is stained according to the in-situ
signal intensity in this region, ranging from 0% (dark blue) to 100% (dark red).
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4. Computational Methods for Image
Analysis

In order to conduct meaningful comparisons between the various transgenic
Drosophila lines, the relevant information in each microscope image (termed
“raw image” in the remainder of this chapter) has to be extracted and the
resulting embryos aligned in a common way in order to systematically find
similarities among the expression patterns.

We first introduce a few basics of how image processing is done in MATLAB,
then move on to explain how we segment the image in order to find and align
the embryo, project it onto a common template embryo, extract the in-situ
signal, and, finally, cluster the images by similarity of the expression pattern of
our reporter gene Gal4.

4.1. Image Processing with MATLAB

In this section we shortly introduce a few basic image processing methods and
properties of the MATLAB image processing toolbox in a non-exhaustive man-
ner.

4.1.1. Color- and Grayscale Images

Images are represented in MATLAB as multidimensional matrices. A black
and white picture of 10x10 pixels for example is represented by a [10 10] matrix
where each data point is either 0 or 1. Grayscale- and color images on the other
hand allow discrete values between 0 and 255 (or continous between 0 and 1).
An RGB picture of 10x10 pixels is represented by a [10 10 3] matrix where each
of the three third dimension matrices represents one of the channels red, green,
and blue.

Hue Saturation Value (HSV) Colorspace

In an RGB image, the color of each pixel is defined by three values: red, green,
and blue. In an HSV image, the three components are: hue, saturation, and
value (see Figure 4.1):

Hue Originally described as “the degree to which a stimulus can be described
as similar to or different from stimuli that are described as red, green,
blue, and yellow” [19]. Non-technically, one might describe it as the color
itself, such as if it is red or green etc. Range: Discrete 0◦ − 360◦.



16

Saturation The � colorfulness of a stimulus relative to its own brightness� [19].
Range: Continuous 0� 1.

Value Re�ects how bright a color is. Range: Continuous 0� 1.

Figure 4.1.: The Hue Saturation Value (HSV) colorspace is used during the
extraction of the in-situ signal explained in Section 4.5.

4.1.2. Erosion and Dilation

Erosion and dilation are two image operations commonly used during image
segmentation and other processes described in this chapter. As can be antici-
pated from the name, image dilation extends an area, whereas erosion contracts
it. An example for a binary image is shown in Figure 4.2. In this example, cir-
cles which are very close to each other or touching are connected by dilation
and disconnected by erosion.

(a) Input image (b) After dilation (c) After erosion

Figure 4.2.: Dilation and erosion are two basic methods forming the basis of
higher order operations explained in Section 4.1.3.

4.1.3. Morphological Opening and Closing

Opening and closing are successive erosions and dilations. Opening is an erosion
followed by a dilation and closing is dilation-erosion. The result of a morpho-
logical opening is the conversion of small and isolated foreground objects to
background (see Figure 4.3 (b)) and closing does the opposite for isolated back-
ground objects (see Figure 4.3 (c)).
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(a) Input image (b) After opening (c) After closing

Figure 4.3.: Morphological opening and closing. These methods are used
extensively in the processes described in this chapter.

Morphological opening and closing are used during image segmentation (see
Section 4.2).

4.2. Image Segmentation

The goal of this step in our computational workflow is to identify the embryo of
interest in the raw picture. We apply a few basic steps in order to identify and
subtract the background, determine which of the found shapes on the picture
are indeed complete embryos, and, if necessary, separate touching embryos.
Finally, following the segmentation process, each identified embryo is rotated
to horizontal. See Figure 4.4 for a short overview of this process which will be
explained in detail in the following paragraphs.

(a) Raw image (b) Resulting embryo shape

Figure 4.4.: Overview of our segmentation process. (Note: See Section 4.3 for
details on the process of orienting the embryo picture properly)

4.2.1. Foreground-Background Separation

We use two basic assumptions to separate fore- from background:

Local Environment: There is more change around each pixel in the foreground
(i.e. inside the embryos) than in the background.

Color: Most of the pixels in an image belong to the background.
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Therefore, we (1) calculate the change around each pixel in order to obtain a
gradient grayscale image and (2) find the median intensity for each of the three
color channels and subtract this value, which is the value of a pixel belonging
to the slide background, from the original picture (see Figure 4.8).

(a) Raw image (b) Local gradient (c) Background subtraction

Figure 4.5.: Foreground/background separation is done by analyzing local
gradients and subtraction of the background.

We then obtain the binary embryo mask by separately threshholding each
of the two calculations (change around each pixel and background subtraction)
using Otsu’s method [45] and combining the results with a logical OR. This
picture is then subjected to a median filter, morphological closing (explained in
Section 4.1.3), and filling of all holes left in the shape (see Figure 4.6).

(a) Input image (b) Median filter (c) Morph. closing (d) Holes filled

Figure 4.6.: Shape refinement conducted to properly identify whole embryos.

At this point, we discard all the small areas in the binary mask and continue
working only with the five biggest identified shapes since in general we expect
only one final embryo on each picture. If the embryo of interest on this picture
is not touching and cleanly separated from other embryos which might be on the
picture, all the necessary work is done for this picture. Therefore, the following
steps are concerned with finding out if the shape identified is a single embryo
or multiple embryos which have to be separated.

4.2.2. Shape Selection

The criteria for determining if a candidate shape is accepted as a proper embryo
or not are (1) the size of the area, (2) the solidity, and (3) if the shape is touching
the border. See Figure 4.8 for an overview of the algorithm.

The solidity of a shape is defined as the area which is covered by its convex
hull. The convex hull can be thought of a rubber band put around a shape,
it will follow rounded outside contours tightly but connect indendations with a
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straight line. See Figure 4.7 for two example images and their corresponding
convex hulls.

(a) Image 1: Input (b) Image 1: Convex
hull (solidity 97%)

(c) Image 2: Input (d) Image 2: Convex
hull (solidity 85%)

Figure 4.7.: The solidity is defined as the area under the convex hull of a
shape. We use this value to assess whether a candidate shape contains only one
or multiple connected embryos.

As can be seen in Figure 4.8, our algorithm first analyzes the size of all candi-
date shapes identified in an image. If a certain area cutoff is not met, the shape
is discarded and the next shape in the image is considered. Alternatively, if the
area is big enough, it is intersected with the borders of the whole picture. Due
to the way we take images on the miscroscope, the embryo of interest can not
be directly on the border. All shapes intersecting the image border are then
subjected to erosion and/or cutting (both explained in Section 4.2.3). If the
area under inspection is not touching the border but very likely contains multi-
ple embryos, as concluded from its solidity (see Figure 4.7), embryo-separation
by erosion or cutting will take place as well.

Area size.
Above

threshhold?
Fail

Touching
any borders?

Erosion.
New areas
revealed?

Solidity.
Above

threshhold?

Embryo found

Cut

no

yes

yes no

yesnoyes

no

Figure 4.8.: Our object selection algorithm depicted as a flow chart.
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4.2.3. Embryo Separation

In order to separate two embryo, we apply two different strategies: Erosion and
cutting.

First, the shape, such as the one shown in Figure 4.9 (b), is eroded (explained
in Section 4.1.2). If the erosion uncovers new areas, i.e. two embryos got
separated, we dilate these two shapes separately again two recover the original,
but this time, separated, shapes. See Figure 4.9 for an example of embryo
separation by erosion.

(a) Raw image (b) Identified touch-
ing shapes

(c) After erosion;
new areas uncovered

(d) After erosion and
dilation

Figure 4.9.: Touching embryos are separated by erosion.

If erosion does not identify any new areas, we continue by trying to separate
the putative embryos with a straight line. In this chapter we refer to this
process as cutting. With cutting we make use of the convex hull again (see
Figures 4.7 (b) and 4.7 (d)). See Figure 4.10 for an overview of the cutting
process. In order to separate two embryos by a single cut, we need to find the
two points on the shape outline that define the start and the end of the cut.
By traversing all the points in the shape outline and calculating the distance
to the convex hull, we are able to identify the constrictions in the shape as the
points farthest from the convex hull (see Figure 4.10 (e)). By setting all the
pixels between the two identified points to background, we obtain the shape of
the isolated embryo (see Figure 4.10 (f)).

4.2.4. Performance

In order to quantify the performance of our image segmentation software de-
scribed so far, we show a few numbers here on how well our DIC pictures are
processed: For a manually curated test set of 3 883 images, the software was
able to find and properly crop an embryo in 94% (3 648) of the raw images (see
Figure 4.11 (a)). In 6% (235) of the cases, either no embryo was found or the
embryo was aberrantly segmented (e.g. cut in the middle). In the majority of
the failed cases, the separation of touching embryos did not work (66%, see Fig-
ure 4.11 (b)). Other reasons for failure are when the border of leaked glycerol
touches the embryo (11%), microscope camera errors (12%), and dirty slides,
aberrant focal planes, or a color gradient on the slide background (11%). See
Figure 4.12 for example images out of each failure class.
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(a) Raw image (b) Identified touching
shapes

(c) After erosion

(d) Distance to convex hull (e) Points for cutting (f) After cutting

Figure 4.10.: Touching embryos are separated by cutting.

0%

20%

40%

60%

80%

100% 96%

(a) Success rate

Embryos touching

66%

Glycerol

11%

Microscope error

12%
Slide dirty

11%

(b) Reasons for failure

Figure 4.11.: Our segmentation algorithm performs well (94% success) on our
test set as judged by manual inspection. For the remaining 6%, reasons for
failure are touching embryos, microscope camera errors, glycerol leaking out of
the slide or otherwise dirty slides.

4.3. Embryo Orientation

After an embryo has been successfully identified in the raw image and rotated
to horizontal, the embryo might be oriented with the anterior end either to the
left or to the right. The same applies for the dorsal/ventral side which might
be facing up or down. In order to align all embryos to a standard orientation,
here anterior side left and dorsal side up, we set out to predict the current
orientation of a given embryo shape by comparing it to a set of template shapes
(see Figure 4.13). These stage-specific template masks have been created by
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(a) Touching embryos.

(b) Glycerol leaked from the slide and leaving holes.

(c) Microscope camera error. A red bar appearing in a few pictures due to a camera software
problem which was fixed at some point later during the screen.

(d) Dirty slide, aberrant focal plane, or color gradient on the slide background probably due
to illumination conditions.

Figure 4.12.: Four major reasons for segmentation errors or missegmentation.
Shown are pairs of pictures, the input picture (top) and the segmentation result
of our software (bottom). The shapes identified by our algorithm are colored
based on their size: Biggest area blue, 2nd biggest area green, 3rd biggest area
red, 4th biggest area turquoise, etc.
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averaging ≈ 100 individual, correctly-aligned, embryos.

Lateral Dorsal/Ventral

Stage 3-6

Stage 7-8

Stage 9-10

Stage 11-12

Stage 13-16

Figure 4.13.: Master masks created out of ≈ 100 manually curated embryo
images each used to predict the orientation of an input embryo shape.

An input embryo might be aligned in one of the following orientations:

• Anterior left, dorsal up (desired orientation)

• Anterior right, dorsal up

• Anterior left, dorsal down

• Anterior left, dorsal up

By combining an input mask with the corresponding template mask, rotated
and flipped to recapitulate any of the four possible orientations just described,
we can infer, using logical XOR, the current orientation of an input mask. As a
result of the logical XOR operations we obtain four values quantifying how well
the input mask fits to the template mask in (1) untouched-, (2) AP-flipped-, (3)
DV-flipped-, and (4) AP-DV-flipped orientation. For a proper input embryo,
we expect the value for the correct operation to be significantly lower than the
others. Therefore, it is possible to quantify and calculate a score describing
how reliable an orientation prediction was for a specific embryo picture:

score =
minV alue

mean(otherV alues)
(4.1)

As shown in Section 4.3.1, this orientation score is a good predictor for the
success of the orientation operation for the images generated in the course of
this study.
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4.3.1. Performance

In order to quantify the performance of the embryo orientation algorithm de-
scribed above, we applied it to our set of manually curated correctly oriented
embryo pictures. As a result, the automated orientation process was successful
in 95% of the 3 548 pictures.

As can be seen in Figure 4.13, the success rate is higher for the late stage
embryos due to the unique morphology at that time points: Stages 3-6 (76%),
stages 7-8 (80%), stages 9-10 (91%), stages 11-12 (97%), stages 13-16 (96%),
and all stages (95%).

The relationship between orientation score and success rate over all stages is
shown in Figure 4.14. As expected, the success rate drops with poor orientation
scores.
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Figure 4.14.: Orientation score vs. success rate for all stages among ten
equally sized bins of orientation score ranges.

4.4. Embryo Registration

The term registration in the context of image processing refers to the process
of bringing different pictures into a common coordinate system. In the specific
case of this study, we are aligning images of embryos onto a template embryo
in order to be able to compare different patterns in the same embryo. This is
necessary due to some heterogeneity of the embryos caused by the staining or
mounting process. See Figure 4.15 for an overview of this process. The input
embryo is shown in Figure 4.15 (a), embryo mask shown in Figure 4.15 (b), is
registered onto the template mask shown in Figure 4.15 (c). The corresponding
output of the registration process is shown in Figure 4.15 (d). As will be
described in more detail in this section, the landmarks which are shown as red
dots in Figure 4.15 are used to map the input embryo onto the template mask.

In order to perform registration, a template mask is needed onto which all
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(a) Input image (b) Input image
mask

(c) Template mask (d) Registration out-
put

Figure 4.15.: Registration is used to compensate for small bumps or other
heterogeneity of the embryo caused by the mounting or staining process. Shown
in red are the landmarks chosen along the border of the embryo used to map
coordinates in the input to the template image.

the input masks are registered. The embryonic development of Drosophila
melanogaster is divided into distinct stages, whereas the morphology of the
embryo differs from stage to stage. We therefore created the stage-specific tem-
plate masks shown in Figure 4.13 by averaging approximately 100 individual,
correctly-aligned, embryos.

As a first step, the landmarks on the embryo border of the input- and the
template-embryo are chosen. We select (1) the most anterior and the most
posterior points of the embryo and (2) 38 more points in between them, half
of them on the dorsal side of the border and the other half on the ventral side
(see Figure 4.15 (b) for example). In the same way, we choose control points
on the template mask. We now have pairs of control points, each point in the
input mask can be mapped to a point in the template mask.

Next, we save the information on how far the input and template control
points are apart. More precisely, for each control point in the template mask,
we save a vector to the corresponding control point in the input mask:

−−−−−→
Vtemplate = CPinput − CPtemplate =

xinput
yinput

−
xtemplate

ytemplate

 (4.2)

The idea behind this is to map every pixel in the template mask to a pixel
in the input mask which is known as backward mapping. At the current point
in the process we have achieved this mapping for the control points only. We
continue by interpolating all the points between control points on the embro
border. The interpolation is done by calculating the weighted average of the
two closest control points. After this is done, we have a mapping for every
coordinate of the border on the template mask to a coordinate on the input
mask or picture.

As a final step, we need to interpolate the inside of the template mask.
This is done with the MATLAB function roifill which is part of the image
processing toolkit. The general purpose of roifill is to fill in a region of
interest in a grayscale image by “smoothly” interpolating inwards from the
borders. In simple words, the author of the function describes it by saying
“imagine you that bend a loop of wire into a particular shape, dip the loop
into a soapy solution, and then see how the resulting soap film smoothly fills in
the region inside the loop” [60]. In more technical terms, a region of interest is
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filled by interpolating from the borders inwards using Laplace’s equation. After
applying roifill, we are left with a fully filled template mask containing the
vector to the coordinates of the corresponding input pixels. These vectors are
then read out and the template mask is being filled one by one with pixels from
the input image using bilinear interpolation.

The further processing steps in the computational pipeline such as the in-situ
pattern extraction introduced in Section 4.5 are based on the registered images.

4.5. Pattern Extraction

After an embryo has been successfully detected, cropped, oriented, and regis-
tered onto a template embryo, the in-situ signal (i.e. the “pattern”) has to be
extracted. See Figure 4.16 for an overview of this process.

(a) Input image (b) Extracted pattern

Figure 4.16.: Overview of our pattern extraction process. The final result is
a grayscale image of the pattern intensity.

The intuitive way to extract the signal would be to extract just the blue
color or the blue ratio blue

red+green+blue of an input image. Unfortunately though,
very intense blue staining can appear black and be represented as a dark form
of just any color (see Figure 4.17 (a) for single pixel values [RED GREEN
BLUE] of very intense staining). Therefore, when looking at a false color image
highlighting the blue ratio, shown in Figure 4.17 (b) as a heatmap with the
color code ranging from blue (low ratio) to red (high ratio), one can see that
the regions of strong staining are actually depleted of blue pixels.

[52 29 37]
[51 33 33]

(a) Intense blue pixel values. Values in
brackets are the red, green, and blue in-
tensities for the marked areas.

0%

50%

100%

(b) Blue ratio image blue
red+green+blue

Figure 4.17.: Areas of intense staining show low blue ratio.

In order to overcome this problem of the intensely stained areas, we exclude
all the colors which do not represent staining signal. We therefore filter out
saturated gray and orange but at the same time include dark tones of any
color. As a first step we convert the images from the Red Green Blue (RGB)
colorspace to the Hue Saturation Value (HSV, introduced in Section 4.1.1)
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colorspace. In the HSV colorspace, we select the colors of interest which can be
seen as slicing out pieces of a cube with the three dimensions: hue, saturation,
and value (see Figure 4.18).

As shown in Figure 4.18 (a), we first extract everything except the gray tones
(marked by arrows in Figure 4.18 (a)) by setting threshholds for saturation and
value. Next, the occassionally occuring orange background (see Figure 4.16 (a)
for example) is excluded as shown in Figure 4.18 (b). As a final step, a noise
filter is applied to exclude small disconnected areas of background staining.

Hue

Value

Saturation

(a) Colors and black included (grey areas
marked by arrows excluded)

(b) Orange area (ar-
row) excluded

Figure 4.18.: The pattern extraction process works by excluding non-pattern
background of gray and orange color.

Additionally, for all the further processing steps such as comparison we are
not working with the actual pattern image just identified, but with a grid rep-
resentation of the pattern. For this purpose we overlay the pattern image with
grid cells and average all the pixel values beneath each grid cell. The pur-
pose of this process, which is technically a resizing of the image, is to allow for
some movement of a pattern which is given even in biological replicates due
to variation in development, the cropping process, etc. All the following steps,
described in the next section, are then working with this grid representation of
the pattern.

See Figure 4.19 for the process of pattern extraction on an actual embryo
picture.

4.6. Pattern Comparison

All the steps explained so far such as finding and orienting the embryo, and
extracting the in-situ pattern prepare the sample images for the actual com-
parison introduced in this section. The output of the comparison of two or more
embryo images, such as the ones shown in Figure 4.20, is a quantification of
how similar their patterns are. We always conduct comparisons of image pairs,
it is therefore pairwise similarities what we are working with. For the images
shown in Figure 4.20, we would expect a high similarity for the comparison (a)
vs. (b), a lower value for(a) vs. (c) and the lowest value for (a) vs. (d). For this
purpose, we devised a measure of similarity between two images which is based
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(a) Input (b) After color ex-
traction

(c) After noise fil-
ter

0%

50%

100%

(d) Heatmap of identified
pattern

(e) Grid

0%

50%

100%

(f) Grid heatmap of identi-
fied pattern

Figure 4.19.: Pattern extraction process applied to an example image.

on the overlap of the corresponding staining patterns and therefore resembles
an intuitive visual assessment of similarity.

(a) Image one (b) Image two (c) Image three (d) Image four

Figure 4.20.: Pattern comparison. Example of three control comparisons
yielding high similarity (a) vs. (b), medium similarity (a) vs. (c), low or no
similarity (a) vs. (d).

4.6.1. Mutual Enrichment

The principle of how we determine the similarity between two images is the
mutual enrichment of their patterns. When comparing two patterns, which for
simplicity we assume to be binary, pattern one and pattern two, we use four
numbers to calculate the enrichment: (1) number of grid cells in pattern 1, (2)
number of grid cells in pattern 2, (3) number of grid cells in overlap, and (4)
the total number of grid cells in the image (constant for each developmental
stage). We then calculate the enrichment in the following way:

enrichment =

overlap

pattern 1
pattern 2

total image

(4.3)

As an example, consider a pot containing 100 marbles (=̂ total image) in which
10 of them are black (=̂ pattern 2 ) and the rest white. Now you take a sample
of 50 marbles (=̂ pattern 1 ) and count 10 black ones among them (=̂ overlap).

The enrichment in this specific example would therefore be 2 since 10/50
10/100 = 2.

As another example, let’s consider Drosophila embryos again since we are not
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(a) Pattern one (taken from
Figure 4.20 (a))

(b) Pattern two (taken from
Figure 4.20 (c))

(c) Pattern overlap. Col-
ors: Only pattern 1 (red),
only pattern 2 (green), over-
lap (yellow)

Figure 4.21.: Two staining patterns (see Figures 4.20 (a) and 4.20 (c)) and
their overlap are used to calculate a fold enrichment for a given intensity thresh-
old.

randomly drawing balls but comparing patterns. Figure 4.21 shows part of the
comparison process of the pictures in Figures 4.20 (a) and 4.20 (c). By applying
a threshhold to the pattern intensity, we obtain binary masks showing all the
pixels passing the cutoff (see Figures 4.21 (a) and 4.21 (b)). By putting the
two masks on top of each other, we obtain the overlap shown in Figure 4.21 (c).
Thereby, all the numbers needed for Equation 4.3 are available and we can
calculate the enrichment:

enrichment =

overlap

pattern 1
pattern 2

total image

=

155

161
298

472

= 1.5249 (4.4)

The example shown in Figure 4.21 explains how we obtain an enrichment value
for a certain threshold. Additionally, we calculate a p-value for each enrich-
ment using the cumulative hypergeometric distribution and only consider those
passing a p-value cutoff of 10−4. Therefore, for each intensity threshhold we
get (1) a value for an enrichment or a depletion and (2) the significance of this
enrichment or depletion. We now calculate the enrichment and significance for
thresholds starting at zero and ending when one of the patterns does not have
any pixels passing the corresponding threshhold. See Table 4.1 for the complete
range of thresholds and obtained enrichment values for the example started in
Figure 4.21. As a final quantification of similarity we use the natural logarithm
of the maximum enrichment obtained in the course of raising the threshold. For
the example shown in Table 4.1, the final similarity value is log(2.73) = 1.00.

See Table 4.2 for the actual normalized enrichment values of the examples
shown in Figure 4.20 at the beginning of this section. Normalization is being
performed as the first step of clustering and is therefore introduced in Sec-
tion 4.7.1.

4.6.2. Other Approaches for Calculating Pattern Similarity

Besides the method of mutual enrichment introduced in this section, we also
considered two other methods for image comparison: The pearson correlation
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Threshold Overlap Pattern 1 Pattern 2 Total
Fold
Change

p-Value

0 155 161 298 472 1.52 1.58× 10−33

0.05 106 110 267 472 1.70 1.00× 10−27

0.1 80 80 249 472 1.90 0.00

0.15 65 65 239 472 1.97 0.00

0.2 55 55 229 472 2.06 0.00

0.25 47 48 217 472 2.13 2.71× 10−18

0.3 42 42 205 472 2.30 0.00

0.35 33 33 194 472 2.43 0.00

0.4 18 18 184 472 2.57 0.00

0.425 12 12 178 472 2.65 0.00

0.4375 11 11 173 472 2.73 0.00

Table 4.1.: Examplarious pattern comparison of image shown in Fig-
ures 4.20 (a) and 4.20 (c). The maximum enrichment of 2.73 (or actually
log(2.73) = 1.00) is the final output of the comparison shown.

1 0.89 0.64 0

Table 4.2.: Normalized pairwise similarities of four control comparisons show-
ing high similarity of an image with itself (column 2) or a very similar image
(column 3), medium similarity to a related pattern (column 4), and no similarity
to an unrelated pattern (column 5). Values shown are normalized logarithmic
fold enrichments.

(1) and percent overlap (2).

The first method works by correlating two arrays of pattern intensities ex-
tracted out of the images to be compared using Pearson’s correlation. To il-
lustrate this on an example, we would generate binary masks as shown in Fig-
ures 4.21 (a) and (b) out of the patterns intensities. Only the grid cells which
are set in either binary mask are then considered for calculating the pearson
correlation coefficient.

As a second method, we considered percent overlap which is, assuming we
are comparing two patterns, how much of the smaller pattern is contained in
the larger pattern:

percentOverlap = min

(
overlap

pattern 1
,
overlap

pattern 2

)
(4.5)



31

As with mutual enrichment, we repeat this calculation with increasing thresh-
holds until one of the patterns is empty and use the largest value of percentOver-
lap found as the actual similarity.

We evaluated these three methods in Section 4.7 using a test set and found
pearson correlation to be the worst and mutual enrichment to be slightly better
than percent overlap. See Section 4.7.2 for details on the individual performance
of each method.

We can now use the means for comparing two embryo images introduced in
this section in order to look at a larger number of images and cluster them by
expression pattern.



32

4.7. Clustering of Images with Similar Patterns

The previous section explained how we compute pairwise similarities. This
section explains how we use these pairwise similarities to cluster images using
MATLAB and how well this works on a test set.

4.7.1. Normalization

By calculating the logarithmic fold changes (i.e. similarities) as described in
the last section, we obtain a matrix of pairwise similarities. This matrix is
symmetrical along the diagonal since A compared to B equals B compared to
A. In order to proceed with clustering the images, we first make sure the values
of the similarity matrix are in the range [0, 1]. This is done by (1) subtracting
the smallest enrichment value possible and (2) by dividing a similarity value
simi,j for the similarity between the images i and j by min(simi,i, simj,j).
The rationale behind the second step is to normalize each enrichment to the
highest value possible for this comparison. The similarity between images i
and j cannot be higher than the similarity of either i or j to itself, therefore

simi,j =
simi,j

min(simi,i, simj,j)
.

The transformed similarity matrix sim, containing exclusively values in the
range [0, 1], is then converted to a distance matrix dist by applying dist =
1 − sim. This distance matrix is then subjected to the MATLAB-provided
function linkage which creates an agglomerative hierarchical cluster tree using
the unweighted pair group method with arithmetic mean (UPGMA) [58]. In
UPGMA, the distance between two clusters is the average distance between
the objects in either cluster. The resulting tree can then be visualized as a
dendrogram (see code).

4.7.2. Performance

In order to evaluate our similarity quantification we picked a test set of im-
ages and systematically assessed its performance. We randomly selected 50
Drosophila lines and picked, again randomly, three images for each line for
stages 13-16 in lateral orientation and applied our clustering pipeline using mu-
tual enrichment as the similarity score. The resulting dendrogram is shown in
Figure 4.22.

Each leaf node in Figure 4.22 corresponds to one picture and is labeled fol-
lowing the syntax “X-Y” where X specifies the genetic line and Y the number of
the picture. The leaf node labeled 97-1 would therefore correspond to picture
number one of Drosophila line number 97.

For assessing the performance of the clustering, the lines in the dendrogram
joining the leaf nodes are colored in green or red depending on the validity of
this join. If one leaf node is joined to another leaf of the same genetic line or to
a cluster comprised majorly (>50%) of the same genetic line, the join is colored
green (good join). Otherwise, the join is colored red (bad join). In Figure 4.22,
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Figure 4.22.: Clustering of a test set consisting of 150 images taken from 50
randomly chosen fly lines. The clustering is visualized as a polar dendrogram
where the leaf nodes (i.e. single images) are aligned in a circular fashion as
opposed to a linear dendrogram in order to save space.

57% of the joins clustering single lines are green (i.e. valid). This means that
in 57% of the cases leaf nodes of corresponding genetic backgrounds are joined.

Having considered single join events, we now look at the performance in
terms of Drosophila lines. We expect from a clustering such as the one shown
in Figure 4.22 that all the images of biological replicates cluster together, e.g.
images 97-1, 97-2, and 97-3 form a subtree before any other image is joined.
Among the 50 lines considered in Figure 4.22, for 18 lines (36%) all three
images are clustered together, and for 12 lines (24%) two out of three images
are clustered together. Therefore, 30 out of 50 lines (60%) can be considered
as clustered correctly.

In Section 4.6, we briefly mentioned two additional methods of calculating
similarity besides mutual enrichment: Pearson correlation and percent overlap.
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Evaluating these two methods using the same test set as for mutual enrich-
ment, we find for pearson correlation, the good-joins ratio is 48% and for 11
lines (22%) all three images are clustered together, and for 17 lines (34%) two
out of three images are clustered together.
For percent overlap, the good-joins ratio is 43% and for 8 lines (16%) all three
images are clustered together, and for 25 lines (50%) two out of three images
are clustered together.
We can therefore conclude that the method based on pearson correlation per-
forms worst with more than half of the leaf nodes being clustered wrongly and
56% of the lines clustered correctly. Percent overlap performs even worse in
terms of the good-joins ratio with a value of 43% but a lot better in the correct
clustering of lines with 66%. Mutual enrichment, which is the method used
throughout this section, has the highest good-joins ratio with 57%. Compared
to percent overlap, mutual enrichment’s success in clustering lines is lower with
60% but with a far higher ratio of complete lines (i.e. 3/3 images clustered) of
36% compared to 16% with percent overlap.

Let’s take a closer look at the seemingly wrong joins in the dendrogram shown
in Figure 4.22 and see why some images of genetically unrelated lines have
been clustered together (bad joins). Shown in Figure 4.23 is a representative
selection of image pairs which got joined in the dendrogram in Figure 4.22 even
though they represent expression patterns of unrelated lines. Figures 4.23 (a)
- (c) schematically show the major three classes of how images of biological
replicates are clustered wrongly: One image is clustered with a whole subtree of
genetically unrelated lines (a), one image is clustered with a single unrelated
image (b), or all three images are separately joined with other unrelated images
(c). Additionally, Figure 4.23 (d) shows how all images of one line are clustered
together before any other unrelated image joins. The major part of Figure 4.23
shows a couple of examples for each of the mentioned classes. For each example,
the embryo images involved, including a small pattern heatmap in the top or
bottom right corner, are shown. Each image is labeled according to its role in
the schematics shown in Figures 4.23 (a) - (d) and in parentheses the image
identifier as in the dendrogram in Figure 4.22. Upon closer inspection of the
examples in Figure 4.23, it is clear that these images which got wrongly clustered
together are actually different enhancers with similar or identical properties and
thereby explain and validate the behaviour of our algorithm.
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Figure 4.23.: Examples of Bad joins. Seemingly wrong joins in the dendro-
gram shown in Figure 4.22 are explained by their similarity in expression of
genetically unrelated Drosophila lines.
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As a final performance consideration, we analyze how well the automatic
clustering conforms to manual annotations. In the course of this study, we
constructed a test set by manually selecting images of the most prominent
classes of enhancer activity. This was done independently of the automatic
clustering described in this chapter. The expression patterns of our reporter
gene which we found most frequently are related to the nervous system: The
whole developing central nervous system, termed CNS, (1) and the embryonic
brain only without involvement of the ventral nerve cord (2). See Figure 4.24
for an overview of the clustering with the classes CNS/brain marked and a
couple of images corresponding to special cases.

The clustering shown in Figure 4.24 (a) is the same as the one in Figure 4.22.
In Figure 4.24 (a), the image labels are additionally stained in blue and magenta
corresponding to manual annotations: Drosophila lines annotated as being ac-
tive in the whole CNS are stained blue (1) and lines active in the brain only are
stained magenta (2). The dendrogram in Figure 4.24 (a) shows that the man-
ually annotated images for CNS are largely clustered together, and the same is
true for the lines active in the embryonic brain. The images of these two classes
are in close vicinity due to their apparent similarity or overlap in expression but
distinct enough from each other to have the members of each class clustered
together without joining the other class.

In a few exceptional cases shown, images annotated as CNS are in a brain
cluster (line 325, marked by (→) in Figure 4.24 (d)) or the other way around
(line 114, marked by (⇒) in Figure 4.24 (e)).

Additionally, as shown in Figure 4.24 (a), some not-annotated lines clearly
cluster together with images manually annotated as CNS or brain. Figure 4.24 (b)
shows four representative images of lines which are inside a larger CNS cluster
but not annotated as such. Figure 4.24 (c) shows two representative images of
lines which are inside a larger brain cluster but not annotated as such. The
images shown validate our clustering algorithm due their high similarity to the
classes CNS/brain; even though a human expert might judge the tissues as
being different, the visual resemblance, which is what our clustering algorithm
is trying to assess, is given. Additionally shown for comparison are images
of in-situ hybridizations for the genes Olig family (Figure 4.24 (f)) and Optix
(Figure 4.24 (g)) which are expressed in the CNS and the brain respectively.
The images shown in Figures 4.24 (f) and (g) underwent the cropping and pat-
tern extraction algorithm described in this chapter, the raw images are taken
from the Berkley Drosophila Genome Project (BDGP) website [64].

To conclude, we can assume from the data presented in this chapter, especially
in Figures 4.22, 4.23, and 4.24, that the algorithms developed for the segmenta-
tion, orientation, pattern extraction, registration, and clustering of Drosophila
embryo images perform well and provide the means to identify similarities in
expression.
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(a) Dendrogram.

A1 (547-2) A2 (174-2)
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(b) Manually not annotated as but clus-
tered with nervous system lines.

B1 (956-1)
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(c) Manually not anno-
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with brain only lines.

(325-2)
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(e) Outlier line
114 marked by (⇒)
in (a).
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ple of nervous sys-
tem [64].

(g) Literature exam-
ple of brain [64].

Figure 4.24.: Automatic clustering of images by expression pattern fits in-
dependent manual annotations. (a) shows the same clustering as Figure 4.22
and, in addition, manual classifications: Central nervous system (CNS; blue)
and brain only (magenta). (b) and (c) show examples of images clustered with
CNS/brain but lack the corresponding manual annotation. (d) and (e) show
one line each of CNS/brain which got clustered in the respective other class.
(d) and (e) are examples of CNS/brain expression from the literature [64].
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5. Results on Enhancer Activity

Using the approach established here, we find more than 44% of the elements
tested to be active in Drosophila embryogenesis. In this chapter, we first report
on the positive rate found in the various stages of development and then analyze
the major groups of found enhancers using the computational tools introduced
in Chapter 4. Additionally, we show a couple of genomic loci containing en-
hancers we found and analyze their putative regulatory influence on adjacent
genes.

5.1. Positive Rate

In this section we report the fraction of positive Drosophila lines, i.e. flies
carrying a DNA fragment which is able to activate transcription of our reporter
gene Gal4. We found 403 out of the 981 enhancers candidates examined to be
active in at least one stage of embryogenesis. We also observe a rising positive
rate with progressing development as shown in Figure 5.1: Of 981 candidates
examined, 97 (10%) are active in stages 3-6, 99 (10%) in stages 7-8, 171 (17%) in
stages 9-10, 265 (27%) in stages 11-12, and 342 (35%) in stages 13-16. Overall,
403 (41%) elements are active in at least one stage.
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Figure 5.1.: The fraction of enhancer candidates being active increases with
progressing development.

The trend of a rising positive rate with progressing development is consistent
with the increasing complexity of the embryo in later stages which requires
more complex gene regulation. This is therefore also reflected in the number
of active genes during embryogenesis. In a study based on in-situ expression
data [64], the fraction of genes expressed in the various stages of embryogenesis
(exluding maternally loaded transcripts) was found to be increasing over time:
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7 087 genes examined, 2 533 (36%) active in stages 4-6, 2 835 (40%) in stages
7-8, 3 033 (43%) in stages 9-10, 3 539 (50%) in stages 11-12, and 4 397 (62%)
in stages 13-16.

The increasing tissue complexity in the course of embryogenesis can be also
observed by looking at the annotations of the genes’ expression patterns in [64].
Each of the genes examined by in-situ hybridization is associated with manual
annotations for each time point in development. Considering the number of
unique terms used in each stage and over all genes, we again see an increasing
trend: Three unique terms in stages 1-3, 9 in stages 4-6, 14 in stages 7-8, 24
instages 9-10, 70 in stages 11-12, and 105 in stages 13-16.

5.2. Spatio-Temporal Activity

We used the image clustering algorithm described in Section 4.7 in order to
identify commonly occuring patterns.

5.2.1. Prominent Patterns

The most prominent group we found are enhancers active in the developing
nervous system which includes the embryonic brain and the ventral nerve cord
(VNC). Figure 5.2 shows the clusters we identified and the location of the in-situ
signal for each cluster in the columns pattern presence and pattern intensity.

For early development (stages 3-6), with a low positive rate compared to the
late stages, we found the most often occuring pattern to be in an anterior region
of the blastocyste called procephalic ectoderm as shown in Figure 5.2 (a).

For the late time points in development, stages 13-16, we found three major
subclasses of nervous system enhancers shown in Figure 5.2 (b). Cluster two is
majorly active in the developing brain only. Cluster three is active in the brain
and in the VNC and cluster four additionally shows ubiquitous expression.

Figure 5.2 shows four clusters, each containing enhancers able to give rise in
similar regions of the early or late Drosophila embryo. Next, we are having a
look if these lines also show similarities in their behaviour over time.
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Cluster Pattern presence Pattern intensity Description

1
Procephalic ecto-
derm (80 images, 37
lines)

(a) Early development (stages 3-6)

Cluster Pattern presence Pattern intensity Description

2 Brain only (91 im-
ages, 43 lines)

3 CNS (114 images, 49
lines)

4 CNS, ubiquitous (78
images, 24 lines)

(b) Late development (stages 13-16)

0% 50% 100%

Figure 5.2.: Most prominent clusters found through image analysis show ac-
tivity in the developing nervous system. (a) shows the prominent cluster for
early development in stages 3-6. The area showing the most expression here
is the procephalic ectoderm which is where the head of the fly will develop.
(b) shows the three major clusters identified for the late developmental stages
13-16: Brain only (2), brain and VNC (3), and brain, VNC, and ubiquitous (4)
The heatmaps shown for pattern presence provide binary information on how
many of the images in this cluster show any expression (regardless of the inten-
sity) in the corresponding pixel. Pattern intensity shows the average intensity
over all images of a cluster. Additionally shown for each cluster is the number
used for reference in the text (column 1) and a short description (column 4).
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5.2.2. Temporal Dynamics

In the previous section, we grouped the enhancers found in this study into
major groups of spatial activity for early (stages 3-6) and late (stages 13-16)
Drosophila embryogenesis.

For early stages, we found that the corresponding enhancers (cluster one)
keep their activity throughout development: Almost all of the enhancers active
in the procephalic ectoderm at early stages remain active in the embryonic brain
or CNS at later stages (see Figure 5.3 (a)).

For late stages, is seems that the temporal relationship early → late is not
true for the reverse direction late → early. Whereas more than 70% of the
lines active in the procephalic ectoderm at early stages are turned on in the
brain in late stages (cluster one), the majority (59%) of lines active only in the
embryonic brain in late stages (cluster two) are completely turned off in early
stages (see Figure 5.3 (b)). Also, 47% of the lines in cluster three are turned
off in early stages (see Figure 5.3 (c)). However, looking only at the remaining
lines which are already active in stage 3-6 in Figure 5.3 (e), it seems that there
is a trend towards the procephelic ectoderm for the late clusters. In general,
the majority of active stage 3-6 enhancers in clusters two, three, and four show
at least partial activity in the region of the procephalic ectoderm: Cluster two
83%, cluster three 58%, and cluster four 50%.

Additionally, when looking at the activity of cluster four in early stages 3-
6 in Figure 5.3 (d), it seems to contain a higher fraction of lines active in the
procephalic ectoderm compared to clusters two and three. This is due to the fact
that enhancers active ubiquitously in late stages tend to be active ubiquitously
in all the other stages too. Moreover, the ubiquitous activity observed in cluster
four is not an artifact caused by overstaining strong enhancers active in the brain
or VNC. We can exclude this since we observe (1) lines with a strong activity
in the brain and VNC without any ubiquitous expression and (2) lines active
in the brain, VNC, and ubiqitously where the brain- and VNC-part is weaker
than some lines active in the brain and VNC only. It is therefore clear that the
additional ubiquitous component in cluster four is qualitatively different from
strong CNS lines.

To conclude, the spatio-temporal dynamics observed in Figure 5.3 are in
accordance with the tissue fates in Drosophila embryogenesis. We observe that
enhancers active in neurogenic regions in the very early embryo remain active
in central nervous system tissue in the late stages of development. It is known
that most of the cells forming the procephalic ectoderm of the early embryo
delaminate and move inside the embryo to give rise to neuroblasts which will
later form the larval brain [29]. The other way around is not true: In fact, the
majority of enhancers active only in the brain late, for example, are off entirely
early (cluster two). Of the ones already active early, however, the majority is
active in the region of the procephalic ectoderm as shown in Figure 5.3 (e).
Overall, around 1/3 of the enhancers active in the CNS in late stages is active
in the procephalic ectoderm in early stages.
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Stages 3-6 Stages 7-8 Stages 9-10 Stages 11-12 Stages 13-16

(a) Cluster 1 (early, 28 lines)

Stages 3-6 Stages 7-8 Stages 9-10 Stages 11-12 Stages 13-16

(b) Cluster 2 (late, 29 lines)

Stages 3-6 Stages 7-8 Stages 9-10 Stages 11-12 Stages 13-16

(c) Cluster 3 (late, 36 lines)

Stages 3-6 Stages 7-8 Stages 9-10 Stages 11-12 Stages 13-16

(d) Cluster 4 (late, 21 lines)

Stages 3-6
Only active lines

Cluster 2 Cluster 3 Cluster 4

(e) For clusters two, three, and four: Patterns for active lines only in stages 3-6

0% 50% 100%

Figure 5.3.: Temporal development of pattern clusters introduced in Sec-
tion 5.2. (a) Cluster 1: The majority of enhancers active in the procephalic
ectoderm in stages 3-6 are later on, in stages 13-16, active in the embryonic
brain and to a lesser degree in the VNC. (b) - (d) Clusters 2-4 were identi-
fied as being similar in their activity in stages 13-16 and seemingly derive from
procephalic regions in stage 3-6. (e) Same as in (b) - (d) for stages 3-6, except
that only active lines are shown.
Each pixel in the heatmaps is stained corresponding to the fraction of lines
active in this region, ranging from 0% (dark blue) to 100% (dark red).

5.3. Genes - The BDGP Dataset

We also applied our computational pipeline for image segmentation, pattern
extraction, etc. (see Section 4) to the Berkeley Drosophila Genome Project
(BDGP) dataset of in-situ pictures [64]. This dataset contains 82 699 manually
annotated images of in-situ hybridizations to 6 936 transcripts in the Drosophila
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embryo. The annotations for each image include the stage of embryogenesis,
the orientation of the embryo, and the stained tissues using a manually curated
vocabulary.

At the time of writing (November 2010) the BDGP in-situ database snapshot1

contained annotations and image URLs for 6 936 genes. Of these 6 936, 3 906
genes are annotated as being expressed in at least one of the stages 4-6, 7-8,
9-10, 11-12, or 13-16. We were able to obtain the images for 3 814 of these
genes and applied our computational pipeline. The image segmentation step
introduced in Section 4.2 was successful for 3 603 (94%) genes. However, of
these 94% around one third had to be sorted because of quality reasons. After
manually sorting out images of low quality due to light, focal conditions, or
aberrantly segmented embryos, we ended up with a set of 2 356 (62%) genes
(the 2.4k set of genes). For each of these genes we therefore now have at least
one image for every stage the gene is expressed in according to the BDGP.

Using the 2.4k set as a representative sample of all genes active in embryo-
genesis, we analyzed the spatial distribution of gene expression for each of the
developmental stages (see Figure 5.4). In order to create this pattern presence
heatmap for a specific stage, we considered one image per gene. This image,
specific for a certain gene and stage, might be either the average over all the
images available for this gene and stage or an empty image (containing zeros
only) if the gene is annotated as inactive in this stage. Additionally, we ex-
cluded expression patterns annotated as “maternal” by the BDGP curators for
all subsequent analysis of the 2.4k set since we are only interested in active
transcription.

Figure 5.4 shows that, for the 2.4k set at least, gene expression is not re-
stricted to any particular location in the Drosophila blastoderm in stages 4-6.
Later on, in stages 7-8, 9-10, 11-12, however, active genes are concentrated in
cells which are part of the germ band. In the late stages 13-16, 62% of the
genes examined by the BDGP are active and expressed throughout the whole
embryo. Virtually the same patterns as the ones in Figure 5.4 were found by a
previous approach also based on the BDGP dataset [34].

Stages 4-6 Stages 7-8 Stages 9-10 Stages 11-12 Stages 13-16

0% 21.2% 42.4%

Figure 5.4.: In-situ pattern presence of 2 356 Drosophila genes among different
developmental stages of embryogenesis. Images annoated as showing maternally
loaded transcripts are excluded, only zygotic transcripts are considered. Raw
images were obtained from [64], subjected to our computational pipeline, and
the resulting images were manually inspected and sorted for quality.

Next, we used the 2.4k set again to ask whether the temporal dynamics we

1http://insitu.fruitfly.org/insitu-mysql-dump/insitu.sql.gz
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found for enhancers in Section 5.2.2 are also true for genes. For this purpose, we
made use of the rich vocabulary used to annotate the BDGP images. We again
created pattern presence heatmaps in the same manner as shown in Figure 5.4,
this time with an input set restricted to genes which are annotated as expressed
in (1) the procephalic ectoderm in stages 4-6 (see Figure 5.5 (a)) and (2) the
ventral nerve cord or brain in stages 13-16 (see Figure 5.5 (b)).

As shown in Figure 5.5 (a), genes expressed in the procephalic ectoderm in
early stages (as determined by the BDGP annotations) seem to be expressed
in the region of the brain and central nervous system in late stages 13-16, as
judged by visual inspection. Comparing this temporal dynamics of genes to the
dynamics of enhancers (Figure 5.5 (a) versus Figure 5.3 (a)), it is clear that
the regions of procephalic ectoderm in early stages and the brain/VNC in late
stages are not as specifically pronounced for genes as for enhancers. This might
be caused by technical and biological factors:

Technically, the BDGP dataset for late stages is more heterogeneous than
our data. While the BDGP images annotated as stages 13-16 actually docu-
ment embryos in all of these stages, we only took images of stage 13 embryos
as representative of the stages 13-16. Therefore, due to major morphological
movement in the head area in between stages 13 and 16, the brain in stages
13-16 in Figure 5.5 (a) is not as enriched with in-situ signal as we observe it
for enhancers.

Possible biological explanations include the assumption that enhancers are
modular. In Figure 5.5 (a), we observe that the expression pattern of genes
manually annotated as being expressed in the procephalic ectoderm in early
stages is actually spread all over the embryo. Excluding the possibility of mis-
annotations, this means that expression in this early ectodermal stripe rarely
appears alone but goes together with other regions in the embryo. On the
other hand, we do observe enhancers specifically active only in the procephalic
ectoderm (see Figure 5.3 (a)).

For genes expressed in the central nervous system in late stages however (see
Figure 5.5 (b)), we do not find any preferred area of expression in early stages 4-
6. Again comparing this to enhancers (clusters two to four in Figure 5.3) where
we see only 1/3 of the corresponding enhancers active in the procephalic ecto-
derm, it is possible that the biological and technical factors introduced above
mask an already weak enrichment in the region of the procephalic ectoderm.

In addition to a comparison of enhancer and gene expression patterns on an
aggregated level as it was done in this section, we can use the BDGP resource
to focus on single loci as shown in Section 5.4.
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Stages 4-6 Stages 7-8 Stages 9-10 Stages 11-12 Stages 13-16

0% 31.4% 62.8%

(a) Genes annotated as procephalic ectoderm in stages 4-6

Stages 4-6 Stages 7-8 Stages 9-10 Stages 11-12 Stages 13-16

0% 27.2% 54.4%

(b) Genes annotated as ventral nerve cord or brain in stages 13-16

Figure 5.5.: Temporal development of expression for two subsets of genes.
(a) Pattern presence for genes annotated as expressed in procephalic ectoderm
in stages 4-6 (b) Pattern presence for genes annotated as expressed in ventral
nerve cord or brain in stages 13-16.
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5.4. Spatio-Temporal Additivity

Enhancers contribute to the expression patterns of genes and each gene might
receive regulatory input from multiple enhancers. We can therefore zoom in on
a few regions covered well in our initial screen to see how the found enhancers
contribute to the expression of the adjacent genes. For information about the
spatio-temporal expression of Drosophila genes we utilized images from the
BDGP in-situ database introduced in Section 5.3.

5.4.1. Thrombospondin Locus

The gene thrombospondin (tsp) encodes an extracellular matrix protein and is
involved in muscle-tendon attachment [1]. We screened seven regions in the tsp
locus for regulatory activity and found five of them to be active in embryogenesis
as shown in Figure 5.6. At stages 3-10, only the element VT3380 is active
and recapitulates the expression of the tsp. Starting from stages 11-12, the
remaining four elements become active whereas VT3380 soon turns off.
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(a) Genomic locus of Thrombospondin (modified from UCSC Genome Browser [31])
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(b) Spatio-temporal expression of tsp and of enhancers found in this genomic region

Figure 5.6.: Regulatory elements found at thrombospondin (tsp) locus.
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5.4.2. Fledgling of Klp38B (fok) Locus

Fledgling of Klp38B (fok) is a gene of unknown function and located inside
an intron of the gene nebbish (neb, the protein is called Klp38B) [44] which is
implicated in interactions between the chromosome arms and microtubuli [41].
We found five active enhancers in the intron of neb where also fok resides
(see Figure 5.7). VT10281 is highly likely the cis-element responsible for fok
activation, since it closely resembles its expression pattern. Unfortunately, the
BDGP does not hold expression information for neb. It is however known
to be expressed in the ventral nerve cord and in procephalic regions during
embryogenesis [41]. Therefore, the other four active enhancers, which do not
show any activity in the nervous system, might also be contributing to the
expression pattern of fok. Additionally, they might be contributing to other
adjacent genes ever further away such as CG10747 or CG10721 for which no
expression data is available at the BDGP either.
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(a) Genomic locus of fledgling of Klp38B (modified from UCSC Genome Browser [31])
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(b) Spatio-temporal expression of fok and of enhancers found in this genomic region

Figure 5.7.: Regulatory elements found at Fledgling of Klp38B (fok) and neb-
bish (neb) loci.
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5.4.3. Intergenic Region between No Hitter (nht) and Escargot
(esg)

The no hitter (nht) and escargot (esg) are transcribed in opposite directions and
separated by a region of ≈15kb which we investigated for regulatory activity.
Nht is involved in the transcriptional regulation of spermatid differentiation [30],
whereas esg has been found to play a role in tracheal [63] and nervous system
development [4]. Unfortunetely, BDGP does not have expression data for nht
but only for esg.

We found three enhancers (see Figure 5.8), VT7840, VT7842, and VT7846,
to closely resemble the escargot expression pattern. Interestingley, we found the
2.5kb fragment directly upstream of the esg transcription start site, VT7847,
to mimick the expression of esg the least, of the four active elements found in
these region. Additionally, VT7847 is active only in stages 3-6 and 7-8 and is
then turned off.
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44

VT78
45

VT78
46
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nht esg

10 kb

VT78
39

VT78
44
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(a) Genomic locus of esg (modified from UCSC Genome Browser [31])

3-6

7-8

9-10

11-12

13-16

esg VT7840 VT7842 VT7846 VT7847

(b) Spatio-temporal expression of esg and of enhancers found in this genomic
region

Figure 5.8.: Regulatory elements found in intergenic region between no hitter
(nht) and escargot (esg).
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Summarizing this chapter, we showed that using our systematic approach, we
are able to identify embryonic regulatory elements in the genome of Drosophila
melanogaster. The fraction of active elements is increasing over developmen-
tal time which goes along well with the fraction of genes expressed and the
increasing complexity of the embryo. Additionally, the computational meth-
ods introduced in Chapter 4 (1) enable us to identify similar enhancers and to
observe their activity over time and (2) can be successfully applied to foreign
resources such as the BDGP data set allowing us to connect enhancers to their
putative target genes.
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6. Discussion

This thesis describes a systematic approach for finding developmental enhancers
in Drosophila melanogaster. Enhancers are the elements responsible for the
spatio-temporal specificity of gene transcription and therefore crucial in the
specification of different cell-types in a complex organism. Identifying enhancers
in a genome, however, is not an easy task. While we are able to locate protein-
coding genes in a given DNA sequence using well-defined rules known as the
genetic code, the same is not possible for enhancers yet. Genes code for proteins
in a linear fashion. In contrast, enhancers provide binding sites for transcription
factors. Due to the low number of enhancers studied in the same system, it is
unclear if general rules exist for the number or arrangement of these binding
sites. A large data set comprising experimentally tested enhancers and their
spatio-temporal activity would therefore increase our understanding of how se-
quence confers activity, i.e. the regulatory code.

We established a large-scale screen for identifying transcriptional enhancers in
the model organism Drosophila melanogaster. In order to do this, we test frag-
ments of the non-coding genome using in-vivo reporter assays. As a functional
readout, we detect the transcript of a reporter gene using in-situ hybridizations
in five different stages of embryonic development.

Our analysis reveals that 41% of the 981 tested elements are positive in at
least one of the time points. Additionally, we observe an increasing fraction of
active elements with progressing development. These results are consistent with
an increasing number of expressed genes and tissue-complexity as determined
by manual annotations [64].

In order to further analyze the activity of the enhancers found in more detail,
we developed a computational pipeline for processing in-situ images. This
allows us to automatically identify Drosophila embyos and quantify the in-situ
signal in a given image. Additionally, we are able to assay the similarity of
pairs of embryos in terms of their staining pattern, i.e. the enhancer activity.

Due to a bias of the library used towards the nervous system, the major class
of similar enhancers is active in the developing central nervous system (CNS).
A large fraction of the CNS enhancers in early stages of embryogenesis remains
active in the nervous system throughout embryogenesis. This is consistent with
known tissue fates [29]. In contrast, of the enhancers active in the CNS in late
stages, only 1/3 is active in the developing nervous system in early stages while
the majority of the remaining 2/3 is inactive in early development. The reason
for this late onset of regulatory activity might be related to the proliferation
of neuroblasts happening in stages 9-13. Additionally, neuronal differentiation
starts in stage 13 which is likely mediated by the increased cis-regulation we
observe [29]
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We are also able to validate our results for several genomic loci by incorpo-
rating gene expression data. We find several enhancers to closely resemble the
adjacent genes’ expression patterns for loci well-covered by our tiles. For this
purpose, we successfully applied our computational pipeline to a resource of
in-situ images for genes [64]. Our results confirm the modular nature of en-
hancers, which we observe contributing additively to adjacent genes’ expression
patterns.

Additionally, our data provides the basis for assessing binding functionality
of chromatin components. Current methods for profiling DNA-associated pro-
teins, such as chromatin immunoprecipitation (ChIP) for example, reveal hun-
dreds to thousands of regions in the genome bound by a certain transcription
factor or histone variant [36]. Our data provides a functional read-out for this
binding data and enables us to correlate the type, number, and arrangement of
bound proteins with regulatory activity.

To conclude, we developed a large-scale method for identifying enhancers and
the computational means to analyze their spatio-temporal activity. The results
of around a thousand tested genomic fragments are in accordance with pub-
lished literature concerning cell fates, gene expression, and tissue complexity.
Ultimately, data generated by systematic screens including the one described
here, will improve our understanding of enhancers and eventually lead us to the
point where we can “read” a gene’s spatio-temporal regulation just from the
DNA sequence.
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A. Materials and Methods

This chapter lists the detailed composition or commercial sources of the ma-
terials (Section A.1) and explains the generation of the RNA probe for in-situ
hybridization (Section A.2).

A.1. Solutions and Commercial Reagents

AP buffer (15ml) 0.3ml 5M NaCl, 0.75ml 1M MgCl2, 1.875ml 0.8M Tris pH
9.5, 13.6µl Tween-20

Fixative solution (15ml) 7.5ml RNAse free 4% Formaldehyde in 1xPBS (pH=7.0),
15µl 1M MgSO4, 15µl 1M EGTA, 7.5ml Heptane

PBT 1x PBS, 0.1% Tween-20

PBTB 1x PBT, 1% milk poweder

RNA hybridization solution (50ml) 25ml formamide, 12.5ml 20x SSC, 5mg
Heparine, 5mg ssSalmon Sperm DNA, 45.25µl Tween-20, sterile filter,
aliquot, -20◦C

Anti-DIG AP antibody Anti-Digoxigenin-AP Fab fragments Roche cat. no.
11093274910 150 U (200 µl)

BM Purple Roche cat. no. 11 442 074 001 (100ml)

DIG labelling kit DIG RNA Labeling Mix Roche cat. no. 11 277 073 910

NBT/BCIP NBT (4-Nitro blue tetrazolium chloride, solution) Roche cat. no.
11383213001 3 ml (300 mg), BCIP (4-toluidine salt) Roche cat. no.
11383221001 3 ml (150 mg)

T7 polymerase T7 RNA Polymerase Fermentas cat. no. EP0111

A.2. In-Situ Probe Generation

For the generation of the RNA probes against the Gal4 transcript, we decided
to PCR-amplify three different parts of the Gal4 cDNA with primers containing
the T7 RNA Polymerase promoter as 5’ overhangs. As the three candidates,
we chose the following regions and primers:

• Region A: Primers EK1, EK4 (1.4kb, 5’ half of Gal4 )

• Region B: EK3, EK2 (1.1kb, 3’ half of Gal4 )
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• Region C: EK1, EK2 (2.5kb, full-length of Gal4 )

As shown in Figures A.1 (d)-(f), the RNA probe spanning the whole Gal4 gene
(region C) worked best for us.

A.2.1. PCR Primer Sequences

Primers used for Gal4 probe generation explained in Section A.2. Sequences
are shown 5’ to 3’. Underlined parts are complementary to Gal4 gene, the non-
underlined sequence in EK2 and EK4 is the T7 (RNA polymerase) promoter.

EK1 tgc gat att tgc cga ctt a

EK2 tgt aat acg act cac tat agg gaa cat ccc tgt agt gat tcc a

EK3 cca ccg ctc taa cca att

EK4 tgt aat acg act cac tat agg gaa ttg gtt aga gcg gtg g

A.2.2. Protocol

The RNA probes are named accordingly to the Regions: Probe A, Probe
B, and Probe C. We first did a gradient PCR (94◦ melting, 48-59◦ annealing,
72◦ extension, 35 cycles) in order to find the optimal annealing conditions.

We started getting the correctly sized product at the end of the gradient
(59◦, data not shown), so we redid the gradient PCR with the annealing
temperatures shifted upwards (94◦ melting, 57-65◦ annealing, 72◦ extension,
35 cycles). The results are of this second gradient PCR are shown in Fig-
ure A.1 (a).

The PCR products shown in lanes one to three of Figure A.1 (a) were
cut-out and purified (each solved in 50µl nuclease-free water). This resulted
in the following yields:

• Region A: 44.84ngµl

• Region B: 81.27ngµl

• Region C: 59.65ngµl

See Figure A.1a (b) for a gel of the pooled and purified products.
We continued with the in-vitro transcription of the probe using the DIG

RNA labeling mix from Roche. Following the kit instructions we set up a
25µl reaction mix:

• 500ng sample DNA (PCR product)

• 2.5µl DIG labeling mix

• 5µl 5x buffer

• 2.5µl T7 RNA polymerase
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• filled with nuclease-free water to 25µl

After the reaction we put 1µl on a control gel, filled the tube up to 50µl with
water and precipitated the probe using Na-Acetate and Ethanol overnight
at -80◦. The next day we dried and resolved the DNA,RNA-mixture in 21µl
H2O and put 1µl onto a control gel (see Figure A.1 (c)).

Overall, this protocol yielded the following RNA concentrations:

• Region A: 1.28µgµl

• Region B: 1.18µgµl

• Region C: 1.21µgµl
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(a) Gradient PCR 57◦C - 65◦C
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(d) Staining with
Probe A (1.4kb)

(e) Staining with Probe B
(1.1kb)

(f) Staining with Probe C
(2.6kb)

Figure A.1.: In-situ RNA probe generation and staining results. (a)-(b) PCR
from cDNA (c) RNA probe in-vitro transcribed from PCR product. Each
lane shows an upper band (DNA template) and a lower band (transcribed
RNA) (d)-(f) Stainings of elav -driven Gal4 performed with generated probes.
Only probe C shows peripheral nerves staining and was therefore chosen for all
subsequently performed in-situ hybridizations.
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