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Abstract

The ability to provide dense samples of cold molecules offers great opportunities in

various different research fields. Unfortunately, the successful techniques available

for cooling and trapping of atoms cannot be applied to molecules. Off-resonant

cavity cooling is a very promising candidate to cool molecules even to ultracold

temperatures. This method can be, in principle, applied to every polarizable

particle, which is non-absorptive at the wavelength that is used.

Using off-resonant light results in low absorption, but also in weak molecule-

field coupling. Fortunately, above a critical laser intensity threshold the low

coupling can be compensated by a high particle density. Nevertheless, the re-

quirements for cavity cooling of molecules are challenging. Until now (cavity as-

sisted) laser cooling of molecules has not been realized for any molecular species

anywhere in the world.

The aim of this experiment is to achieve the first optical cooling of molecules

ever. By utilizing the features of a molecular beam, by enhancing the molecule-

field coupling in a highly degenerate cavity mode structure and by amplifying

the pump laser in a second high-finesse cavity this major goal has come into the

reach based on the present Diploma thesis.

By now the whole experiment has been designed and constructed. The high-

finesse cavities have been manufactured and characterized, the vacuum chamber

including the molecule source and detection are fully functional and the optical

setup is aligned. Therefore the first experiments exploring this novel molecular

cooling scheme are about to begin.

4



Zusammenfassung

Die Fähigkeit, kalte Moleküle mit hoher räumlicher Dichte herzustellen, eröffnet

völlig neuartige Möglichkeiten in diversen Forschungsdisziplinen. Die direkte

Anwendung der sehr erfolgreichen Kühl- und Fallen-Techniken für Atome auf

Moleküle ist bisher nicht möglich. Nicht-resonantes Laserkühlen mit Hilfe optis-

cher Resonatoren (Cavity Kühlen) eröffnet eine neue Perspektive kalte Moleküle

herzustellen. Im Prinzip ist diese Methode auf jedes polarisierbare Teilchen an-

wendbar, welches das Kühllicht bei der gewählten Wellenlänge zwar streut, aber

möglichst wenig absorbiert.

Die Verwendung von nicht-resonantem Licht resultiert zum einen in einer

schwachen Absorption, zum anderen in einer schwachen Kopplung zwischen

Molekül und elektrischem Feld. Erreicht man jedoch eine kritische Laserleistung

und molekulare Teilchendichte, so kann die schwache Molekül-Feld Kopplung aus-

geglichen werden. Nichts desto weniger stellt das Cavity-Kühlen von Molkülen

eine große Herausforderung dar. Bis heute konnte noch keine (Cavity-) Laser-

Kühlmethode auf irgendein Molekül erfolgreich angewendet werden.

Das Ziel dieses Experiments ist es, Moleküle zum allerersten Mal mit Hilfe von

Licht zu kühlen. Durch Nutzung der vorteilhaften Eigenschaften eines Moleku-

larstrahls, der verbesserten Molekül-Feld Kopplung in einem Resonator mit

hochgradig entarteter Modenstruktur und der Verstärkung des Laser-Pumpfeldes

in einer zweiten high-finesse Cavity ist dieses lang ersehnte Ziel durch diese Diplo-

marbeit in experimenteller Reichweite.

Bisher wurde der gesamte Versuch geplant und aufgebaut. Die zwei high-finesse

Resonatoren wurden hergestellt und charakterisiert, die Vakuum-Kammer, die

darin enthaltene Molekül-Quelle und Detektion sind voll funtkionstüchtig und das

optische Setup ist justiert. Somit können die ersten Messungen dieser neuartigen

Kühlmethode für Moleküle beginnen.
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1 Introduction

The basic idea of laser cooling is to manipulate the motion of massive particles

with light towards lower temperatures. Since the first proposal of laser cooling by

Hänsch and Schawlow for neutral atoms [1], and by Wineland and Dehmelt for

ions [2] in 1975 , many different schemes have been realized [3], including cavity

assisted laser cooling [4, 5].

I will first present well known laser cooling techniques of atoms to underline

their physical origin. This will be important to understand the difference to cavity

assisted laser cooling.

In the wide-spread Doppler-cooling scheme, atoms are irradiated with photons

of momentum ~k. Due to the motion of the atoms the frequency of the incident

light appears Doppler-shifted. If the laser frequency is chosen to be red-detuned

with respect to the dominant electronic transition, atoms moving towards the

light source will absorb more photons than those moving in any other direction.

Once they have absorbed a photon, the atoms are in an excited state. They have

the possibility either to emit spontaneously or to undergo stimulated emission in

the presence of already existing laser photons. In the case of stimulated emission

the photon is emitted with the same momentum as during the absorption. Hence

the momentum of the atom does not change.

While all absorption processes add the same momentum to the atom, sponta-

neous emission is isotropic. The total effect of all emission processes is a momen-

tum diffusion of the atom, where the average momentum remains zero while its

variance grows linearly with the number of scattered photons.

This velocity dependent momentum exchange can be used to modify the trans-
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Figure 1.1: An atom absorbs a photon. The atom is excited and the momentum is reduced

by ~k. Then the atom decays spontaneously and emits the photon isotropically.

After N absorption processes the net momentum will change by N · ~k in the

direction of the exciting light beam.

lational state of an atom [6].1 The maximum deceleration force is given by

|F| = ~kγ/2 and the achievable Temperature T, limited by photon diffusion,

is given by kBT = ~γ/2 (Doppler-limit) [6]. Here, γ is the natural line width of

the transition, which is the inverse of the excited state life time.

This Doppler temperature limit can be surpassed by polarization gradient cool-

ing [11]. For linear ⊥ linear polarization gradient cooling the mechanism is of a

Sisyphus type. Due to the AC Stark shift the Zeeman sublevels of an atom expe-

rience different potential energies along the laser beam axis. While moving along

an optical potential the atom converts kinetic into potential energy and vice versa.

At positions of high potential energy the atom is optically pumped into another

sublevel, which has a lower potential energy at this position. When reaching the

potential energy hill of this new sublevel, the atom is optically pumped back to

the original sublevel. Therefore the atom climbs the potential hills until it is

cooled to the temperature limit.

In the case of σ+ − σ− polarization gradient cooling the polarization is always

linear and rotates around the beam axis. For a Jg = 1 → Je = 2 transition

linearly polarized light pumps the atoms into the sublevel with Mg = 0. This

sublevel has a more negative AC Stark shift (light shift) than the Mg = ±1

sublevels. For an atom at rest the particle will be in the Mg = 0 state. However,

due to the changing polarization direction along the beam axis the quantization

axis rotates also. This means a moving atom is constantly distorted into the

Mg = 0 and a small fraction into Mg = ±1 2 state. Again the linearly polarized

light pumps the atom back into the Mg = 0, which is bound more deeply (stronger

1see also the Nobel lectures by Chu, Cohen-Tannoudji and Philips [7–9]. A more theoretical

overview will be given in [10].
2The sign is determined by the direction of propagation along the beam axis.
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1 Introduction

light shift). Therefore motional energy of the particle is transferred to the light

field. It has to be noted that this cooling scheme works for Jg ≥ 1 [12].

The cooling mechanism is therefore provided by the continuous change to lower

bounded internal states by optical pumping. The achievable temperature for these

two cooling schemes is approximately given by the recoil energy. The recoil energy

is defined by the kinetic energy of an atom with the momentum of a photon, ~k.

Laser cooling even below the recoil limit has been achieved either by velocity-

selective coherent population trapping (VSCPT) [13] or by Raman cooling [14].

The main idea behind these cooling schemes is to protect the atom from the

momentum diffusion due to spontaneous emission (recoil heating).

In the case of VSCPT atoms can evolve into dark states, that interact weakly

with the applied light fields. Weak interaction implies that the atom remains

in this dark state longer. The smaller the momentum of an atom the weaker

it interacts. For zero momentum the atom does not interact and is therefore

trapped in this state. The dark state protects the atom from recoil heating. Due

to the momentum diffusion from the spontaneous emission atoms with nonzero

momentum can accidentally end up with a momentum close to zero. For a finite

interaction time with the light fields the atoms are arranged in states with very

small momentum uncertainty.

In the case of Raman cooling a Raman transition between two hyperfine ground

states can be used to excite very narrow velocity classes. The high velocity

particles are pumped into the higher hyperfine state by two light pulses into the

higher hyperfine state. The line width of transitions between two ground states is

only limited by the line width of the laser pulses, therefore these transitions can

be very velocity selective. One can excite very narrow velocity classes without

exciting the low velocity particles. The particles in the higher hyperfine state

are then excited by another laser to a further above lying state and decay again

to the lower ground state. Again, due to the random momentum kick from the

spontaneous emission particles may end up in the low velocity class, wherein the

particles are trapped.

A common way to cool ions in alternating current traps is side band cooling [15].

The ion oscillates in the trap with a certain frequency ωT . The ion is irradiated

with a light field of frequency ωl. Due to the oscillations the ion experiences a light
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field with frequency ωl (carrier) but also a small fraction of light with frequency

ωl±ωT (sidebands). By choosing ωl+ωT to be resonant with an optical transition

ωo, energy from the oscillation can be transferred into an electronic excitation.

After the decay to the electronic ground state the oscillation of the ion is cooled.

All the discussed cooling schemes require a so called ‘closed cycle’. This means

that the atoms return to the desired ground state after one cycle of absorption and

emission, in order to remain in the cooling cycle. For a few atomic species almost

closed transitions can be found. For a cesium atom one can use the transition

6S1/2, Fg = 4→ 6P3/2, F = 5e, see figure 1.2.

Figure 1.2: 6S1/2, Fg = 4 → 6P3/2, F = 5e transition of cesium. The graph is taken from

Chan et al [16].

This transition is favorable, because the atom can only decay to the Fg = 4 state

due to the selection rules. However, the excited state hyperfine levels F = 4, 5e

are only separated by 250 MHz (γ/2π = 5MHz). Therefore the atom can also

be excited to Fe = 4, where it can decay to Fg = 3. In the Fg = 3 state the atom

is no longer resonant with the Fg = 4→ Fe = 5 and is lost from the cycle. This

problem can be solved by introducing a repump laser, which pumps the atom

back in the Fe = 4.

Hence, by introducing a single repump laser the cycle can be closed again.

With additional repump lasers, laser cooling techniques can be applied to alkali,

alkaline earth and metastable noble gas atoms.
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1 Introduction

Laser Cooling of Molecules Extending these techniques to molecules involves

several problems. On the one hand molecules offer not only electronic but

also rotational and vibrational degrees of freedom. These states are coupled

to each other by radiative or non-radiative transitions. Repumping all these dif-

ferent states would be highly impracticable. It has been proposed that for some

molecules a finite number of repump lasers would be sufficient to achieve a quasi-

closed cooling cycle [17–19]. However, until now these techniques could not be

implemented. On the other hand the lifetimes of rotational and vibrational levels

in the electronic ground state are very long. The energy of an absorbed photon

can be partly reemitted (fluorescence, phosphorescence) and partly distributed

over the many of freedom. Any attempt to slow down a molecule by a laser beam

would therefore lead to a continuous increase of internal energy and most likely

to its thermal dissociation.

As we have seen, spontaneous emission is not an appropriate dissipation channel

for cooling molecules. An alternative method was therefore proposed in 1997 by

the group of Helmut Ritsch [20], namely the so called cavity assisted laser cooling

(cavity cooling). The spatial dependence of the cavity field is given by the mode

function. Close to the cavity axis this mode function reads cos(kx). The field

intensity is then proportional to cos2(kx).

cavity field

potential
energy

cavity
mirror

Figure 1.3: Coupling of a polarizable particle to the electric field of a cavity mode. The dashed

curve denotes the cavity field along the cavity axis. The solid curve indicates

the potential energy of the particle. The antinodes of the field indicate strong

and the nodes weak particle-field coupling. The nodes of the cavity field coincide

with zero potential energy.

For further discussions it is advisable to introduce the light shift per cavity photon

U(x) = U0 cos2(kx) with the dimension s−1. The corresponding energy shift is
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given by ~U(x) 3. This periodic energy shift can also be interpreted as a potential

energy surface along the cavity axis, see figure 1.3. Additionally, the presence of

a particle inside a cavity shifts the resonance of this system by U(x). On the one

hand U0 describes the impact of the cavity field on the particle (potential energy).

On the other hand it characterizes the change of the cavity resonance due to the

presence of the particle. Therefore U0 denotes the particle-field coupling strength.

We assume the cavity to be pumped by light, which is red detuned to the

cavity resonance and far red detuned from any molecular resonance, i.e. in the

region of normal dispersion, where the polarizability is positive and U0 negative4.

If the particle is located near an antinode of the cavity field, the resonance of the

cavity is shifted to the red. Therefore more photons from the pump beam can

leak into the cavity mode, which results in a stronger cavity field. If the particle

is located near a node of the cavity field only few photons can leak into the cavity.

This will affect the photon number inside the cavity on a timescale of the cavity

response time κ−1, where κ is the line width of the cavity resonance. While

the photon number is still increased the particle moves up the potential energy

hill and loses kinetic energy. Arriving at a node of the field the photon number

has decreased, see figure 1.4. Moving on to the next antinode at a low photon

pump field

2.

3.

4.

5.

�

1.

Figure 1.4: Particle moving in cavity pumped by red detuned light. The curves denote the

potential energy of the particle, the color indicates the resonance frequency for

a given particle position. For strong coupling the resonance of the cavity system

is shifted to the red. This results in a high photon number and therefore deep

potential wells. While moving along the cavity axis the particle is slowed down

until it is finally trapped. The cavity decay rate κ determines how fast energy

can be transferred to the dissipating environment.

number, the particle regains only a part of its initial kinetic energy. The difference

3This energy equals the AC Stark shift of the particle.
4By detuning the pump light to the blue with respect to the cavity resonance the particle will

not be cooled but accelerated.
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1 Introduction

in the kinetic energy is transferred to the cavity field, which leaks out by the rate

κ. The arising cooling effect is of a Sisyphus type, because the particle has to

climb higher potential hills than it can go down. This mechanism is similar to

polarization gradient cooling of atoms, which, however, emerges from a different

physical origin. In the case of polarization gradient cooling the state of atoms is

changed towards lower potential energy. In the case of cavity cooling, the state

of the cavity is changed, which results in lower potential energy of the particle.

For large detuning from any resonance the moving particle is not excited and

therefore not spontaneously emitting any photons either. In this scheme the

cavity leakage rate κ provides a cooling mechanism, which is independent of the

energy level structure of the particles. This new light-mediated friction force was

experimentally observed for the first time in 1999 [21]. The group of Gerhard

Rempe used single rubidium atoms falling from a magneto optical trap. Later

experiments achieved trapping [22, 23] and cooling due to the cavity mediated

light forces [4, 5, 24,25] for rubidium and cesium atoms.

However, this cooling method has a certain disadvantage in the scaling to

larger particle numbers [26–28]. In the case of strong coupling, i.e. when U0 ≈ κ,

the presence and motion of several independent particles can actually disturb

or eliminate the cooling process [26]. To see that, let us assume two particles

moving in the same cavity, with the same velocity, direction and with a relative

displacement of λ/4. While one particle is moving to an antinode, the other one

is leaving it. Therefore the frequency shift stays constant and no cooling force

can arise, see figure 1.5.

pump field

Figure 1.5: Two particles strongly coupled to the cavity mode. Due to the disturbance of the

second particle the frequency shift stays constant and the photon number inside

the cavity is low all the time.

This is just one case, where the net influence on the cavity field is compensated
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by the motion of more than one particles [29]. For weakly coupled particles

(U0 � κ) the mutual influence is rather small and the cooling rate is independent

of the particle number. Unfortunately, the cooling times get very long for small

U0 [28].

Far away from any resonance even highly polarizable large molecules have a

very low U0, in our experiment with fullerenes U0/κ = 10−9. The mentioned

experiments with atoms were carried out in the strong coupling regime, U0 ≈ κ.

This scheme seems to be unfeasible. Fortunately, by changing in setup a small

U0 can be compensated by a large particle number inside the cavity. Instead

of pumping the cavity mode directly, the particles are pumped by a laser beam

oriented perpendicular to the cavity axis [30].

transverse pump field

�

1.

2.

3.

4.

5.

�

Figure 1.6: The cavity is blue detuned with respect to the transverse pump. Around an

antinode of the cavity field the particle scatters light into the cavity mode. In

a node of the cavity field the particle cannot scatter light inside the cavity.

Therefore the photon number of the cavity field is even more dependent on the

particle’s position compared to the cavity pump scheme 1.4.

Now the cavity field arises from the light that is scattered by the particles, see

figure 1.6. For randomly distributed particles the phase of the scattered photons is

arbitrary. For low pumping intensities the scattered light from different particles

interferes destructively and no cavity field can build up. But if the pumping

strength is increased above a certain threshold, the particles self-organize into a

regular lattice with a period of λ along the cavity axis, see figure 1.7. This means

that constructive interference will further enhance the scattering rate into the

cavity. This effect is known as superradiance or Bragg-scattering.

The self-organization process starts with small density perturbation with period
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1 Introduction

λ. Due to this perturbation a cavity field can arise, which attracts particles to

every second antinode of the mode function. The particles at these antinodes are

displaced by λ and therefore scatter in phase. The field gets larger and attracts

more particles, which again leads to a stronger cavity field. After a certain time

the particles are finally ordered in a molecular lattice of periodicity λ.

Once the particles are organized, the cooling force is maximal. To achieve

efficient cooling this pattern has to be triggered. The cavity setup for transverse

pumping will be discussed in more in chapter 2.

Figure 1.7: The particles have self-organized in a period of λ. In this phase the intensity of

the scattered light is proportional to N2.

The phase transition to collectively enhanced cooling has already been observed

and studied in detail for atoms by the group of Vladan Vuletic [16,31]. They used

up to 107 cesium atoms that were falling from a magneto-optical-trap at T=50 µK

into a confocal cavity underneath. The pump light was detuned up to a few GHz

from an atomic transition of cesium (γ/2π = 5MHz). Despite the far detuning,

their coupling strength (U0 ≈ 102 Hz) is still very strong in comparison with

molecules (U0 ≈ 10−3 Hz). Due to the mentioned collective effects the research

group was able to cool and even trap parts of the cloud.

The aim of our experiments is quite similar with completely different parame-

ters, though. The threshold laser intensity for molecular self-organization in the

cavity is proportional to U−2
0 N−1. This implies that a very high pumping power

and a high particle number are needed to initiate the phase transition into a

molecular lattice.

A high pumping power can be achieved in a high-finesse pumping cavity, which

16



Figure 1.8: The blue detuned cooling cavity is orientated perpendicular to the pumping cavity.

The molecules inside this intersection scatter the pump photons preferentially

into the cooling cavity.

can enhance the power of a laser by several orders of magnitude. By positioning

the molecule source close to the cavity a high particle density can be achieved in-

side the cavity mode. Another crucial increase of the coupling U0 can be achieved

by using a resonator with a highly degenerate mode structure (e.g. a confocal

cavity). A higher mode density naturally leads quite naturally to an increased

scattering rate.

Cavity assisted cooling of large molecules was already described by [32, 33].

However, there are several differences between these earlier simulations and the

present experiment. First of all, the simulations were performed for particle

clouds entering and leaving the cavity mode, where the optical field was built

up by the entering particles. However, in our experiment we are working with

a continuous molecular beam. For large particle numbers (up to 108 inside the

cavity mode) the dynamics of the system was interpolated using the results of

lower particle numbers. Additionally, the dynamic behavior of the pumping cavity

and the effect of the degenerate modes is not fully understood.

Therefore, we search for a more profound understanding of the interaction

of a molecular beam with a confocal cavity and of the phase transition to the
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1 Introduction

self-organized molecular structure. The insights of this novel experiment will be

important for future implementations of molecular cavity cooling.
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2 Theory

For low temperatures, weak pumping and non-negligible photon absorption quan-

tum fluctuations play an important role. In this case a quantum optical treatment

is required to describe the cavity-particle system appropriately [34]. However, in

our experiment the laser wavelength is far from any molecular resonance, we

apply strong pumping fields and we will not reach low temperatures. In this

regime the semi-classical equations, derived from a quantum master equation,

and classical electrodynamical equations are identical. After deriving a closed set

of equations from the Maxwell equations, we will take a short look at the par-

ticle’s self-organization process and on the friction force mediated by the cavity

field.

2.1 Electrodynamical Approach

The following derivation stays close to that presented in [33, 35]. We consider

particles with polarizability α. Far off resonance α is real and we ignore the effect

of absorption. A non-vanishing but weak absorption would be an additional loss

term, which is negligible compared to the cavity decay rate κ. On the contrary

the internal energy of the particles would be changed significantly, which is ,

however, not considered here. The total applied electric field ET induces a dipole

moment p.

p = αET (2.1)

The total electric field ET inside the cavity is given by

ET = E + H, (2.2)
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2 Theory

where H is the electric field of the transversally pumping laser and E the cavity

field. The N particle polarization P can be written as

P =
N∑
j

pj(t)δ
(3)(x− xj(t)). (2.3)

The electric field inside the cavity is coupled to the surrounding by the current

density J. J consists of the field leaking out 2ε0κE and the cavity pump field

2ε0κEext.

J = 2ε0κ(E− Eext) (2.4)

For a system without free charges and permeability µ = 1 the Maxwell equations

read

∇× E = −∂tB (2.5)

∇×B =
1

c2ε0
J +

1

c2
∂tE +

1

c2ε0
∂tP (2.6)

∇E = 0 (2.7)

∇B = 0. (2.8)

Eliminating B one gets an equation for the cavity field E

(−c2∆ + ∂2
t )E(x, t) = −1/ε0∂

2
tP(x, t)− 1/ε0∂tJ(x, t). (2.9)

Inserting equation 2.4 into 2.9 gives

(−c2∆ + ∂2
t + 2κ∂t)E(x, t) = −1/ε0∂

2
tP + 2κ∂tEext. (2.10)

The spatial part of the above equation is the well known Helmholtz equation.

For a certain direction of field propagation one can find an approximate solution

(paraxial approximation) [36]. For cylindrical boundary conditions (e.g. round

mirrors) the eigenmodes are Laguerre-Gauss functions, for cartesian boundary

conditions (e.g. square aperture) Hermite-Gauss functions. These eigenmodes

form a complete and orthogonal set of functions. They are characterized by three

mode numbers, a longitudinal and two transverse mode numbers, see equation

3.8. Generally different mode numbers result in different frequencies. For special
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2.1 Electrodynamical Approach

cavity geometries (e.g. confocal cavity) a large number of modes can be degen-

erate, see section 3.1. Therefore we assume M modes to be degenerate at the

frequency ωc. Furthermore ωc is close to the transverse pump frequency ωp. The

cavity field can now be written in terms of these degenerate mode functions fn

with time dependent amplitudes En(t).

En = 1/V

∫
d3xE(x, t)fn(x) (2.11)

E(x, t) =
M∑
n

En(t)fn(x) (2.12)∫
fn(x)fm(x)d3x = δn,m V, (2.13)

where V is the mode volume. All other modes are neglected. Also P and Eext

can be written in terms of the mode functions fn

Pn(t) =
1

V

N∑
j

pj(t)fn(xj) (2.14)

Eext
n = 1/V

∫
d3xEext(x, t)fn(x). (2.15)

The mode functions are orthogonal, therefore each En(t)fn(x) alone satisfies equa-

tion (2.10). Eliminating the mode function leads to

Ën + 2κĖn + ω2
cEn = −1/ε0P̈n + 2κĖ

ext

n . (2.16)

The term proportional to ω2
c arises from −c2∆fn. Further we assume, that the

fields (En,E
ext
n ,H,Pn) can be separated in fast times slowly varying amplitudes.

The fast varying amplitudes oscillate with transverse pump frequency ωp. The

slowly varying amplitudes describe effects due to the circulation of electric fields

inside the cavity mirrors. Therefore the frequency of the slowly varying ampli-

tude is upper bounded by the free spectral νFSR (inverse round trip time). For

reasonable cavity lengths (a few cm) νFSR is in the GHz range. However, for high

reflectivity mirrors the frequency of the slow amplitudes is on the order of the

cavity line width κ (decay rate). In our setup (reflectivity ≥ 0.9998 and cavity

length = 2.5 cm) κ equals 1.2 MHz, which is nine orders of magnitude slower
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than the transverse pump frequency ωp = 1.2 · 1015Hz. Consequently we write

En = en(t)e−iωpt + c.c. (2.17)

Eext
n = eextn (t)e−iωpt + c.c. (2.18)

H = h(t)e−iωpt + c.c. (2.19)

Pn = pn(t)e−iωpt + c.c., (2.20)

where c.c. stands for the complex conjugated term. One can choose the frequency

of the cavity pump field Eext
n to be slightly different than the transverse pumping

frequency ωp. However, these small frequency deviations from ωp can be put in

the slowly varying amplitudes. Inserting the equations 2.17-2.20 into 2.16 and

eliminating e−iωpt yields

ėn =
iωp
2ε0

pn−κen−
iω2

c

2ωp
en+

iωp
2

en+κeextn −
1

ε0
ṗn−

iκ

ωp
ėn+

iκ

ωp
˙eextn −

i

2ε0ωp
p̈n−

i

2ωp
ën.

(2.21)

The next step is to take the slowly varying amplitude approximation into account.

This implies |ėn|<<ωp |en|;the analog statements also hold for pn, eextn and h. It

follows that

ėn =
iωp
2ε0

pn − κen −
iω2

c

2ωp
en +

iωp
2

en + κeextn . (2.22)

Now we apply the relation ωp-ω
2
c/ωp=2∆C , where the detuning between cavity

and pump laser frequency is defined by ∆C=ωp -ωc.

ėn = (i∆C − κ)en +
iωp
2ε0

pn + κeextn (2.23)

We insert expression 2.1 and combine several parameters to from the new pa-

rameter U0, which is the light shift per cavity photon as already introduced in

chapter 1.

U0 = − αωp
2ε0V

(2.24)

This parameter describes on the one hand the potential energy per cavity photon

~U0fn(x)2(without transverse pumping), see 2.30, and the shift of the cavity
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resonance U0fn(x)2 due to the presence of a particle a position x. Furthermore

we introduce dimensionless field amplitudes

an =

√
2ε0V

~ωp
en (2.25)

sn
κ

=

√
2ε0V

~ωp
eextn (2.26)

− η

U0

h =

√
2ε0V

~ωp
H. (2.27)

where |an|2 is the photon number in the nth mode. η/U0 is the dimensionless

transverse field amplitude. The field amplitude scattered into the cavity mode

is given by η/U0 · U0 = η. η is now the transverse cavity pump rate. The total

dimensionless electric field eT is given by

eT (x) =
∑
n

anfn(x)− η

U0

h(x). (2.28)

Now equation 2.23 can be written as

ȧn = (i∆C − κ)an − iU0

N∑
j=1

eT (xj)fn(xj) + sn(t), (2.29)

where xj is the position of the j-th particle. Here, the term (i∆C − κ)an is

the evolution of the nth mode in absence of cavity pumping and particles. The

sum U0

∑N
j=1 eT (xj)fn(xj) contains the field amplitudes of the other modes and

the transverse pumping field. Therefore the different modes are coupled to the

transverse pump field and to each other with the coupling strength U0 due to the

presence of particles.

The potential energy V of a particle with induced dipole moment pj = α · ET

in a electric field ET is given by

V = −αE2
T = ~U0 |eT |2 . (2.30)

By applying the gradient one gets the force F acting on the j-th particle with

mass m and velocity v

F = mẍj = mv̇j = −~U0∇j |eT |2 . (2.31)
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The time evolution of the field amplitudes, equation 2.31, and the forces acting

on each particle, equation 2.29, suffice to describe our cavity-particle system

completely.

For now, we take only one direction of polarization into account. Therefore we

can drop the vector character of the fields an, sn, h and eT .

We want to derive the photon scattering rate for one particle into M degenerate

cavity modes. Equation 2.29 can therefore be written as

ȧn = (i∆C − κ)an − iU0

M∑
i=1

aifi + iηfn. (2.32)

For simplicity, we assume the particle to be positioned at x0, where all mode

function take the value fn(x0) = 1. Due to this assumption all modes can be

treated on an equal footing. Therefore we can expect the steady state amplitudes

of an to be equal and to take the value

ass =
iη

κ− i(∆C −M U0)
. (2.33)

The steady state photon number in each mode is given by

|ass|2 =
η2

κ2 + (∆C −M U0)2
. (2.34)

The energy loss per time of the cavity is given by
∫

J · EdV [37]. This can be

written in terms of |ass|2∫
J · EdV = 2κM |ass|2 ~ωp. (2.35)

Therefore, the scattering rate ΓS, the number of photons scattered per time, by

a single particle reads

ΓS = 2κM |ass|2 . (2.36)

This means the scattering rate is enhanced by M (number of modes). This ex-

pression holds for M degenerate and equal modes. In realistic setups the different

modes are not exactly degenerate, they have different decay rates κ and the higher

order mode functions are smaller than one. However, utilizing many degenerate

modes can significantly increase the scattering rate and therefore the particle-field

coupling.
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2.2 Self-Organization

2.2 Self-Organization

For certain parameters equation 2.29 and 2.31 predict self-organization of the

particles into the lattice of period lambda [30]. By contrast, a regular optical

lattice (standing wave) yields intensity maxima displaced by λ/2. This section

will follow closely a derivation given in [38]. We consider a single mode cavity with

one dimensional mode function f(x) = cos(kx) and transverse pump h(x) = 1.

Further we assume that s(t) = s ei∆pt.Hence (2.29) simplifies to

ȧ = (i∆C − κ)a− iNU0

〈
cos2(kx)

〉
a+ iNη 〈cos(kx)〉+ sei∆pt, (2.37)

where 〈f(x)〉 = 1/N
∑N

j=1 f(xj) is the average of the function f(x) over all particle

positions. Now we want to make a time averaged mean-field approach [38]. This

means that the cavity field is always in a steady state (zero response time).

We assume that the steady state amplitude consists of a constant and a term

proportional to the time dependence of s(t)

a = a0 + s0 e
i∆pt. (2.38)

Solving equation 2.37 with ansatz 2.38 leads to

a0 =
iNη 〈cos(kx)〉

(κ− i∆C) + iNU0 〈cos2(kx)〉
(2.39)

s0 =
s

i(∆p −∆C) + κ+ iNU0 〈cos2(kx)〉
. (2.40)

The next step is to calculate |eT |2 to get an expression for the potential energy

of the particle. Therefore we introduce the bunching and the order parameter

B =
〈
cos2(kx)

〉
(2.41)

O = 〈cos(kx)〉 . (2.42)

The bunching parameter B takes the value 1/2 for a random distribution and 1,

if all particles are situated at the antinodes of the mode function. For O = 1(−1)

the particles are perfectly ordered at the positive (negative) sites of the mode

function cos(kx) with a periodicity of λ. The steady state field results in

ass =
iNηO

(κ− i∆C) + iNU0B
+

s

i(∆p −∆C) + κ+ iNU0B
ei∆pt. (2.43)
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Here, |ass|2 denotes the steady state photon number inside the cavity. For ∆p = 0

the the steady state photon number is given by

|ass|2 =
|s|2 +N2O2η2

(∆C −BNU0)2 + κ2
. (2.44)

The term |ass|2 consists of the pump and the scattered photons. Once the particles

are sufficiently ordered with periodicity λ (O > 0), the particles scatter in phase

and this superradiance yields a photon scattering rate proportional to N2O2.

The potential energy V = ~U0 |eT |2 then reads

V = ~U0 |ass|2 cos2(kx) + ~
η2

U0

− ~η(ass + a∗ss) cos(kx) cos(kz). (2.45)

For now we neglect the constant potential energy term ~ η2

U0
We split the potential

V into two parts, one proportional to cos2(kx) and the other one proportional to

cos(kx).

V = ~U0 |ass|2 cos2(kx)− ~η(ass + a∗ss) cos(kx) = U2 cos2(kx) + U1 cos(kx)

(2.46)

As we will see later, varying phases between the transverse field and the cavity

pump field are undesirable. Therefore we set ∆p = 0. U1 and U2 result in

U1 = −2~η
κ |s| cos(φ)−∆eff (NOη + |s| sin(φ))

∆2
eff + κ2

(2.47)

U2 = ~U0
|s|2 +N2O2η2

κ2 + ∆2
eff

, (2.48)

where we introduced the effective detuning ∆eff = ∆C − BNU0 and the phase

φ of the cavity pumping field s. In figure 2.1 you can see the potential energy

along the cavity axis for different values of |U1| / |U2|.
For Small |U1| / |U2| the potential wells exist every λ/2. Once

|U1| > 2 |U2| (2.49)

is reached every second well disappears and an optical lattice of period λ forms.

This can be understood in terms of interference. The polarization of a particle

oscillates with the frequency and phase of the transverse pumping field but also
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2.2 Self-Organization

Figure 2.1: Potential energy for different values of |U1| / |U2| along one period λ. By increasing

U1/U2 the local minimum at λ/2 disappears and turns into a maximum of the

potential energy.

with the phase of the cavity field. At certain positions the two fields are in

phase (out of phase), and induce strong (weak) polarization oscillations. A strong

(weak) polarization amplitude results in a deep (shallow) potential well.

To support the self-organization process it seems advisable to provide a lattice

with period λ. Therefore one needs to maximize |U1| concurrent with keeping

|U1| > 2 |U2|. |U1| /2 |U2| is given by

|U1|
2 |U2|

=
η

U0

|s| κ cos(φ)−∆eff (NOη + s sin(φ))

|s|2 +N2O2η2
. (2.50)

We want to calculate equation 2.50 in two limits. First we consider the case of

NOη � s. This means that due to the high order O the scattered field is a lot

stronger than the cavity pump field s. By setting s = 0 one gets

|U1|
2 |U2|

=
∆eff

NOU0

. (2.51)

As long as the effective detuning ∆eff is larger than the frequency shift NOU0

the potential will yield a λ periodicity. The second limit is characterized by

NOη � s. Therefore the order O is negligible. We set O = 0 and ∆eff = −κ,
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which is the optimal choice to maximize U1. One gets

|U1|
2 |U2|

=
η

U0

κ

s′
(2.52)

s′ = |s| (cos(φ) + sin(φ) = |s|
√

2 sin(
π

4
+ φ). (2.53)

For η/U0 > s′/κ the potential yields again a λ periodicity. By satisfying the

inequalities for both limits one can provide a potential energy surface, which

enables the onset and the continuation of a particle lattice with period λ.

Now we want to analyze, under which conditions self-organization can arise.

We consider the spatial density of the particles in the potential V(x), which is

given in the canonic ensemble by

ρ(x) =
e−V (x)/kBT∫
e−V (x)/kBTdx

. (2.54)

We start out with O = 0. Therefore

U2 = ~U0
|s|2

κ2 + ∆2
eff

(2.55)

U1 = −2~η
κ |s| cos(φ)−∆eff |s| sin(φ)

∆2
eff + κ2

. (2.56)

For ∆eff = −κ the equations simplify to

U
(0)
2 = ~U0

|s|2

2κ2
(2.57)

U
(0)
1 = −~η

s
′

κ
, (2.58)

where s
′

= |s|
√

2 sin(π
4

+ φ) . For s 6= 0 a potential with period lambda already

exists despite vanishing order. Therefore, O=0 cannot be a state of equilibrium.

Steps towards the steady state can be made by iterating equation 2.54 and hoping

for a convergence. We assume the potentials U1,2 to be very shallow compared to

kBT . Therefore, the first iteration can easily be made

ρ(x)(0) =
e(−U(0)

2 cos2(kx)−U(0)
1 cos(kx))/kBT∫

e(−U(0)
2 cos2(kx)−U(0)

1 cos(kx))/kBTdx
. (2.59)

This leads to

O(1) =

∫
e(−U2 cos2(kx)−U1 cos(kx))/kBT cos(kx)dx∫

e(−U2 cos2(kx)−U1 cos(kx))/kBTdx
. (2.60)
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We set ex ≈ 1 + x

O(1) =

∫
(1− U2 cos2(kx)− U1 cos(kx))/kBT cos(kx)dx∫

(1− U2 cos2(kx)− U1 cos(kx))/kBTdx
≈ − U1

2kBT
. (2.61)

Due to the opposing sign of O(1) and U1 potential minima and density maxima

coincide, which is reasonable. For O 6= 0 the potentials U1,2 read

U2 =
~U0

2κ2

(
|s|2 +N2η2O2

)
(2.62)

U1 = −~η
κ

(
s

′
+NOη

)
. (2.63)

Now we insert equation 2.61 into equation 2.63

U
(1)
1 = −~η

κ

(
s

′ −N U
(0)
1

2kBT
η

)
(2.64)

2.58→ U
(1)
1 = −~η

κ

(
1 +

N~η2

2kBTκ

)
s

′
. (2.65)

One crucial factor can be seen in equation 2.58 and 2.65. The arising potential

U1 is proportional to s
′
. Therefore, the phase φ between cavity pumping field s

and η has to be constant over time, i.e. ∆p = 0, otherwise the sign of U1 will

change periodically. This means the potential wells transform into hills and so

forth, which is naturally suppressing the self-organization process. As long as the

potentials U1,2 � kBT one can proceed with further iteration steps. However,

near the self-organization threshold U1,2 are on the order of kBT , i.e. analytical

treatment gets much more sophisticated. The importance of s
′

has already been

observed in numerical simulations [33]. For φ = 3/4π ,s’=0, the self-organization

process can not start, see figure 2.2. The best performance is achieved at φ =

π/4, which coincides with the maximum value of s’. This strongly indicates

the usefulness of cavity pumping (seeding) for an efficient self-organization and

improved particle cooling.

Although it will be required to calculate O for a wider parameter range1, we

can already gain some qualitative insight. Firstly, the phase of s has to be chosen

correctly to allow self-organization. Secondly, for all other parameters fixed, the

order O is suppressed by a high temperature (equation 2.61).

1especially for parameters close to the self-organization threshold
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Figure 2.2: Simulations of a molecular cloud passing through a cavity waist. These graphs

were taken from [33] by Salzburger et al. Graph (c) shows the ratio of the phase

space densities ρ/ρ0 as a function of the cavity pump phase φ. ρ is the phase

space density after passing through the cavity, while transverse and cavity pump

fields are switched on. ρ0 denotes particle’s phase space density after the passage

through the cavity without any pump fields. For φ = 3/4π ,s′=0, the phase space

density is unchanged by the pumping fields. This means that no organization

occurred. For φ = π/4 s′ is maximal, the best phase space compression is

observed. Graph (d) shows the reduction of the velocity variance ∆v along the

cavity axis as a function of φ. Again the best reduction of the velocity variance

is achieved for φ = π/4.

Also the case without cavity seeding (s = 0) can be analyzed in detail, as done

in [30, 38, 39]. In this case, U1 vanishes for O = 0 and only small perturbations

with period λ remain to initiate self-organization. Such small perturbations only

grow, if the transverse pump strength η exceeds a certain threshold η∗ [33].

η > η∗ =

√
(κ2 + ∆2

C)kBT

2N~(−∆C)
(2.66)

In terms of the laser pump power P equation 2.66 can be written as

P

ω2
0π

>
(κ2 + ∆2

C)kBTc

(−∆C)ωp

V

N

(
α

ε0

)−2

(2.67)

and for δ = −κ this equation reads

P

ω2
0π

>
κkBTc

ωp

V

N

(
α

ε0

)−2

. (2.68)

Therefore, this phase transition can either be observed by increasing the trans-

verse pumping power or the particle number N inside the cooling cavity above this
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threshold. Above this threshold the particles are self organized and scatter the

pump light in the same phase. However, achieving this transition for molecules

seems to be very difficult.

2.3 Friction Force

In this section friction forces are derived to make clear, how the interaction with

cavity fields can actually cool particles. Furthermore, the friction force arising in

the cavity pump setup, as shown in figure 2.3, and in the transverse pump setup,

figure 2.4, are compared.

In contrast to the previous section we are now including the delayed reaction

of the cavity field to the particle motion, to obtain an expression for the friction

force, that is exerted by the optical field in the cavity on the passing particle. The

position x(t) of our test particle is given by x(t) = x0 + v · t and we are searching

for a force whose strength grows in proportion to the particle’s velocity. It will

only be valid for a kinetic energy Ekin � V , where V is the potential generated

by the light fields. First we want to derive a relation for one particle in a single

mode with cavity pump field s, see figure 2.3.

s

�

Figure 2.3: Cavity pump setup: Single particle in a cavity mode, which is pumped by the

field s.

Equation (2.29) can therefore be written as

ȧ = (i∆C − κ)a− iU0 cos2(kx)a+ s. (2.69)

To obtain a velocity dependent mode amplitude a(t), we expand a(t) in orders of

U0. We make the following ansatz

a(t) = ass(1 + U0f(t) +O(U2
0 )). (2.70)
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Inserting 2.70 into equation 2.69 yields equations in different orders of U0. In our

experiment U0 (mHz) typically is at least six orders of magnitude smaller than

κ(1.2 MHz), η (10 kHz) , s (> 1 MHz), k · v(MHz) and ∆C(MHz). Therefore, we

can restrict ourselves to the first order of U0.

0 = (i∆C − κ)ass + s (2.71)

˙f(t) = (i∆C − κ)f(t)− i cos2(kx) (2.72)

Again ass is the steady state amplitude similar to section 2.2.

ass =
s

κ− i∆C

(2.73)

Equation 2.72 provides a solution for f(t) and we neglect terms decaying with

e−κt

f(t) = − 1

2(i∆C − κ)
− (i∆C − κ) cos(2k(tv + x0))

2(4k2v2 + (i∆C − κ)2
+

2kv sin(2k(tv + x0))

4k2v2 + (i∆C − κ)2
.

(2.74)

Now that we found an expression for the field amplitude a up to the first order of

U0, one can use equation 2.31 to calculate the forces acting on the particle. The

velocity dependent part ffric of the total force is

ffric = 2~k
s2U2

0

∆2
C + κ2

kvκ∆C

(κ2 + (∆C − 2kv)2)(κ2 + (∆C + 2kv)2)
. (2.75)

This expression can be interpreted as a Doppler friction force, see also [40]. Due

to the dependence on ∆C±2kv in the denominator one can interpret this friction

force as a two photon process. Ideally, the particle scatters a photon, which is

counter propagating to its velocity v, into the direction of v. This effect then

reduces the particle’s momentum by 2 · ~ k.

In comparison to the cavity pump setup, where only the cavity mode is being

pumped, we now want to derive an expression for the transverse pump case, see

figure 1.6. We consider a single particle inside the cavity mode with transverse

pump η and a vanishing cavity pumping s. Equation 2.29 therefore reads

ȧ = (i(∆C − U0 cos2(kx))− κ)a+ iη cos(kx). (2.76)
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�

�

transverse
pump field

�

Figure 2.4: Transverse pump setup: transverse pumping field applied to a single particle in a

cavity mode, which is only pumped by the particle.

Since U0 � ∆C , we can neglect the term U0 cos2(kx). Equation 2.76 can now be

solved by

a(t) = iη
(κ− i∆C) cos(kx0 + kvt)) + kv sin(kx0 + kvt)

k2v2 + (κ− i∆C)2
+O(e−κt). (2.77)

After a few cavity life times κ−1 the fast decaying terms O(e−κt) vanish and the

photon number inside the cavity takes the value |a|2

|a|2 = η2 ∆2
C + κ2 + k2v2

2(κ2 + (∆C − kv)2)(κ2 + (∆C + kv)2)
. (2.78)

As we will see in section 5.1, the photon number in equation 2.78 can be used to

calculate the velocity of the particle by analyzing it as a function of the detuning

∆C . From equation 2.77 we can derive a Doppler-friction force ffric again

ffric = 2~kη2 kvκ∆C

(κ2 + (∆C − kv)2)(κ2 + (∆C + kv)2)
. (2.79)

In this case the particle scatters photons from the transverse pumping beam into

the cavity mode dependent on its velocity v, which leads for appropriate detuning

∆C to a cooling force. By comparing the friction forces in equation 2.75 and 2.79

one finds their different scaling behavior with the detuning ∆C . By imposing the

relation η = s|U0|
κ

, wi.e. by choosing the cavity field and the transverse pump field

to be equally strong, we can directly compare the forces, see figure 2.5.

Despite increasing the detuning, the maximum friction force originating from

the transverse pump, equation 2.79, stays constant and moves towards higher

velocities. Therefore one can cool a particle with k · v � κ. In the case of cavity
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���� �����

k v k v

Figure 2.5: Friction force plotted against the the Doppler shift k v in units of the cavity line

width κ. The red curves shows the friction force arising in the cavity pump

setup, figure 2.3. The blue curve indicates the friction force in the transverse

pump setup, figure 2.4. The forces are shown in arbitrary units (a.u.). The

transverse pump setup offers a stronger friction force, larger capture range and

superior scaling with the detuning ∆C .

pumping, equation 2.75, the friction force decreases fast for higher detunings. At

large detunings the cavity field changes only very little due to the frequency shift

U0. Additionally, the capture range, i.e. the velocity class that can be efficiently

cooled, is larger for the transverse than for the cavity pump setup. Summing up

the transverse pump scheme is more powerful.

As stated in the beginning these friction forces only apply to high velocities or

short interaction times 2. To analyze the dynamics of the complete system, with

many modes and large particle numbers, numerical methods have to be applied.

Nevertheless, with equation 2.79 we are able to estimate the friction force and

the corresponding cooling effect. For a particle with velocity of 1m/s, a cavity

line width κ = 1.2 MHz, a cavity detuning ∆C = −3.36κ and a transverse pump

power of 5 · 104 W (η = 5 · 104) one gets a deceleration of 260m/s2 per amu.

However, due to the short transit times the the total velocity change amounts

to only 8 · 10−6m/s for a C60 molecule (720 amu) arriving at the cavity with

a longitudinal velocity of 20 m/s longitudinal velocity. To amplify this small

friction force we need a collective enhancement s provided by superradiance ( see

section 2.2). This collective effect can lead to an enhancement by the factor of

the particle number N , which can take values up to 108. Additionally we aim for

an enhancement of U0 that increases η linearly, see section 3.1.

2 In the case of strong coupling (U0 ≈ κ) the derived forces also do not apply
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In this chapter we want to discuss different cavity geometries that can provide

and enhance cavity cooling. A brief introduction to optical resonators1 can be

found in [41] and a detailed overview is given in [42]. An important parameter of

a cavity is its line width κ, which is half width half maximum (HWHM) of the

transmission spectrum T(ω) of the fundamental cavity mode. It can be written

in terms of the finesse F or the cavity enhancement factor E = F/π as

κ =
πc

2dF
=

c

2dE
. (3.1)

Here, d is the cavity length and c the speed of light. All cavity cooling schemes

strongly depend on κ. In the cavity pump setup [28] both the cooling times and

the forces depend on κ−4 . The friction force in section 2.3 depends on κ−2. A

friction force, however can only arise if k v 2 is on the order of the line width κ, see

figure or [35]. Therefore a small cavity line width κ limits the number of particles

that can be cooled.

The intensity inside a cavity can be enhanced by the factor E over the input

intensity. The pumping cavity should have a large enhancement factor E to

provide a strong transverse pumping field. For fixed cavity length this means

small κ. On the other hand κ has to be bigger than the laser line width, otherwise

parts of the incident pump beam will be reflected and pump power lost. Therefore,

the value of κ has to be a tradeoff between these criteria.

The cooling cavity has to be designed so that the particle-field coupling U0 can

be maximized. The parameter U0 is proportional to the inverse mode volume

V −1. Therefore V should be minimized. Additionally the interaction between

1Cavity and resonator will be used interchangeably
2k = 2π/λ, v is the velocity of the particle.
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the particle and the cavity fields can be enhanced by using highly degenerate

modes [43]. Especially promising is the confocal cavity, which combines a high

degeneracy with a large waist size [44,45].

3.1 Cooling Cavity

As shown in section 2.1, the scattering rate into a resonator can be enhanced by

utilizing a highly degenerate mode structure. In the case of proper detuning an

enhanced scattering rate results in a stronger cooling force.

Near-concentric, near-confocal as well as near-planar cavities all offer highly de-

generate mode frequencies. Near-concentric cavities offer the highest degeneracy.

However, the near-concentric cavities have very small waist sizes (approximately

diffraction limited). For a significant cooling effect a large particle number inside

the mode volume is required. Therefore small waist sizes are unfavorable.

Near-planar cavities offer large waists and small degeneracy compared to the

two other types. Additionally the adjustment precision is very demanding.

Confocal cavities offer good degeneracy and a satisfying waist size. Therefore

this design is optimal for our cooling cavity [44,45].

Confocal Cavity

A confocal setup is reached when the curvature of the mirrors R equals their

distance d. The eigenfunctions of a resonator with finite sized mirrors can be

found by applying Huygens-principle [46] [47]. Round mirrors impose cylindrical

boundary conditions to the unknown eigenfunctions . Assuming the electric field

to be linearly polarized and to be described by E0fp,l(r
′, φ′) at the surface S ′ of

the first mirror, p and l will denote the transverse mode numbers.

By propagating every point P ′(r′, φ′) of S ′ to a point P (r, φ) on the second

mirror surface, one can calculate the electric field on the second mirror, see figure

3.1.

E(P (r, φ)) =

∫
ik(1 + cos(θ))

4πρ
e−ikρE0fp,l(r

′, φ′)dS ′ (3.2)

Here, ρ is the distance between P and P ′, k equals 2 π/λ. One expects the

eigenfunctions to have the same field distribution on the mirrors except for a
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3.1 Cooling Cavity

Figure 3.1: Two mirror surfaces sperated by the distance d. The field distribution at the point

P on the second mirror can be obtained by propagating all points P’ from the

first mirror surface S’ to this point P.

change in phase and amplitude which is described in 3.3.

σp,lfp,l(r, φ) =

∫
ik(1 + cos(θ))

4πρ
e−ikρfp,l(r

′, φ′)dS ′ (3.3)

The factor σp,l denotes the change in phase and amplitude of the field distribution

function fp,l(r, φ). For cos(θ) ≈ 1 and r � d equation 3.3 can be solved analyti-

cally by spheroidal wave functions for the confocal case [46,47]. With the analytic

expressions for the eigenfunctions fq,p,l an expression for diffraction losses, due to

the finite sized mirrors, can be obtained. Diffraction loss α and phase shift β of

fq,p,l are given by [36]

α =
2π(8πN)2p+l+1e−4πN

p!(p+ l + 1)!

[
1 +O(

1

2πN
)

]
(3.4)

β = (2p+ l + 1)
π

2
. (3.5)

Equation 3.4 shows that the diffraction loss rather depends on the mode number

p than on the mode number l. A cavity mode is resonant, if the phase change

after one round trip is equal to q · 2π, where q is an integer. This implies that

the wave vector kq,p,l of a confocal cavity mode has to fulfill

kq,p,l =
π

d

(
q +

2p+ l + 1

2

)
, (3.6)

where q is the longitudinal mode number. Therefore, the mode functions are

characterized by the mode numbers (q, p, l).
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3 Cavity Design

The spheroidal wave functions can be approximated by Laguerre-Gaussian

functions for N � 1 [42]. N is the Fresnel number of the resonator and is

given by

N =
a2

dλ
, (3.7)

where a is radius of the aperture. In this case the aperture equals the size of the

mirror. This parameter N also denotes the ratio between the area of the aperture

and the spot size of the fundamental mode on the mirror.

Usually, Laguerre-Gaussian modes are denoted as complex functions [48]. How-

ever, in a standing-wave resonator (two mirrors) the mode functions have to

vanish at the mirror surfaces. Therefore, it is convenient to utilize real mode

functions, which can be written as

fq,p,l(r, φ, z) = cp,l gp,l(r, φ, z)e−r
2/ω(z)2

×

{
cos(kq,p,lz − (2p+ l + 1) tan−1( z

z0
) + kq,p,l

r2

2R(z)
) for q odd

sin(kq,p,lz − (2p+ l + 1) tan−1( z
z0

) + kq,p,l
r2

2R(z)
) for q even

(3.8)

gp,l(r, φ, z) =
1

ω(z)

(√
2r

ω(z)

)l

Llp

(
2r2

ω(z)2

)
cos(lφ) (3.9)

cp,l =

(∫
gp,ldV

)−1

(3.10)

ω(z) = ω0

√
1 +

z2

z2
0

(3.11)

R(z) = z +
z2

0

z
, (3.12)

where ω0 denotes the waist of the fundamental mode and z0 the Rayleigh range.

For confocal cavity they are given by ω0 =
√
λd/2π and z0 = d/2. Llp denotes the

associate Laguerre polynoms. R(z) is the wavefront curvature of the mode. The

normalization constant cp,l is defined so that every mode has the mode volume 3

V = πω2
0d/3. Near the cavity center, z = 0, the cosine (sinus) term in equation

3.8 can be approximated by cos(π q/d · z) respectively by sin(π q/d · z).

3 The mode volume is defined in equation 4.13
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3.1 Cooling Cavity

The transverse modes of higher order have a wider spatial extent, as shown in

figure 3.2. This can be taken into account by introducing the waists for higher

order modes [42]

ωp,l = ω0

√
2p+ l + 1. (3.13)

In a confocal cavity many transverse modes will be resonant at the same cavity

length. Therefore the effective waist, that includes all resonant modes, will be

much larger than the fundamental waist ω0. This will be beneficial for the experi-

ment, because the particle number that is required for the collective enhancement

of the cooling can be accommodated more easily in a larger waist.

For a small deviation from confocality, d = R, the resonance condition, equa-

tion 3.6, changes into [47]

2d

λ
= q +

2p+ l + 1

π
(π/2− (1− d

R
)). (3.14)

This condition can be rewritten in terms of the frequency ν using 2d/λ = ν/νFSR.

Here, νFSR = c/2d is the free spectral range. Under perfect confocality, d = R.

The resonance condition reads

νq,p,l = νFSR

(
q +

2p+ l + 1

2

)
. (3.15)

For small deviations from confocality the expression becomes

νq,p,l = νFSR

(
q +

2p+ l + 1

π
(π/2− (1− d

R
))

)
. (3.16)

It follows from equation 3.15 that the resonance frequencies occur are equally

spaced by νFSR/2. Therefore all the modes with mode numbers satisfying q +

p + l/2 = const. are degenerate. In a lossless (infinitely extended and perfectly

reflective) resonator an infinite number of degenerate modes exists. On resonance

the degenerate modes of a confocal cavity form a complete set of even or odd

functions. This means that an arbitrary even (odd) field distribution inside the

cavity is resonant, because it can be fully expanded into the eigenmodes of the

resonator. Light can be efficiently coupled into the resonator without the need

of matching the laser beam to the cavity modes [49]. Additionally for a confocal

cavity the diffraction losses are minimal [36].
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3 Cavity Design

In realistic setups the damping increases with the transverse mode number

though 3.4. The degeneracy of the transverse modes is lifted for small deviations

e from the confocal distance. Assuming R = d + e, the frequency splitting is

calculated using equation (3.16). We calculate the frequency difference of the

modes νq,p,l and νq−k,p+n,l+m with −k + n+m/2 = 0

νq−k,p+n,l+m − νq,p,l = νFSR

(
−(n+m/2) + (π/2− (1− R + e

R
))

2n+m

π

)
.

(3.17)

If one denotes 2n+m as maximum mode number M and equation 3.18 follows:

νq−k,p+n,l+m − νq,p,l = ∆m = νFSR
Me

πR
. (3.18)

This can be rewritten in terms of the line width δν 4 of the fundamental mode

∆m = δν
e

R
ME. (3.19)

The transmission spectrum of a cavity can either be obtained by varying the

applied laser frequency or by changing the displacement between the mirrors

with fixed laser frequency. When varying the distance d it has to be considered

that also ∆m (3.18) is changed.

The transmission profile of a resonator mode with mirror reflectivity R 5 and

round-trip loss γ = 1− α can be calculated by [42]

T (ν) =
(1−R)γ

(1−Rγ)2 + 4Rγ sin2( π
νFSR

ν)
, (3.20)

where ν is the frequency deviance from the resonance frequency. With equation

(3.4),(3.18) and (3.20) it is possible to obtain the transmission spectrum of a

confocal cavity with a small deviation from the confocal distance.

In figure 3.3 the transmission of the single modes with maximum mode number

M can be seen. The depicted cavity is 15 µm longer than the confocal distance.

Assuming that the incident laser field is constant over the mirror surface. The

transmission spectrum of the cavity is the sum of the transmission of all modes.

The number of modes K, which are exactly degenerate (e.g. (q,p=1,l=0) and

4δν=κ/π
5In the case of asymmetric reflectivies R1 and R2 one can write R =

√
R1R2.
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3.1 Cooling Cavity

(q,p=0,l=2)), with fixed maximum mode index M is given by K = M/2. There-

fore, this increasing degeneracy also shows up in the total transmission spectrum,

see figure 3.4.

The transmission spectrum of a cavity close to confocality can be seen in figure

3.5. The asymmetry of the transmission peak gives information whether the

cavity is longer or shorter than the confocal distance.

In this experiment we will vary the cavity length d. If d fulfills equation 3.14,

the mode (q,p,l) is resonant inside the cavity and a transmission peak appears.

The resonance condition 3.14 can be rewritten as

d = R λ
π(2q + 2p+ l + 1)− 2(2p+ l + 1)

2 (2πR− λ(2p+ l + 1))
=
π(2q +M + 1)− 2(M + 1)

2 (2πR− λ(M + 1))
, (3.21)

where M equals 2p + l. Varying the cavity length d by λ/2 transmission peaks

of the modes (q,p,l) and (q+1,p,l) appear at d and d+λ/2. Therefore, increasing

the cavity length by λ/2 correspond to a frequency shift of νFSR. For d < R the

higher order modes appear at a larger cavity length than the fundamental mode.

For d = R the higher order modes are degenerate and for d > R the higher order

modes appear at a shorter cavity length than the fundamental mode, see figure

3.6.

To achieve exact degeneracy the fundamental mode has to be resonant at d =

R. This implies, see equation 3.6, that 2R
λ
− 1

2
has to be a positive integer. This

condition can be fulfilled by slightly varying the wavelength λ.
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3 Cavity Design

Figure 3.2: Laguerre-Gaussian modes.(p,l) denotes the transverse mode numbers. The mode

functions are depicted as a function of r (distance from the cavity axis) at the

cavity center for φ = 0.
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3.1 Cooling Cavity

Figure 3.3: Schematic illustration of the transmission profiles of modes with increasing mode

number and therefore with increased damping. The cavity deviates +15 µm from

confocality. Unit on the x-axis is the cavity line-width deltaν .

�100 �80 �60 �40 �20 0 20 40
��

fundamental mode

Figure 3.4: Transmission spectrum of a cavity that deviates -6 µm from confocality, E = 5000,

d = 25mm and Fresnel number N = 5. Due to increasing degeneracy of the

transverse modes, the transmission peak of the fundamental mode is smaller

than the transmission peak resulting from the higher order transverse modes.
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-100 -80 -60 -40 -20 0 20 40
∆Ν

Figure 3.5: Transmission spectrum of a cavity that deviates -3 µm from confocality, E = 5000,

d = 25mm. The fundamental mode is completely covered by the broader higher

order modes.

d<R d=R d>R

Figure 3.6: Transmission spectrum as a function of the cavity length d. The large peaks

denote the fundamental modes and the smaller peaks the higher order modes.
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3.2 Pumping Cavity

3.2 Pumping Cavity

The main purpose of the pumping cavity is to dramatically enhance the incoming

laser power in order to provide a strong pumping field. To maximize the intensity

in the cavity the incident laser beam has to be mode matched and the cavity has

to be impedance matched. The incoming laser beam is mode matched, when

the beam profile of the laser matches the beam profile of the fundamental mode,

which can be achieved by several lenses. Impedance matching means to adjust

the mirror reflectivities to minimize the back reflections from the input mirror.

A cavity is impedance matched when the transmission through the first mirror

equals the round trip scattering losses and the transmission of the second mirror

[50]. In our experiments the cavities were operating in ultra high vacuum. So

that scattering losses would be diminished. For two equal mirrors the intensity

can be enhanced up to the cavity enhancement factor E.

E =
1

1−R
, (3.22)

where R is the mirror reflectivity.

The simplest design for the pumping cavity is a linear resonator (Fabry-Perot

cavity). The alignment is rather easy. And in spite of the strong dipole forces

that arise due to large field gradients along the standing wave this arrangement

was chosen for the first experiments.

Ring cavity

A more advanced configuration would be a ring cavity. A ring cavity can be

operated as a running wave resonator. Therefore the strong field gradients along

the cavity axis would be avoided. There exists a counter propagating mode, which

is degenerate in frequency. If the second mode is also populated with photons,

a standing wave arises. But in contrast to the counter propagating beams in a

linear cavity these counter propagating modes of a ring cavity have an arbitrary

phase in respect to each other.

Contary to linear cavities the laser beam does no longer hit the mirror perpen-

dicularly, therefore astigmatism occurs. This results in an elliptical cavity waist.

The waist size in the sagittal plane is described by ωs and in the tangential plane
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3 Cavity Design

Figure 3.7: Running wave cavity

by ωt.
6 [42]

ωt =
λd

2π

√
2R cos(φ)

d
− 1 (3.23)

ωs =
λd

2π

√
2R

cos(φ)d
− 1, (3.24)

where φ is half the angle of the incoming and the reflected beam at the curved

mirror. The different size of the waists adds complexity to mode matching, be-

cause the ordinary gauss mode of the laser has to be shaped additionally. On the

other hand an elliptical waist offers the possibility to increase the overlap of the

cooling and the pumping cavity mode, see figure 3.8.

Figure 3.8: If the sagittal plane coincides with the cooling cavity axis, the overlap between

pumping and cooling cavity mode can be increased.

For experiments with molecular beams, however, this seems impractical due to

6The ring cavity spans the tangential plane, which is orientated perpendicularly to the sagittal

plane.
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3.2 Pumping Cavity

geometrical reasons. Therefore, we propose a combination of the cooling and the

ring cavity, see figure 3.9.

Figure 3.9: Here proposed cooling-pumping cavity. For practical reasons it is possible to

combine a confocal cooling cavity and a pump ring cavity.

A more complex realization of a ring cavity is the Bow-Tie resonator, see figure

3.10.

Figure 3.10: Bow-Tie resonator

The interesting feature of this cavity design is the intersection of beams in the

center. At this intersection the electric fields of the beams superpose. We assume

the intersection to coincide with the cavity waist. Therefore we can approximate

the electric fields of the beams to be plane waves with amplitudes E0, which
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3 Cavity Design

are polarized perpendicularly to the cavity plane. The wave vector k of the

electric field is identical for both of the beams except for an opposite sign in the

y-component, see figure 3.11.

E1(t,x) + E2(t,x) = E0

(
ei(ωt−kxx−kyy) + ei(ωt−kxx+kyy+φ)

)
(3.25)

= 2E0e
i(ωt−kxx)eiφ/2 cos(kyy + φ/2) (3.26)

Here, φ is a global phase difference of the beams, that can originate from un-

equal path lengths. Equation 3.26 shows a standing wave at the intersection in

y-direction. The electric field of this standing wave has a period of 2π/ky, the

intensity profile has a period of π/ky. By choosing the angle of the beams appro-

priately the period results in λ or 2λ. This standing wave can be helpful when

combining a Bow-Tie pumping cavity with a confocal cooling cavity, see figure

3.11.

piezo stack

piezo stack

cool cavity

E1

E2

Figure 3.11: Combination of a cooling cavity and a Bow-Tie pumping cavity. In the center

of the Bow-Tie cavity a standing wave arises. This standing wave can be used

to assist in the cooling process due to its helpful periodicity. The piezo stacks

are essential to optimize the position of the Bow-Tie standing wave in respect

to the cooling cavity mode.

This setup could assist the cooling process by providing a strong potential for

particles with the period lambda, see section 2.2. To optimize this desired effect
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3.2 Pumping Cavity

the antinodes of the standing wave from the Bow-Tie resonator have to match the

antinodes of the cooling cavity mode. This can be achieved by two piezo stacks.

One stack expands the cavity length and the other one compresses it. One cavity

arm will become longer and the other one shorter. The cavity length remains

the same but phase φ is changed. We will discuss this setup again later on in a

separate section, where we propose longitudinal cooling of molecules.
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The experiment described in this section is designed to explore the dynamics of

a molecular beam interacting with the light fields of two cavities. The molecular

beam is characterized by its density and divergence,which measures the cooling

of the transverse degree of freedom. The light fields of the two cavities can be

analyzed by the reflected and transmitted fields.

The experiment consists of two parts, the optical and the vacuum setup. The

optical setup includes feedback stabilization of the cavities, proper detuning of

the cavities in respect to each other and to the laser, and optical pumping of

the cavities. The vacuum setup contains a molecule source, the cavities and a

molecule detector.

In our first experiments the molecule C60 is used. Optical properties [51], laser

ionization [52] and vapor pressure [53] of C60 were already studied in detail. Ad-

ditionally, the fullerene source is well characterized and available in our research

group. At the end of the chapter we will put experimental numbers into the

self-organization threshold 2.68.
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output coupler

vacuum chamber

Figure 4.1: Experimental setup
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4.1 Optical Setup

The optical setup is shown as a schematic drawing in figure 4.2.

EOM

AOM

AOM

vacuum
chamber

Faraday
Isolator

mode
matching
lenses

D1

D2

D3

D4

D5

D6

Fibre Laser

. . . half wave plate

. . . quarter wave plate

. . . Farady rotator

. . . photo diode

. . . beam block

. . . polarizing
cube beam splitter

. . . lense

Figure 4.2: Optical setup. The cooling cavity beam, which is manipulated in the upper sec-

tion, and the pumping cavity beam are applied to the cavities, which are situated

in the vacuum chamber (right). In the following the details concerning this setup

will be discussed.
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4.1 Optical Setup

The fiber laser employed was ELR−10−1560−LP −SF from IPG Photonics

Corporation. The laser has a wavelength of 1560 nm, 10 W cw optical power

and a full width half maximum line width of 20 kHz. The output beam is a

linearly polarized TEM00 mode with a 1/e2 diameter of 3.6 mm . This diameter

is too large for most of the optical components in the further setup, therefore it

is reduced to 800 µm in a Kepler-Type telescope.

EOM

Faraday
Isolator

Fiber Laser

Figure 4.3

To avoid harmful back reflections into the fiber laser the telescope has to be

displaced from the output coupler by several centimeters and it has to be anti-

reflection coated. After collimation the beam passes through the Faraday isolator

IO-5-1550-HP from Thorlabs Gmbh. This model endures an optical power up to

25 W. A Faraday isolator acts as an optical diode. Photons can only pass through

the diode in one specified direction. This isolator protects the fiber laser from

back reflections that can arise from subsequent optical components. Afterwards

the beam propagates through the electro-optical phase modulator (EOM) 4063

from New Focus Corporation. An introduction to electro-optical effects is given

in [41]. The EOM modulates the phase of the laser beam with 40 MHz. This

results in frequency sidebands that are shifted by -40 MHz and +40 MHz from

the initial frequency. These sidebands can be used to stabilize the cavity length

to the laser frequency in a Pound-Drever-Hall (PDH) scheme [54]. The phase of

the electric field leaking out of the cavity is very sensitive to the resonance con-

dition. In the PDH scheme this strong dependence is utilized to keep the cavity

on resonance.

The EOM can only modulate light with a certain direction of polarization.

Therefore, the polarization of the initial light has to be adjusted accordingly.

The laser beam is split into two beams by a polarizing beam splitter (PBS) ,

one is applied to the cooling cavity and the other one to the pumping cavity, see

figure 4.4.
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vacuum
chamber

D5

EOM

D1

Cool
Cavity
beam

mode
matching
lenses

Faraday
Rotator

Figure 4.4: Pumping cavity beam

The polarization of the pump photons can be varied by a half wave plate. The

Faraday rotator rotates the direction of polarization by 45 ◦. To couple into the

pumping cavity efficient mode matching is required. Generally the laser beam is

not resonant to any cavity mode. Therefore, the light is reflected by the cavity

mirror and travels back to the PBS. The Faraday rotator rotates the direction of

polarization again by 45◦. The half wave plate changes the polarization by the

same angle as before but now with opposite sign. As a consequence the reflected

beam’s polarization is now vertical after Faraday rotator. Therefore the PBS

reflects the beam towards photo diode D1. The power of the reflected pump

beam can be reduced by a combination of a half wave plate and another PBS to

avoid damage of the photo diode.

If the pump beam is resonant with a cavity mode, light is transmitted through

the cavity and detected by photo diode D5. Again the power of the transmitted

beam can be reduced by combination of a half wave plate and a PBS.

One part of the cooling cavity beam is directed into an external cavity with-

out further manipulating it, as shown in figure 4.4. The second part of the

beam is sent through the acousto-optical modulator (AOM) AMF-40-5-1560 from
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AOM

AOM D2

D6

vacuum
chamber

D3

D4

Figure 4.5: Cooling cavity beam. The beam is frequency shifted by two AOMs. The cooling

cavity is stabilized to this shifted beam, which results in a frequency detuning in

respect to the pumping cavity.

Brimrose Corporation. Ultrasound in the crystal generates a diffraction grating

that splits the incident beam into an unshifted and a diffracted frequency-shifted

beam [41]. The frequency of the beam is shifted by the modulation frequency

νm that is applied to the AOM. Additionally the beam is deflected by a certain

exit angle (25 mrad) that depends on the modulation frequency. To avoid re-

adjusting the optical setup when changing the modulation frequency, an AOM

can be operated in a double-pass configuration. After passing through the AOM

for the first time the beam is focused by a lens. The focal point of the lens

should be right in the center of the AOM. The beam is reflected by a mirror

and propagates the same way back towards the AOM. Due to the acousto-optic

effect the beam is deflected by the same angle as before and again the frequency

is changed by the modulation frequency. Summing up, after the passage through

the double-pass configuration the beam direction is inverted and the frequency is

changed to ν± 2 · νm. The sign of the frequency shift can be changed by rotating

the orientation of the AOM by 180◦.

Due to a quarter wave plate 1 the beam passes through the PBS towards

the second AOM. The same procedure is repeated at the second AOM. The

two AOMs have slightly different resonance frequencies 39 MHz and 40 MHz

with a bandwidth of 10MHz at 3 dB. This means the first AOM can shift the

12x quarter wave plate =⇒ half wave plate
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frequency from 70 MHz up to 90 MHz with both signs. With the second AOM

one can shift the light either in the same or in the opposite frequency direction.

Therefore the effective light shift can take values from 0 to 22 MHz and 138 to

178 MHz. However, we can also operate only one of the AOMs in a double-pass

configuration. This means one AOM will shift the frequency by ±35 − 45MHz

and the other one by ±68 − 88MHz. By using only one AOM we can achieve a

frequency shift of 68-88 MHz. As a result the light shift can take the values 0-22,

23-53, 68-88 and 103-133 MHz.

The frequency detuned beam can now be sent to the cavity. The beam is

necessary to stabilize the cavity to the length that corresponds to the desired

detuning with respect to the pumping cavity. Polarization control and detection

of the reflected beam in D2 is implemented similarly to the pumping beam.

To detect the light that is scattered by the molecules one my choose the polar-

ization of the cooling cavity beam to be perpendicular to the pump beam. The

scattered light is then detected by D3 and the photons from the cooling cavity

beam are then detected in D4.

4.1.1 Mode Matching

In order To couple a laser beam efficiently into a single cavity mode, mode-

matching is inevitable. This means that the shape of the laser beam has to

matched to the desired cavity mode. Since we want to couple into the fundamental

mode. The laser waist has to be in the centered between the mirrors and its size

has to match the cavity waist, in our case 282 µm. Additionally, the laser shape

has still to be Gaussian, which is not self-evident after passing through many

optical elements.

We start our calculations with the waist at the end of the telescope and prop-

agate the laser beam through several optical elements towards the cavity waist

using the ABCD-law, see [41,42],

We end up with one complex equation, which can be transformed into a set of

two real equations. To solve it we need to tune two variables. Generally speaking

it is more convenient to match two modes, if they are widely separated.

The simplest matching scheme consists of a single lens with fixed focal length.
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x
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mode matching lenses

pump cavity

Figure 4.6: Mode matching setup. To match the incoming laser beam to the cavity mode we

need two lenses, two translation stages to vary the position of the beam and a

kinematic mirror mount that changes the angle of the beam.

The two variables to be adjusted are then the distances between the lens and the

two waists. [36]. However, this scheme is highly impractical because the distance

between the initial waist and the cavity waist has to be varied and either the

laser or the vacuum chamber would have to be moved.

Therefore we use two lenses and a fixed distance between the waists. The two

variables are now the positions of the lenses between the waists. Apart from the

adequate waist in the center of the cavity mirrors the wave vector k of the laser

beam has to match the wave vector of the cavity mode. This means that the

incident laser beam has to be orthogonal to both curved mirror surfaces. Hence

we have to adjust the position (x and y) and the angle ( θx and θy). This can be

implemented using two translation stages and one kinematic mirror mount.

It is important that the mode matching lenses can be positioned in front of the

translation stages and the mirror mount, see figure 4.6. Otherwise the alignment

of the laser beam will get very difficult.

The calculations for the positions of the two lenses are carried out inMathematica.

The results are checked with a graphical beam simulation program.

We found satisfying results for two lenses with a focal length of 100 cm. The

first lens is positioned 117.6 cm and the second lens 134.5 cm displaced from the
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initial waist, where the distance between the two waists is 210 cm. Each lens is

mounted on a translation stage to adjust the position with µm precision.

4.1.2 Mode Structure of the Cooling Cavity

This section is dedicated to the discussion of the assembling and the mode struc-

ture of the cooling cavity. The distance of the cavity mirrors has to be exactly the

confocal distance, otherwise the desired degeneracy will be destroyed.To attain

the modes with maximum transverse mode number M to be displaced less than

the cavity line width δν from the fundamental mode, the deviation of e from

confocality has to be smaller than

e ≤ R

ME
. (4.1)

The expected single-mode finesse is 5000 π, the displacement and the radius of

the mirrors curvature equals 25 mm. Hence equation 4.1 results in e ≤ 5
M
µm.

To achieve this positioning precision the following strategy was used to setup

the cavity, see figure 4.7.

The first mirror was mounted on a piezo stack. We used a HPSt 150/15− 8/3

from Piezomechanik GmbH. These piezo stacks are characterized by their high

resonance frequencies (above 300 kHz) and their high stiffness (1800 N/µm). A

high stiffness ensures a high resonance frequency despite the additional mass of

the attached mirror. Afterwards the piezo stack was mounted on an INVAR

block. INVAR is a low-thermal-expansion alloy with a linear thermal expansion

coefficient of 1.5 · 10−6 K−1 for temperatures between 20-100 ◦C. For a block

length of 26 mm this results in 39 nm K−1. The second mirror was lying loosely

on a tube. The INVAR block with the first mirror attached was mounted on a

translation stage. Therefore the distance between the mirrors could be varied by

moving the entire INVAR block.

To measure the mirror separation we sent an unfocused laser beam with a large

spot size on to the cavity. The cavity length was changed by varying the voltage

across the piezo stack and the output of the cavity was monitored by a photo

diode. It is a special feature of a confocal cavity that any field of arbitrary profile

is resonant 2. Deviations from confocality will lower the transmission and broaden

2At least half of it, see section 3.1
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Figure 4.7: Setup for manufacturing the confocal cavity. The cavity spectrum was recorded

while adjusting the displacement of the mirrors. The red arrows indicate the

laser beams entering and leaving the cavity. The bolt black arrow indicates the

movement of the entire INVAR block.

the cavity spectrum. Therefore we changed the displacement of the mirrors until

sharp transmission peaks arise. The spectrum of the cavity, which is shorter than

the confocal distance, can be seen in figure 4.8.

The spectrum was very unstable due to the loosely lying mirror. Once the

transmission peaks were sharp and high, the second mirror was glued with a

vacuum adhesive to the INVAR block. Immediately the cavity spectrum became

very stable, see figure 4.9. By changing the voltage of the piezo stack the dis-

tance between the mirrors could be further adjusted. The effective line width of

the resonator was calculated to be 33 MHz. From the peak shape it could be

concluded that the cavity was a bit longer than the confocal distance.
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Figure 4.8: Spectrum of a near-confocal cavity. The distance between the left and the right is

one free spectral range. The smaller peak in the center contains all odd modes.

This transmission peak is usually smaller than the even mode peaks (left and

right).

The effective cavity length is given by d = n · d0. At normal air pressure

n = 1 + 3 · 10−4. The cavity was mounted to fulfill the condition d = R. In the

vacuum chamber the refractive index n is equal to one. This means that in the

vacuum chamber the effective cavity length equals d0, which is 7.5 µm smaller

than at air normal pressure. The transmission spectrum of the cavity can be seen

in figure 4.10. The peaks are seperated by νFSR/2.

We measure the frequency shift between the fundamental mode and the neigh-

boring transverse mode. By inserting this frequency difference into equation 3.18

we can estimate the deviation from confocality. At maximum piezo voltage (max-

imum length) the cavity is approximately 6 µm shorter than confocality.
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frequency

�
FSR

Figure 4.9: Transmission spectrum of the mounted cavity at normal pressure. νFSR = 6 GHz.

The peak closest to confocality is zoomed out. The line width δν = 33 MHz.
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frequency

�
FSR

fundamental mode

Figure 4.10: Transmission spectrum of the cavity in vacuum. The transmission peaks are

three times wider than at normal pressure. νFSR = 6 GHz. The peak closest

to confocality (line width δν = 100 MHz) is zoomed out. The lower order

transverse modes including the fundamental mode are again zoomed out.
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a)

b)

0 30002500

frequency [MHz]

Figure 4.11: a) Transmission spectrum of a 7.5 cm long confocal cavity taken from Chan

PhD thesis 2003 [55]. This cavity has finesse of 2000 and is 28 (24) µm in

x (y) direction shorter than confocality. b) Transmission spectrum from our

confocal cavity, see also figure 4.10. Our cavity has a finesse of 1.9 ·104 and is 6

µm shorter than confocality. Both spectra look rather similar. However in our

cavity there are many more modes underneath the broad transmission peak.
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4.1.3 Mode Structure of the Pumping Cavity

One pumping cavity mirror is directly mounted on the same INVAR block as the

cooling cavity mirrors. The other mirror is glued to a piezo stack (the same as in

4.1.2), which is again mounted on the INVAR block, as shown in figure 4.12. The

mirrors have to be mounted precisely in order to make sure the beams intersect

in the center of the cavities. For a start the pumping cavity was designed with a

Figure 4.12: The INVAR cavity block. The pumping cavity mirrors are mounted on the long

axis of the INVAR block. The cooling cavity mirrors are mounted on the short

side of the block. One mirror of each cavity is glued to a piezo stack.

large waist to illuminate the bigger part of the confocal cavity’s effective waist.

The pumping cavity mirrors have a curvature of 1 m and are separated by 53mm.

This results in a waist size of 282 µm. To observe a clean 3 spectrum one has to

mode match the laser to the cavity, see section 4.1.1.

To calculate the finesse F = νFSR/δν of our cavity one could determine the line

width δν with respect to the free spectral range νFSR. Another more accurate

method is to measure the line width with respect to radio frequency (rf) side-

3Clean means the absence of transverse modes.
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4.1 Optical Setup

Figure 4.13: Transmission spectrum and reflection spectrum of the cavity. The cavity length

was scanned over one free spectral range (λ/2). The reflection spectrum was

shifted graphically to avoid an overlap between the fundamental mode in the

transmission and the reflection spectrum. The small peaks are low order trans-

verse modes.

bands, see section 4.1. The shift between the laser frequency and the rf sidebands

equals ±40 MHz. This displacement acts as a frequency standard for the deter-

mination of the cavity line width, see figure 4.14.

Comparing the cavity line width δν with the 40 MHz frequency standard results

in δν = κ/π = 164kHz. The applied laser has a line width of 20 kHz. The mea-

sured spectrum is the convolution of the laser spectrum with the cavity mode

spectrum. Therefore we have to subtract the laser line width from the measured

value. This results in the line width δν = κ/π =144kHz , a finesse F = 1.97 ·104

and a cavity enhancement factor E = 6.3 · 103.

In order to achieve a high intra-cavity laser power the coupling of the laser into

the cavity has to be efficient. On the one hand this implies that the cavity length

has to be stabilized to a resonance of the fundamental mode. On the other hand
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Figure 4.14: Fundamental mode of the pumping cavity with rf sidebands.

the reflection from the cavity has to be minimized. The coupling efficiency can

be defined as the ratio between the reflected intensity on and off resonance. Due

to the proper mode matching the coupling efficiency is already 66%. By further

opimizing the mode matching the coupling efficiency can be increased up to 90%.

It has to be noted that it is not yet clear, whether the mirrors can sustain the

full optical power (5 · 104 W).
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4.2 Vacuum Setup

The vacuum setup contains the molecule source, the cavities and the molecule

detector. A schematic drawing of the setup is shown in figure 4.15

+

Figure 4.15: Schematic drawing of the experimental setup inside the vacuum chamber. An

effusive oven emits molecules with high transverse velocities (up to 5 % of

the longitudinal velocity). The particles propagate through the cavities and

scatter light of the pumping cavity into the cooling cavity. In this process the

transverse velocities shall be reduced, which would result in a smaller divergence

angle of the molecular beam. The width of the molecular beam is measured by

a scannable green ionization laser.

The particle source is an effusive oven that is heated to a certain temperature

to achieve a significant vapor pressure. The molecules evaporate into the vacuum

chamber [56]. The oven can be heated up to 800◦C and is continuously monitored

by a thermo element. To avoid oxidation, the oven should only be operated below

10−5 mbar.
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Two problems arise when using a thermal source. Due to the high tempera-

ture of the oven the surrounding is heated with a power of typically 40 W (for

temperatures near 800◦C even 80 W). The heating of the chamber walls tends

to degrade the vacuum. When the oven is cold the pressure inside the chamber

is typically 1 · 10−8mbar4. For temperatures beyond 600 ◦C the pressure rises

to more than 1 · 10−6mbar. The second problem is the creation of additional

charges by the heating coils of the oven. Both effects spoil the detected signal to

noise ratio 5. The heating of the surroundings is predominately caused by ther-

effusive
oven

channeltron

scannable
ionization
laser

cool cavity
mirror

cavity block

openings for
copper tubes

cooled baffle

65 mm

28 mm

Figure 4.16: Design of the vacuum setup. The distance between oven orifice and cavity waist

is 28mm, between cavity waist and channeltron 65 mm.

mal radiation. This can be shielded by a cooled baffle, which is cooled by liquid

nitrogen. The cooled baffle allowed us to reduce the pressure inside the chamber

again 1 · 10−9mbar. Even at oven temperature of 600 ◦C the pressure rises only

to 5 · 10−9 mbar. For common operating temperatures of 630-700◦C the pressure

stays below 3 · 10−8mbar. Thereby the heating problem can be eliminated very

4 After heating the oven several times the pressure drops to 5 · 10−9mbar
5Naturally a higher pressure also results in more collisions. However, the mean free path is

under our conditions much larger than the dimensions of the experiment [57].
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effectively. The oven is mounted on the same table as the cavities. To avoid

temperature fluctuations of the cavity block this table is water cooled to 18◦C

(figure 4.16).

The cavity block is mounted on the cooled table by a clamping fork. Optical

access to the cavity is given by four optical windows. The temperature of the

cavity block is monitored by a thermo element. Five centimeters above the cavity

block the electron multiplier (channeltron) is mounted. A green cw laser ionizes

the molecules right beside the channeltron.

The laser can be scanned by about 1 cm along the axis of the cooling cavity.

This suffices to measure the shape of the molecular beam after its passage through

the cavity. The scanning is achieved by a computer controlled translation stage

(Micos), which has a position accuracy of better than 1 µm. In the case of

sufficient count rate the full range can be scanned very quickly, well below one

second.

ionization
laser

channeltron

electrode
(repeller,
conversion
dynode)

C60 beam

aperture

Figure 4.17: Detection scheme. The electrode is displaced by 1 cm from the channeltron. The

electrode can be operated positively (repeller) or negatively charged(conversion

dynode). The positively charged aperture repels free moving positive ions.

The channeltron can either be operated in the repeller or in the conversion

dynode mode, see figure 4.17. In the conversion dynode mode the positive molec-

ular ions are accelerated towards the negatively charged electrode (-5 to -10 kV).

Incident molecules strike the surface and electrons are ejected. These are repelled

by the dynode and accelerated towards the channeltron, where they are multi-

plied. When using a repeller (+5 to +10 kV) the ions are repelled towards the
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channeltron, where tan electron cascade is triggered.

Using conversion dynodes yields a good ion detection probability on the one

hand, but on the other hand an intolerable noise rate due to the large number

of charged particles inside the vacuum chamber. The repeller mode offers only

a poor ion detection probability, but the signal to noise ratio is a lot better.

Therefore we utilize a repeller instead of a conversion dynode. To further improve

the signal to noise ration we introduced a positively charged aperture (+3kV),

which repels freely moving positive ions. However, due to the hot oven the signal

to noise ratio did not exceed 1:400.
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4.3 Fullerene C60

The ideal molecule for the experiment should fulfill three conditions: It should

have a small absorption cross-section but a high polarizability and it should form

an intense molecular beam. The first test molecule is the fullerene C60. The

absorption spectrum of C60 is shown in figure 4.18. The laser wavelength is far

Figure 4.18: Imaginary part of the dielectric function ε plotted against the photon energy in

eV. The graphic is taken from an article by Eklund et al [51]. The red arrow

marks the photon energy (0.795 eV) of our fiber laser.

from any resonance. The absorption cross section of C60 σabs in a solvent was

measured to be 6.4 · 10−24 [58] for a wavelength of 1064 nm. The number of

absorbed photons Nabs is given by

Nabs =
2P

ω2π

σabs
hν

τ, (4.2)

where τ is the mean transit time of a particle through the cavity. ν is the

frequency of the utilized laser. For an optical power of 40 kW inside the pumping

cavity, a waist size ω of 282 µm and an approximate absorption cross section of

σabs = 1 · 10−24 at 1560 nm each particle would absorb about 7 photons during

the transit. Both fragmentation and ionization are then very unlikely due to

high mechanical stability and the thermal nature of electron emission [59]. By

accelerating the ions formed in the cavity waist towards the channeltron (e.g. by

applying negative voltage to the aperture) the ionization rate due to the infrared

laser can be estimated.

The polarizability α at 1560 nm is slightly lower than the static polarizability

due to missing vibrational contribution [51]. Measurements of thin films of C60
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found a static polarization of 85 Å3 and an estimated a vibrational contribution

of 2 Å3, which results in a polarizability of 83 Å3 for the near infra-red region.

A precise value for the static polarizability was measured to be 88.9 ± 0.9 ± 5.1

Å3 [60]. Therefore a value for α of 83 Å3 at 1560 nm seems to be a conservative

estimate. The polarizability αSI in SI-units reads

αSI = 4πε0α = 4πε0 · 83Å
3
. (4.3)

To calculate the molecular beam density we assume the pressure inside the oven

to equal the vapor pressure of the molecules. The fraction of molecules leaving

through the oven orifice is assumed to be small. The total number of particles

I leaving the orifice with area σ in forward direction per second and solid angle

reads [56]

I =
n0v̄σ

4π
, (4.4)

where v̄ is the mean velocity of a thermal gas at oven temperature T and n0 is

the particle density inside the oven. For an ideal gas this can be written in terms

of the vapor pressure p0 as

n0 =
N

V
=

p0

kBT
. (4.5)

Therefore 4.4 can be written as

I =
σp0

π
√

2πmkBT
= 8.39 · 1024 σp0√

M T

[
s−1 sr−1

]
, (4.6)

where M is the molecular weight in atomic units (amu). The vapor pressure can

be calculated from the empirical expression [53]

p0 = 108.28−9154/T [kPa] (730 < T < 990K) . (4.7)

The big advantage of C60 is the possibility to detected them by laser ionization

[52]. Therefore we are able to scan the molecular beam by shifting the laser beam.

Because of the small waist of the ionization laser (15µm) a high spatial reso-

lution can be achieved along the axis of the cooling cavity. The ionization laser

is a Verdi V10 by Coherent. It has 10 W optical power at a wavelength of 532

nm. The absorption cross section σabs of C60 at this wavelength is rather low
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Figure 4.19: Count rate plotted against the oven temperature. The red curve was simulated

by equation 4.6 and multiplied by a normalization constant.

(σabs = 2.89 · 10−22 m2) [58]. However, once a molecule has absorbed one photon

it is very likley to undergo a transition from singlet to triplet state [61]. The ab-

sorption cross section of a molecule in a triplet state can exceed the cross section

in a singlet state by one order of magnitude. This results in an uncertainty in

the absorption cross section due to laser power dependency.

The ionization energy Ei of C60 equals 7.6eV [59,62]. If a C60 molecule absorbs

a laser photon the energy is distributed rapidly over many degrees of freedom, i.e.

all rotational and vibrations states. However, one can heat the molecules stepwise

with several photons to high internal temperatures, where each molecule may emit

an electron6. The mean photon number n̄ absorbed by one molecule with velocity

v can be derived from equation 4.2.

Nabs =
2P

ωπ

σabs
~ν v

, (4.8)

6The molecule may also emit thermal photons [63]
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where the transit time τ was estimated to be ω/v. The probability to absorb n

photons is given by the Poissonian photon statistics P (n̄, n) = (n̄ne−n̄)/n!. The

probability pi for the ionization of a molecule can be written as [52]

pi(n̄) =
∞∑
n=0

P (n̄, n)(1− e−ki(Tv)τi). (4.9)

The rate constant for thermionic emission of an electron ki is given by

ki(Tv) = AiTve
− Ei

kBTv , (4.10)

where Tv is the intra molecular temperature. Inside the oven Tv of the molecules

is equal to the oven temperature. The absorption of n photons increases the

internal temperature by [59]

Tv[K] = 1000 +
(n · ~[eV]ω − (7.46− T0[eV])

0.01377
. (4.11)

The absorption of n photons does not increase the temperature by n ·~ω/kB but
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ionization
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Figure 4.20: Ionization probability as a function of the particle velocity. The ionization prob-

ability drops rapidly for higher velocity due to the shorter interaction times

with the ionization laser.

only by n · ~ω
kB 160

. This is an account of the fast energy distribution among the

many degrees of freedom [64]. However, the internal temperature is still changed
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by 170 K per absorbed photon. Therefore the molecule is heated until an electron

is boiled off. With equations 4.10, 4.11and 4.9 we are now able to calculate the

ionization probability for a C60 molecule with velocity v, see figure 4.20.
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Figure 4.21: Velocity distribution of the ionized particles. By multiplying the ionization prob-

ability (figure 4.20) with the Maxwell Boltzmann distribution one gets the ve-

locity distribution of the actually ionized particles.

The transverse cooling effect mediated by the cavities will be stronger for slow

particles due to the longer interaction times with the cavity fields. Therefore it

will be advisable for us to select particles with lower velocity to observe small

cooling effects more easily. Fortunately our detection scheme is strongly selec-

tive towards lower velocities, see figure 4.20. Hence the velocity distribution of

the ionized particles is the product of ionization probability and the Maxwell

Boltzmann distribution.

Figure 4.22 shows the measured count rate in dependence of the laser power.

The slowly dropping count rate at low laser power levels indicates the presence

of rather slow particles of the Maxwell Boltzmann distribution. This fact is not

self-evident, because slow particles are more likely to be hit from other molecules

while leaving the oven. This leads to a discrimination of low velocities in a

thermal beam. Additionally in the case of a long horizontal setup the very slow
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Figure 4.22: Measured count rate plotted against the ionization laser power. The black bars

indicate the standard error of the data point. The curve shows the typical non-

linear dependence on the laser power due to the thermal nature of ionization.

particles cannot be detected, because they drop to the ground before reaching

the detector.
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4.4 Self-Organization Threshold in Numbers

First we recall the self-organization threshold from section 2.2

P

ω2π
>
κkBTtc

ωp

V

N
(
α

ε0
)−2. (4.12)

Now we need to adapt this equation to our experiment and to reduce the number

of parameters. The mode volume V of a confocal cavity is given by

V =
Lπω2

0

3
, (4.13)

where ω0 is the waist of the confocal cavity and L the cavity length.

Furthermore we need an expression for the mean kinetic energy kB · Tt in the

direction of the cooling cavity axis. The maximum transverse velocity vt can be

d

effusive
oven

pump
cavity
waist

r

Figure 4.23

calculated by the geometry of the setup, see figure 4.23, which results in

vt = vl
r + ω

√
π

2d
, (4.14)

where vl is the longitudinal velocity and ω
√
π is the effective diameter of the

fundamental mode. We assume that all transverse velocities that hit the pump

beam are equally probable, which is equivalent to cos(θ) ≈ 1. Here, θ is the polar

angle of the cavity waist for a coordinate system situated in the center of the

oven. Therefore the mean square velocity (rms) v̄2
t is given by

v̄2
t =

1

2vt

∫ vt

−vt

v2dv =
v2
t

3
. (4.15)
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The molecules have the same longitudinal temperature, because of the small

angles. It equals the oven temperature and does not depend on the transverse

temperature. Hence, the rms longitudinal velocity vl can be expressed by the

oven Temperature T

v̄2
l =

8kBT

πm
. (4.16)

With the equations 4.14, 4.16 and 4.15 we are now able to write the transverse

Temperature Tt in terms of the oven temperature T

kBTt = kBT
(r + ω

√
π)2

12d2
. (4.17)

The particle number N inside the cooling cavity mode volume V can be obtained

easily by the total beam intensity, equation 4.6, times the solid angle of the cavity

mode intersection. The effective intersection area of the pumping cavity mode,

with waist ω, and the fundamental cooling cavity mode, with waist ω0, equals to

πωω0. For a start the confocality of the cooling cavity is neglected. The mean

transit time τ through the intersection reads

τ =

√
2m

kBT
ω̃, (4.18)

where ω̃ is the smaller of the two waists. Therefore ω̃ equals ω0. Hence the

particle number N in the cavity intersection is given by

N =
σp0

π
√

2πmkBT

πωω0

d2
τ. (4.19)

Finally we insert the obtained expressions 4.13, 4.17 and 4.19 into equation 4.12

Pc =

√
πcλ

144 E
ω

(r + ω
√
π)2

r2

(kBT )2

p0(T )

ε20
α2
. (4.20)

Now we want to minimize the critical pump power Pc. When neglecting that

the cooling cavity is confocal the optimal value of ω is ω0. The orifice radius r

should be sufficiently big to minimize (r+ω
√
π)2

r2
. The temperature dependence of

the critical pump power is shown in figure 4.24. For our experimental setup the

maximum achievable pumping power equals 5 ·104 W. For a temperature around

800 ◦C the self-organization threshold would therefore be reached.
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temperature [°C]

P (T) [W]C

Figure 4.24: The blue curve shows the critical pump power Pc. The red curve is the available

pump power inside the pumping cavity.

So far we have neglected the mode degeneracy of the confocal cooling cavity.

Transverse modes of the confocal cavity have a wider spatial extent, which results

in an effective waist that is about 10 times larger than the waist of the funda-

mental mode ω0. Therefore the pump waist ω can be chosen larger to illuminate

the bigger part of the effective cooling cavity waist. The mode degeneracy does

not only results in a larger waist, but also in an enhanced coupling strength Ueff .

Simulations in [28, 65] (cavity pump setup) observe that Ueff = MU0, where

M is the number of equal modes. Calculations in section 2.1 (transverse pump

setup) suggest that Ueff =
√
MU0. These scalings apply for the ideal case. In

realistic setups the line width κ of the higher order modes increases, which leads

to a reduced coupling strength. Nevertheless, every enhancement in the coupling

strength Ueff will lower the critical pump strength Pc quadratically.

Equation 4.20 is only valid for thermal effusive beams. It seems favorable to

evaporate substance at lower temperatures. A promising replacement for C60

would be Tryptophan, which offers a very high vapor pressure at temperatures

around 300◦C [66] 7. Carbon tetrachloride CCl4 or benzene derivates substituted

with several iodine atoms appear to be even more promising 8

Substances other than C60 cannot be ionized by green laser. Hence a quadrupole

7The boiling point of Trypthophan under normal pressure is 290◦C
8Unfortunately these substances are rather unhealthy.
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mass spectrometer (QMS) equipped with electron impact ionization has to be

used to detect these substances. This has, however, some disadvantages. Achiev-

ing the spatial resolution of the laser beam seems to be difficult and one would

have to abandon the beneficial velocity selection of laser ionization. In exchange

an improved signal to noise ratio due to the mass selectivity of the detection

could be achieved.
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Apart from transverse cavity cooling the interaction of molecules with cavities

may also be utilized to detect molecules. In the next section I will present a few

estimations for the detection and even for a velocity measurement of the interact-

ing particles. This detection scheme can be realized in the current experimental

setup.

Another future experiment shall implement longitudinal deceleration and cool-

ing of molecules, which is a prerequisite if one wants to trap them. Once the

particles are trapped and translationally cold, the internal degrees of freedom

may be cooled by a cavity cooling scheme as well. Cooling of internal degrees

of freedom will be especially important when considering quantum computation

utilizing polar molecules, because the molecules have to be prepared in their

rotational and vibrational (ro-vibronic) ground state.

5.1 Molecule Detection

A particle moving inside a cavity mode can have two effects on the cavity field.

On the one hand it shifts the resonance frequency of the combined system by U0.

On the other hand the particle can scatter light from a transverse pumping field

into the cavity mode. In principle, both effects can be used to detect a molecule.

However, it seems even more favorable to combine them in a coincidence scheme.

This means, if these both effects are measured both measured within a certain

time interval, the particle is detected. This can be advantageous with respect to

the signal to noise ratio.

The detection of single atoms with a high-finesse cavity was first observed in

1996 by Mabuchi et al. [67]. They observed single cesium atoms falling from

MOT through the cavity. The atoms were strongly coupled (U0 ≥ κ) to the
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cavity mode. Therefore the presence of the particle could shift the resonance by

more than a line width. This results in a transmission drop of over 50%, which

can be measured easily.

For our cooling cavity and a C60 molecule the frequency shift U0 equals only

4 ·10−3 Hz, which is eight orders of magnitude smaller than the cavity line width

κ. Therefore one would have to make incredible efforts to reduce all other sources

of noise to be sensitive enough to detect this frequency shift.

However, one particle illuminated by our pumping cavity scatters about 30

photons per second into the fundamental mode of the cooling cavity. Again it

is expected that the scattering rate into all cooling cavity modes is at least an

order of magnitude higher. A particle with a longitudinal velocity of 20 m/s has a

transit time through the cavities of 25 µs. Therefore one particle scatters 7.5·10−3

photons into all cooling cavity modes. For a convenient detection efficiency we

assume one scattered photon per transit will be adequate 1. To reach one scattered

photon per transit we would need a C60 molecule with a velocity of 1 m/s and a

pumping cavity waist of 40 µm. However, we hope for even better enhancement

due to the degenerate mode structure of the cooling cavity.

Molecule cavity thermometer

In section 2.3 we derived an expression for the cavity photon number in the

fundamental mode for one scattering particle, see equation 2.78.

|a|2 = η2 ∆2
C + κ2 + k2v2

2(κ2 + (∆C − kv)2)(κ2 + (∆C + kv)2)
(5.1)

Now one can measure the light power leaking out from one cavity mirror |a|2 κ
while varying the detuning ∆C , see figure 5.1.

The width or the displacement of the peaks provides us with information about

the particle’s velocity. The peaks are displaced from the center by ±k · v. For

kv < κ the two peaks merge to one broad peak. The width of this peak again can

be used to determine the particle’s velocity. Due to the low scattering rate single

photon sensitivity would be needed to measure the scattered light as a function

of detuning.

1This only holds for a light detection scheme with single photon sensitivity
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Figure 5.1: Photons emitted from the cavity as a function of the cavity deuning ∆C for a

particle velocity of zero (red curve) and 1 m/s (blue curve).

In our beam-type experiment one could measure the transverse velocity and

therefore the transverse temperature of the beam. By taking into account the

geometry of the setup the temperature of the oven could be determined as well.

Below the self-organization threshold the cavity field can only arise due to fluc-

tuations in the particle density. For Poissonian fluctuations this leads to to an

order parameter |O| ≈
√
N , where N is the particle number inside the cavity

mode. Summing up the N particles scatter N times the photons of a single par-

ticle [44, 45]. Figure 5.2 shows the emitted photons scattered from a molecular

beam, as described in 4.4, into the fundamental cooling cavity mode.

This cavity thermometer can also be used to measure the temperature of a

(thermal) cloud in a trap. Figure 5.3 shows the emission spectrum of the cavity

for a thermal cloud with temperature of 10 K and 1 K.

It seems especially promising to apply the proposed methods to large metallic

clusters due to their large polarizability (5 Å3 per atom).
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Figure 5.2: Scattered photons from a molecular beam at an oven temperature of T=600 ◦C

(blue curve) and T=800 ◦C (red curve). Nph denotes the number of photons

emitted from the cavity. The particle number inside the cavity was set to 106.
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Figure 5.3: Scattered photons of a thermal cloud with temperature T=1K (blue curve) and

T=10 K (red curve). Nph denotes the number of photons emitted by the cavity.

The particle number inside the cavity was set to 106.
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5.2 Longitudinal Cooling of Molecules

cool cavity

1. 2.

Figure 5.4: Longitudinal cooling of molecules with a Bow-Tie pumping cavity. Fast molecules

enter the cavity waist (1.). They scatter photons, which originate from the pump-

ing cavity, into the cooling cavity. Each scattered photon reduces the momentum

of the particles by ~kx. After passing through the cavity waists the molecules are

decelerated and also cooled, if the laser frequency is appropriately tuned (2.).

As already mentioned in section 3.2 one could use a Bow-Tie pumping cavity

to decelerate and cool the longitudinal temperature of molecules, see figure 5.4.

Photons, with momentum ~k from the pumping cavity are scattered into the

cooling cavity. On average the particle momentum p is reduced by ~kx for each

scattered photon, see figure 5.5. Here, kx is the vector component of k in the

direction of p.

p p´

1. 2.

Figure 5.5: A molecule with momentum p is illuminated by photons of the pumping cavity(1.).

Preferentially the molecule scatters the photons into the cooling cavity (2.). After

scattering a photon the momentum p is reduced on average by ~kx.
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Every particle moving through the cavity waists will be decelerated in the longi-

tudinal direction of the beam (cloud). By detuning the cavity to be resonant with

the scattered light from the faster particles, however, the molecular beam (cloud)

will also be cooled. In addition to longitudinal cooling the Bow-Tie pumping

cavity offers another advantage: Due to the standing wave of the pumping field

along the cooling cavity axis the self organization process can be supported with

a λ-periodicity. Combining this setup with a buffer gas cell [68] seems especially

promising, see figure 5.6.

1. 2.

cool cavity

3. 4.

buffer gas cell

Figure 5.6: Longitudinal cavity cooling combined with a buffer gas cell. By transiting a buffer

gas cell the molecules can be cooled down to below 5 K. Due to the deceleration

(cooling) force mediated by the cavities a small fraction of the particles will even

be trapped inside the cavity waist.

After transiting the buffer gas cell the particles will enter the cavities already at

temperatures below 5 K. Due to the longitudinal cooling forces some particles will

be trapped inside the cavity waist. Alternatively one can also combine the cavities

with different trapping techniques, see 5.3. However, by applying longitudinal

cavity cooling would be able to continuously load a trap. This cooling an

trapping scheme would similar to the very successful techniques available for

atoms. But much experimental effort still has to be invested to verify the validity

of these concepts.
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5.3 Trapping of Molecules

A few light molecular species with strong magnetic dipole moments can be trapped

in magnetic fields. These magnetic traps are usually situated in a cryogenic buffer

gas cell, which suffices for cooling the particles below the trap depth [69–71]. The

advantage of this scheme is its enormous trap depth (up to 3 K). However, the

lifetime of the particles inside the trap is strongly limited by inelastic collisions

with the buffer gas and other molecules, which can result in untrappable states

of the molecules.

Further cooling by means of evaporative cooling [11] relies on collisions. Until

now the relatively large inelastic cross sections for molecules have prohibited

evaporative cooling.

Polar molecules in low field seeking states (positive Stark effect) have also been

trapped in a minimum of a static electric field with trap depths up to 1 K [72,73].

However, molecules in low field seeking states are at risk of inelastic collisions,

which leads to untrappable states, again. Unfortunately all molecular ground

states and nearly all states of large molecules are high field seekers (hfs), i.e. they

seek a time-averaged maximum of the electric field. Only time dependent electric

fields can yield a maximum of the field in free space, which means that only traps

with varying electric fields can be utilized to trap hfs molecules and especially

large molecules.

Traps for hfs can be realized by slowly varying (≈ 1kHz) superpositions of

inhomogenous and homogenous eletric fields [74], by microwave fields [75] or

by off-resonant optical light fields. The potential energy Vtr of a particle with

polarizability α in a beam with intensity I is given by [76]

Vtr = −Re(α) I

2ε0c
. (5.2)

For a Gaussian laser beam with waist ω the intensity I is given by I = 2P
πω2 . For a

C60 molecule the trap depth Vtr in an antinode of our pumping cavity (5 · 104W )

would be Vtr/kB = 50mK. However, in the case of large molecules the continuous

absorption of photons will reduce the trapping time severely. Naturally, by using

molecules (clusters) with higher polarizabilities the trap depth can be even larger.
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5.4 Cooling Internal Degrees of Freedom

The internal degrees of freedom can be cooled by collisions (buffer gas or super-

sonic expansion) to about 1 K [56, 77]. One promising scheme to cool molecules

internally and externally to ultra-cold temperatures is evaporative cooling [78,79].

As already mentioned collisions are obligatory for this scheme. Therefore this

cooling methods works best for particles with large collisional cross sections that

are unlikely to undergo transitions to untrappable states due to inelastic colli-

sions.

Apart from evaporative cooling the internal degrees can also be cooled by

raman transitions 2 assisted by a cavity. Cavity cooling of internal degrees of

freedom was proposed in 2007 by Morigi et al. [81, 82]. By tuning a cavity to

resonance with a certain anti-stokes transition and off resonance with all stokes

transitions, one ro-vibronic state can be depopulated. The molecules are pumped

by photons that are far off resonant from the electronic transitions. The particle

can scatter light with the same frequency (Rayleigh peak), with higher frequency

(anti-Stokes lines) or with lower frequency (Stokes lines). When scattering with

higher frequency than the pumping light, internal energy is removed from the

particle. The energy difference between the pumping and scattered photon is

given by the difference between the initial and the final ro-vibrionic state.

First, one has to tune the high finesse cavity such that one mode is resonant to

the highest occupied ro-vibronic state. Then the pumping laser field is applied

and the state is depopulated. Afterwards the pumping field is switched off and

the cavity has to be detuned to the next transition. It is important that the

laser is switched off during detuning the cavity, otherwise the Stokes lines will be

enhanced unintentionally.

Raman transitions are two-photon processes, which obey the selection rule

∆J = 0,±2. Therefore particles with even (odd) rotational quantum number J

will end up in the electronic and vibrational ground state with J = 0 (J = 1).

This means, even ideally, only 50% of the molecules will end up in the absolute

ground state.

2An introduction to raman transitions is given in [80]
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frequency
anti-Stokes linesStokes lines

Rayleigh Peak

�FSR

Figure 5.7: Cavity cooling of internal degrees of freedom. The blue bars indicate the longi-

tudinal modes of the cavity spaced by νFSR. The red bars indicate frequencies

of raman transitions. Stokes lines have a lower frequency and anti-Stokes lines

a higher frequency than the Rayleigh peak frequency. For resting molecules

the frequency of the Rayleigh peak and the pumping frequency are equal. The

frequency comb formed by the cavity modes is shifted to be resonant to one

anti-Stokes line.

5.5 Quantum Computation with Molecules

One of the most exciting applications of ultracold molecules would be quantum

computation. Quantum computing with polar molecules was proposed by David

DeMille in 2002 [83, 84]. One can use the ground state |J = 0〉 and the first

excited rotational level |J = 1,Mj = 0〉 3 to encode a qubit. In the case of a polar

molecule the energy difference between the two levels depends on the external

electric field E (Stark effect). For E = 0 the energy splitting ~ω equals ~ω0, for

E 6= 0 ~ω = ~ω0 +DeffE. Deff is the difference between the dipole moments in

the two levels.

The molecules have to be trapped in an optical lattice with one molecule at

3Mj is the projection quantum number along the dipole axis
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V-

V+

strong
field

weak
field

optical lattice site

Figure 5.8: Quantum computation with polar molecules. The red arrows indicate one molecule

either in the up state (ground state) or in the down state (excited state). The

blue arrows indicate the electric field between charged metal plates.

each site. Additionally, one has to apply an inhomogeneous electric field with a

constant gradient along the lattice axis, see figure 5.8. Therefore, each lattice site

has a different energy splitting between the two states due to the linear change

of the electric field. Hence one can apply single qubit rotations on one desired

qubit by applying microwave photons with a frequency that fit the specific energy

splitting.

The electric field at a certain lattice site consists of the strong external gradient

field and also of the dipole field induced by the neighbor. Due to the different

dipole moments of the two states, the energy splitting depends on the state of

the neighboring molecules. Summing up one can choose to change the state of

a desired molecule in dependency of the state of the neighboring particle. This

suffices for quantum computation. The advantages of this quantum computation

scheme are the strong dipole-dipole interaction, the long lifetimes of excited ro-

tational states and that the transition frequencies are situated in the microwave

regime.

It has to be noted that the outlined experiment is quite complex and still far

away from its realization. By now various modifications of this scheme have been

proposed [85–90]. However, apart from using molecules as qubits one can also

think of using them for higher dimensional quidits states, which would be an

obvious step to utilize the rich internal structure of molecules [91–93].

90



6 Conclusions

In this diploma thesis I have presented the progress in the setup of a new cavity

cooling experiment, which is unique in its design features. A thorough year ago, I

started designing and constructing the experiment from an empty table. By now

the vacuum, the cavity setup and laser manipulation are fully functional and the

first measurements of the molecule-cavity interaction are about to begin.

At the heart of the experiment lies the high finesse (F ≈ 1.9 · 104) confocal

cavity. It was set up with a deviation of 6 µm from confocality (compared to 24

(28) µm in the x (y) direction in [16]) and contains a few thousands modes over

a frequency range of 100 MHz.

The aim of this experiment is to achieve the first cooling of complex molecules,

i.e. we search for a measurable reduction of the molecule’s transverse velocity. A

key feature to cooling is the collective enhancement provided in a self-organized

pattern (superradiance). By utilizing a suitably prepared molecular beam, low

transverse temperature concurrent with high particle density, the demanding re-

quirements for self-organization can be fulfilled. Apart from cooling the combi-

nation of a pumping cavity with a confocal cavity promises various applications

for the coherent manipulation of molecules.

Compared to existing cooling techniques for molecules, cavity cooling does not

rely on collisions and it is therefore conceptually not limited to the temperature

of a buffer gas. It may eventually lead to final temperatures below well 1 mK.

Additionally, by combining a longitudinal cavity cooling scheme with a trap,

continuous loading of the trap may be possible in an advanced version of the

setup.

In spite of the great interest in cold and ultracold molecules [84] cooling and

trapping schemes are sill rare. Therefore the experiment opens a window to a

new domain of future implementations of molecular cavity cooling.
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