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Foreword

When Joseph John Thomson discovered the electron in 1897 he could not have
imagined that he had become a member of the “great ancestors” who led the
foundations for the unimaginably wide and beautiful field of particle physics,
neither could he have imagined that the electron is only one member of the lep-
ton sector involving the electron’s “heavier relatives”, the muon and the tauon,
as well as the corresponding neutrinos whose masses are so small that they
withstood direct measurement up to now.

While the gauge bosons γ,W± and Z are manifestations of the mathematical
formalism of gauge field theories there is no successful explanation for the
fermion spectrum of the standard model. The search for a mathematical the-
ory describing the (currently known) 3 generations of fermions remained un-
successful within the 20th century, but there is hope that at least a little glance of
light is shed onto this problem at the beginning of the 21st century.
The most striking experimental fact is that while the mass ratios within one of
the fermion families (charged leptons, neutrinos, up-quarks, down-quarks) can
take enormous values like

mτ

me

∼ 3500

the couplings to the gauge fields are equal within a fermion family. This is why
one usually interprets the heavier members of a fermion family as the “heavy
relatives” of the lightest member. By now there is no satisfying explanation for
the existence of the three generations, which is outlined by Abraham Pais in a
very pointed way, when he writes about the muon:

The new punchline, ’There is a muon’, may have caused laughter in the
heavens, but man was, and still is, ignorant of the joke. What else was the
muon good for other than being the pion’s favorite decay product? To be
sure, the discovery of the electron had also been unexpected, but its uni-
versal use as an ingredient of the atomic periphery was recognized rapidly.

12



Foreword 13

The neutron, less of a surprise, made it possible almost at once to develop
theories of nuclear structure and β-decay. But the muon? Now, forty years
later, the divine laughter continues unabated.
[1], p.454f.

The only point of the standard model where a difference between the mem-
bers of a family is implemented in the Lagrangian is the Yukawa-coupling that
generates the fermion mass terms via spontaneous symmetry breaking. At this
point there occur connections to other measurable quantities - the fermion mix-
ing matrices UCKM and UPMNS .
The lepton mixing matrix UPMNS seems to be quite close to the so-called Harrison-
Perkins-Scott mixing matrix

UHPS =




√
2
3

1√
3

0

− 1√
6

1√
3

1√
2

1√
6

− 1√
3

1√
2


 .

The nice appearance of this matrix induced the idea of an underlying discrete
symmetry in the Lagrangian. In this work we will investigate Lagrangians of
the standard model extended by three right-handed neutrinos, and the con-
sequences of invariance under finite groups G for lepton masses and mixing
matrices are studied. The main part of this thesis will be the systematic analysis
of finite subgroups of SU(3). I hope that my analysis of these groups can act as
a toolkit for future model building.

A future discovery of an appropriate finite group that can describe lepton masses
and mixing will not solve the mystery of the three generations of fermions, but
maybe an appropriate symmetry group can give a hint on an underlying more
general theory that includes the present day standard model as a suitable limit.



Chapter 1
Introduction

1.1 The GWS-theory of electroweak interactions

The GWS-theory1 of electroweak interactions [2, 3, 4] is currently the most estab-
lished theory in particle physics. Experimentally it stands on firm ground, and
together with quantum chromodynamics it forms the standard model of parti-
cle physics - the currently best description of the microscopic world. However
the standard model has some missing features, for example it cannot describe
neutrino masses without being extended.

At first we will summarize the basic features of the GWS-model of electroweak
interactions.

1.1.1 The SU(2)I × U(1)Y -theory of electroweak interactions

The GWS-theory is a gauge theory based on the gauge group SU(2)I × U(1)Y .
I is called weak isospin, and Y is called weak hypercharge. The Lagrangian of the
SU(2)I × U(1)Y -theory is

LSU(2)I×U(1)Y
= −1

2
Tr(WλρW

λρ)− 1

4
BλρB

λρ +
∑

α=e,µ,τ

ψ̄αiγµDµψα (1.1)

with
Wλρ = ∂λWρ − ∂ρWλ + ig[Wλ,Wρ], Bλρ = ∂λBρ − ∂ρBλ.

Wλ(x) = W a
λ (x) τa

2
is the SU(2)I-gauge field, where {−i τa

2
}a=1,2,3 forms a basis

of the Lie algebra su(2). Bλ is the U(1)Y -gauge field.

1GWS = S.L. Glashow, S. Weinberg, A. Salam. [2, 3, 4]

14



1.1. The GWS-theory of electroweak interactions 15

1st Generation e− electron

νe electron neutrino

2nd Generation µ− muon

νµ muon neutrino

3rd Generation τ− tauon

ντ tauon neutrino

Table 1.1: The spin-1
2

fermions of the GWS-theory

Table 1.1 lists the fermions contained in the GWS-theory. The interaction be-
tween gauge bosons and fermions is described by the covariant derivative

Dµψα = (∂µ + igW a
µT a + ig′Bµ

Y

2
)ψα, (1.2)

where

T 1 =
1

2




0 1 0
1 0 0
0 0 0


 , T 2 =

1

2




0 −i 0
i 0 0
0 0 0


 , T 3 =

1

2




1 0 0
0 −1 0
0 0 0


 ,

and

Y =




YL 0 0
0 YL 0
0 0 YR


 , ψα =




ναL

αL

αR


 , DαL =

(
ναL

αL

)
.

T a correspond to τa

2
acting on the SU(2)I-doublet DαL. YL is the hypercharge of

ναL and αL, YR is the hypercharge of αR. The indices R and L label the left- and
right-handed chiral fermion fields. (See section C.4.)

SU(2)I-multiplets of the GWS-theory

Table 1.2 lists the SU(2)I-multiplets of the GWS-theory. Q = I3 + 1
2
Y is the

electrical charge.2

Gauge bosons in the SU(2)I × U(1)Y -theory

2We use the convention of [5] for the isospins and hypercharges of the multiplets.



16 Chapter 1. Introduction

Fermion multiplets I I3 Y Q

νeL

eL


,


νµL

µL


,


ντL

τL


 1

2
1
2

−1 0 left-handed doublets

eR, µR, τR 0 0 −2 −1 right-handed singlets

Table 1.2: SU(2)I-multiplets of the GWS-theory

W+
µ = 1√

2
(W 1

µ − iW 2
µ) W+ charged W-boson

W−
µ = 1√

2
(W 1

µ + iW 2
µ) W− charged W-boson

Zµ = W 3
µcosϑW −BµsinϑW Z Z-boson

Aµ = W 3
µsinϑW + BµcosϑW γ photon

Table 1.3: The gauge bosons of the SU(2)I × U(1)Y -theory

Table 1.3 lists the gauge bosons of the SU(2)I ×U(1)Y -theory. The definitions of
the gauge bosons contain the weak mixing angle ϑW .

cosϑW =
g√

g2 + g′2

Comparing the parts of the Lagrangian containing Aµ with the Lagrangian for
QED one finds

e = gsinϑW = g′cosϑW .

1.1.2 The Higgs-mechanism for the SU(2)I × U(1)Y -theory

The SU(2)I × U(1)Y -theory does not allow mass terms for the described parti-
cles (because these terms would break gauge invariance), which is of course a
severe problem. The well known solution to this problem is the so called Higgs-
mechanism [6, 7, 8, 9, 10].

In the standard model masses are generated through spontaneous symmetry
breaking of the SU(2)I × U(1)Y -gauge group by a Higgs doublet

φ =

(
φ1

φ2

)
,
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which is an SU(2)I-doublet consisting of two complex valued scalar fields φ1

and φ2. The Lagrangian reads

LHiggs = (Dµφ)†(Dµφ)− V (φ), (1.3)

where V (φ) is the well known Higgs potential

V (φ) = µ2ρ2 + λρ4 (1.4)

with
ρ2 = φ†φ and λ > 0, µ2 < 0.

V (φ) has a continuous set of minima φ0 which is characterized by

ρ2
0 = −µ2

2λ
.

For all possible φ0 are minimizers of V (φ) they are called the “vacua” of the
system. In fact when the system evolves to the ground state it will go to one of
the possible states φ0, which all have the same probability. This phenomenon
is what is meant by the term “spontaneous symmetry breaking”, because when
the system goes to a special ground state φ0 the symmetry is hidden.

The covariant derivative in (1.3) is given by

Dµφ = (∂µ + igW a
µ

τa

2
+ ig′Bµ

YH

2
12)φ, (1.5)

where YH is the hypercharge of the Higgs doublet φ.

Spontaneous symmetry breaking

The procedure of spontaneous symmetry breaking of gauge theories is the fol-
lowing:

The Higgs doublet φ, which has a non vanishing vacuum expectation value, is
replaced by a new field H via

φ = 〈0|φ|0〉+ H.

Therefore the vacuum expectation value of H is zero. Because of SU(2)I gauge
freedom φ can always be chosen to have the form

φ =

(
0

1√
2
(v + h)

)
, (1.6)
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with

〈0|φ|0〉 =

(
0
1√
2
v

)
, H =

(
0
1√
2
h

)
,

where h is a real valued scalar field with vacuum expectation value zero. This
gauge is called unitary gauge.

Gauge boson masses

Fixing YH = 1 and using the unitary gauge (which we indicate by an index u)
one gets

L(u)
Higgs =

1

2
(∂µh)(∂µh)+

+
g2

4
W+

µ W µ−(v + h)2 +
g2 + g′2

8
ZµZ

µ(v + h)2+

− 1

2
(2λv2)h2

[
1 +

h

v
+

1

4

(
h

v

)2
]

+
λv4

4
,

(1.7)

which leads to

m2
W =

g2v2

4
, m2

Z =
(g2 + g′2)v2

4
, m2

h = 2λv2

and the famous relation
mW

mZ

= cosϑW .

Fermion masses

The Higgs mechanism offers the possibility to describe massive fermions too.
For this purpose one introduces Yukawa-couplings between the fermions and the
Higgs doublets.

LYukawa = −
∑

α=e,µ,τ

cαᾱRφ†DαL + H.c., (1.8)

where cα are coupling constants.

Breaking the symmetry by φ 7→ 〈0|φ|0〉 + H and using the unitary gauge (1.6)
one gets mass terms for the fermions.

L(u)
Yukawa = −

∑
α=e,µ,τ

(
cαρ0√

2
ᾱα +

cαh√
2

ᾱα)
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Thus the fermion masses become

mα =
cαρ0√

2
mναL

= 0.

The absence of right-handed neutrino fields ναR and the simple structure of the
scalar sector, consisting of only one Higgs doublet, are the reasons for massless
neutrinos in the GWS-model.

1.1.3 The Lagrangian of the GWS-model

The Lagrangians considered so far build the GWS-theory of electroweak inter-
actions.

LGWS = LSU(2)I×U(1)Y
+ LHiggs + LYukawa (1.9)

LGWS = −1

2
Tr(WλρW

λρ)− 1

4
BλρB

λρ+

+ (Dµφ)†(Dµφ)− V (φ)+

+
∑

α=e,µ,τ

(ψ̄αiγµDµψα − cαᾱRφ†DαL − cαD̄αLφαR)

1.2 Neutrino masses and mixing

From the phenomenon of neutrino oscillations we know that at least two neutri-
nos are massive, and that the mass eigenstates |νm

i 〉 do not coincide with the
flavour eigenstates |να〉. (For further details we refer the reader to chapter 2 on
neutrino oscillations.) We are therefore looking for extensions of the standard
model.

1.2.1 The GIM-model

Both neutrino masses and lepton mixing can be described by a method similar
to the GIM-construction3 in the quark sector. For this purpose one adds three
right-handed neutrinos

ναR,

which would lead to the following model for lepton mixing, which we will refer
to as the GIM-model. Note that in this model neutrinos will be Dirac-particles.

να = ναL + ναR

3GIM = S.L. Glashow, J. Iliopoulos, L. Maiani. An excellent description of the GIM-
construction can be found in [11], the original work of GIM can be found in [12].
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Fermion multiplets I I3 Y Q

νeL

e′L


,


νµL

µ′L


,


ντL

τ ′L


 1

2
1
2

−1 0 left-handed doublets

e′R, µ′R, τ ′R 0 0 −2 −1 right-handed singlets

νeR, νµR, ντR 0 0 0 0 right-handed singlets

Table 1.4: SU(2)I-multiplets of the GIM-model

Adding right-handed neutrinos the fermion content of the model is given in
table 1.4. The Yukawa-couplings are

LGIM(cl)
Yukawa = −

∑

α,β=e,µ,τ

M cl
αβᾱ′Rφ†D′

βL + H.c., (1.10)

LGIM(ν)
Yukawa = −

∑

α,β=e,µ,τ

M ν
αβ ν̄αRφ̃†D′

βL + H.c., (1.11)

with φ̃ = iτ 2φ∗ and non-singular complex 3 × 3-matrices M cl and M ν . The
indices ν and cl stand for neutrinos and charged leptons. D′

αL =
(

ναL α′L
)T .

In the following we will frequently use the vectors

νL,R =




νeL,R

νµL,R

ντL,R


 , l′L,R =




e′L,R

µ′L,R

τ ′L,R


 .

The primed charged lepton fields α′L,R do not denote the standard model charged
fermion fields. It will later turn out that the fields α′L,R are linear combinations
of the standard model charged fermions αL,R. As a consequence the fields α′L,R

are not mass eigenfields.

Using the unitary gauge (1.6) one gets

LGIM(cl)(u)
Yukawa = − 1√

2
(v + h)l̄′RM cll′L + H.c.,

LGIM(ν)(u)
Yukawa = − 1√

2
(v + h)ν̄RM ννL + H.c.,

(1.12)

where Mν = v√
2
M ν and Mcl = v√

2
M cl are the Dirac mass matrices for the neutri-

nos and the charged leptons, respectively. To find the fermion masses one has
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to diagonalize the mass matrices Mν and Mcl such that all diagonal entries are
positive (because the masses must of course be positive). This can be managed
by the following theorem:

1.2.1 Theorem. Let M be a non-singular complex square matrix. Then there
exist unitary matrices U and V such that

M = V M̂U †,

where M̂ is diagonal, real and positive.

Proof. 4 Let M be a non-singular complex n × n-matrix. ⇒MM† is Hermitian
and positive. ⇒MM† is diagonalizeable and has only positive eigenvalues.

MM† = V M̂2V †,

with M̂ = diag(m1, ...,mn), mi ∈ R+.

Now we define
U † = M̂−1V †M.

U is unitary, because

U †U = M̂−1 V †MM†V︸ ︷︷ ︸
M̂2

(M̂−1)† = M̂−1M̂M̂M̂−1 = 1n.

⇒ V M̂U † = V M̂M̂−1V †M = M.

The procedure described in theorem 1.2.1 is called bidiagonalization of a non-
singular matrix.

Bidiagonalizing Mν and Mcl one gets

Mν = Vν




mν1 0 0
0 mν2 0
0 0 mν3


 U †

ν , Mcl = Vcl




me 0 0
0 mµ 0
0 0 mτ


 U †

cl

with unitary matrices Vν , Uν , Vcl and Ucl. After bidiagonalization one finds the
following mass terms:

Lν
mass = −ν̄RVνM̂νU †

ννL + H.c.,

Lcl
mass = −l̄′RVclM̂clU †

cll
′
L + H.c.

4This proof has been adapted from [11] (p.230f.).
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Defining the mass eigenfields

νm
R = V †

ν νR, νm
L = U †

ννL, lR = V †
cll
′
R, lL = U †

cll
′
L

one finds

L(ν)
mass = −ν̄m

R M̂ννm
L + H.c. = −mν1 ν̄

m
1 νm

1 −mν2 ν̄
m
2 νm

2 −mν3 ν̄
m
3 νm

3 ,

L(cl)
mass = −l̄RM̂cllL + H.c. = −meēe−mµµ̄µ−mτ τ̄ τ,

with νm = νm
L + νm

R and l = lL + lR.

The lepton mixing matrix

The neutrino flavour α is defined by the charged lepton α involved in produc-
tion/detection processes. The responsible part of the GWS-Lagrangian for de-
tection processes is the charged current Lagrangian

LCC = − g√
2
W−

λ l̄′LγλνL + H.c.

Rewriting this in terms of mass eigenfields one gets

LCC = − g√
2
W−

λ l̄Lγλ U †
clUν︸ ︷︷ ︸
U

νm
L + H.c. (1.13)

Thus all νm
iL contribute to the Lagrangian of the detection of a particular ναL

(which is done by detecting the corresponding charged lepton α).

This is why U = U †
clUν is called lepton mixing matrix. Often U is also called

PMNS-matrix5. It is the analogue to the CKM-matrix6 in the quark sector.

1.2.2 Mass hierarchies in fermion families

The origin of mass ratios of the different members of fermion families is one of
the most unexplored regions of particle physics. Currently there is no explana-
tion for the mass ratios of the standard-model fermions. Every successful model
will extend the standard-model of particle physics in a far-reaching way.

Let us now take a look on the masses and mass ratios (“hierarchies”) in the dif-
ferent fermion families. They are listed in table 1.5.7 Here we have defined the

5PMNS = Pontecorvo, Maki, Nakagawa, Sakata.
6Cabibbo-Kobayashi-Maskawa-matrix.
7Here u, d and s masses are “current quark masses”, c and b masses are the “running”

masses. The t mass was determined by direct observation of top events. There is much con-
troversy in defining quark masses. For further details see [13].
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Fermion family members mc2[MeV][13] mass ratio
up quarks u 1.5-3.3 1

c (1.27+0.07
−0.11) · 103 350-890

t (171.2± 2.1) · 103 51000-116000
down quarks d 3.5-6.0 1

s 104+26
−34 12-37

b (4.20+0.17
−0.07) · 103 690-1200

charged leptons e 0.510998910(13) 1
µ 105.658367(04) 206.7683
τ 1776.84(17) 3477

neutrinos ν1 < 2 · 10−6 unknown
ν2 < 2 · 10−6 unknown
ν3 < 2 · 10−6 unknown

Table 1.5: Masses and hierarchies of the standard-model fermions.

mass ratio as the mass of the particle over the mass of the lightest family mem-
ber. One can see that the mass ratios of the families are quite different, but the
most striking fact is that

mν

me

< 4 · 10−6,

while
mu

me

∼ 3− 6,
md

me

∼ 7− 12,

which points towards a completely different mechanism of mass generation for
neutrinos than the mechanism for mass generation in the quark sector. This is
one reason why alternatives to the GIM-construction are intensively studied today.
Two important proposals are

• radiative neutrino masses [5, 14]

• the seesaw mechanism. [5, 14, 15]

Another very important question is, whether neutrinos are Dirac or Majorana
particles. (For a discussion of Dirac and Majorana fields see appendix C.) For a
detailed discussion of Dirac and Majorana neutrinos see [14, 15, 16].

Let us mention that there exists a promising road to experimentally distinguish
between Dirac and Majorana-neutrinos, namely the so called neutrinoless double
beta decay [17, 18]:

(A,Z) → (A,Z + 2) + 2e−, (1.14)
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which is only possible if neutrinos have Majorana nature. Process (1.14) clearly
violates lepton number conservation. A possible candidate for a nucleus that
could decay via neutrinoless double beta decay is 76Ge:

76Ge → 76Se + 2e−.

The GERDA experiment [19, 20] searches for this process. Summaries describ-
ing other experiments on neutrinoless double beta decay can be found in [18,
21, 22].

Though the GIM-model itself may not be as promising as models involving Ma-
jorana neutrinos it provides the starting point to many other important models.
Allowing total lepton number violation one can add a Majorana mass term (see
appendix C) to the Lagrangian of the GIM-model, which automatically implies
Majorana nature for the neutrinos. In such models one has so-called Dirac-
Majorana mass terms (see [15]) which are ideal starting points for the seesaw
mechanism.

So far we have only taken a look onto the experimental results for the masses
of the standard model fermions. In the next chapter we will take a glance at
neutrino oscillations and the results of recent neutrino oscillation experiments.



Chapter 2
Neutrino oscillations and the lepton
mixing matrix

In this chapter we will consider neutrino oscillations and their connection to
neutrino masses and lepton mixing. An excellent review of this field can be
found in [23]. A summary of the current status of this field of research can be
found in [24].

Remark: In all the following considerations the rows of the mixing matrix U
are numbered by indices e, µ, τ instead of the numbers 1, 2, 3. This leads to
illustrative formulae like

νµL(x) = Uµjν
m
jL(x), etc.

2.1 Neutrino oscillations

Let us consider the Lagrangian for the charged current interactions again:

LCC = − g√
2
W−

λ l̄′LγλνL + H.c. = − g√
2
W−

λ l̄LγλUνm
L + H.c. (2.1)

The only way the neutrino flavour can be defined is via the corresponding
charged lepton in production and detection processes. This means:

A neutrino ν has flavour α if it is produced/detected in a CC-process in-
volving the charged lepton of flavour α.

Therefore from the Lagrangian for the CC-interactions we find

νL = Uνm
L

25
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for the left-handed neutrino flavour eigenfields. Let us now consider the field
operator for a massive Dirac neutrino:

νm
j (x) =

∑
s=1,2

∫
d3p

(2π)3
√

2E
[uj(p, s)bj(p, s)e

−ipx + vj(p, s)d
†
j(p, s)e

ipx].

(No summation over j.) The 1-neutrino mass eigenstate |νm
i 〉with 4-momentum

p and spin orientation s is given by

|νm
i 〉 = b†i (p, s)|0〉,

where |0〉 denotes the vacuum of the quantum field theory. Therefore we have to
consider the field operator ν̄m

j (x) for the creation of the 1-neutrino mass eigen-
state. Since ν̄L = U∗ν̄m

L we finally find

|να〉 = U∗
αj|νm

j 〉. (2.2)

This is the key formula that describes neutrino oscillations. The central idea of
neutrino oscillations is now the following:

Neutrinos are produced and detected as flavour eigenstates, but they prop-
agate as a coherent superposition of mass eigenstates.

The easiest description of neutrino oscillations involves the following assump-
tions:

• The states propagate in the vacuum1 in x-direction.

• All mass eigenstates contained in the coherent superposition have the

same energy E, but different momenta pj =
√

E2 −m2
j .

• Since all neutrinos that usually occur in nature are ultrarelativistic (E À
m), we use the ultrarelativistic limit

pj =
√

E2 −m2
j ' E − m2

j

2E
.

1The important effect of surrounding matter on neutrino oscillations was first studied by
Mikheyev, Smirnov and Wolfenstein [25, 26, 27, 28, 29]. For a detailed description of neutrino
oscillations in matter see [14]. Important remark: Matter effects are essential for the explanation
of the solar neutrino deficit [30] through neutrino oscillations.
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Let |να〉 be produced at (t, x) = (0, 0).

⇒ |να; t, x〉 = e−i(Ht−Px)|να〉 =
3∑

j=1

e−i(Et−pjx)U∗
αj|νm

j 〉 '

' e−iE(t−x)

3∑
j=1

e−i
m2

j x

2E U∗
αj|νm

j 〉.

The probability to find |νβ〉 at (t, x) = (t, L) is given by

Pνα→νβ
(L) = |〈νβ|να; t, L〉|2 '

∣∣∣∣∣
3∑

j=1

e−i
m2

j L

2E UβjU
∗
αj

∣∣∣∣∣

2

, (2.3)

which does not depend on t.

Pνα→νβ
has the following interesting properties:

• It depends only on the mass square differences ∆m2
ij := m2

i −m2
j .

• It shows oscillatory behaviour in L
E
⇒ neutrino oscillations.

• It is invariant under U 7→ DUD′ with diagonal phase matrices D and D′.

• It indicates a violation of the family lepton numbers.

2.2 The lepton mixing matrix

In the last section we found that the elements of the lepton mixing matrix (PMNS-
matrix) U are related to the observable effect of neutrino oscillations via equa-
tion (2.3). Therefore one can find the elements of U by performing neutrino
oscillation experiments. Before we list the results of previous oscillation exper-
iments we choose some standard conventions for the mixing matrix U .

According to [5] the unitary matrix U can be decomposed in the following way:

U = DU ′diag(eiρ, eiσ, 1),

where ρ, σ are real numbers, D is a diagonal phase matrix and

U ′ = U23U13U12
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with

U23 =




1 0 0
0 c23 s23

0 −s23 c23


 , U13 =




c13 0 s13e
−iδ

0 1 0
−s13e

iδ 0 c13


 ,

U12 =




c12 s12 0
−s12 c12 0

0 0 1


 , cij = cosθij, sij = sinθij.

⇒ U ′ =




c12c13 s12c13 s13e
−iδ

−s12c23 − c12s13s23e
iδ c12c23 − s12s13s23e

iδ c13s23

s12s23 − c12s13c23e
iδ −c12s23 − s12s13c23e

iδ c13c23


 . (2.4)

For the mixing angles θij we use the convention θij ∈ [0, π
2
]. δ ∈ [0, 2π) is a phase.

Note that δ is a physical phase, because in general it occurs in the oscillation
probability (2.3). δ is the analogue to the CKM-phase in quark mixing.

Let us now look at the matrices D and diag(eiρ, eiσ, 1). In the last section we
already found that the oscillation probability Pνα→νβ

is invariant under left and
right multiplication of U with diagonal phase matrices, therefore D and diag(eiρ, eiσ, 1)
can be discarded when one considers neutrino oscillations only.
In fact it turns out that D is not physical in the charged current interactions, be-
cause it can be absorbed into the charged lepton fields (consider the Lagrangian
for the CC-interactions (2.1)). The case is more complicated for the phase matrix
diag(eiρ, eiσ, 1). Here we have to consider two cases.

1. If neutrinos are Dirac particles, the phase matrix diag(eiρ, eiσ, 1) can be ab-
sorbed into the neutrino mass eigenfields, because all other parts of the
Lagrangian are invariant under νm

L 7→ diag(e−iρ, e−iσ, 1)νm
L .

2. If neutrinos are Majorana particles, the phase matrix diag(eiρ, eiσ, 1) can-
not be absorbed into the neutrino mass eigenfields, because the Majorana
mass term (see subsection C.5.2)

L(mass)
Maj. =

1

2
(νm

L )T C−1M̂ν
Maj.ν

m
L

is not invariant under νm
L 7→ diag(e−iρ, e−iσ, 1)νm

L , because this would cor-
respond to a transformation of the neutrino masses

m1 7→ e−2iρm1, m2 7→ e−2iσm2, m3 7→ m3,

and the new neutrino fields would not be mass eigenfields any longer.
Therefore ρ and σ are physical for Majorana neutrinos, and they are called
Majorana phases.
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2.3 Results of the recent neutrino oscillation experi-
ments

Before we list the results we have to explain some conventions again. Since the
numbering of the neutrino mass eigenfields is arbitrary, we have to choose a
convention. We use the convention of [14]:

m1 < m2 (∆m2
21 > 0), ∆m2

21 < |∆m2
31|.

Using this convention there are two possibilities for the neutrino mass spec-
trum, depending on the sign of ∆m2

31.

(a) Normal spectrum: m1 < m2 < m3.

(b) Inverted spectrum: m3 < m1 < m2.

Normal (a) and inverted (b) neutrino mass spectrum

The smallest mass square difference ∆m2
21 is important for solar neutrino oscilla-

tions [31], and is therefore also denoted as ∆m2
¯. The neutrino mass eigenstates

νm
1 and νm

2 are therefore sometimes referred to as the “solar pair”.
The largest mass square difference is important for atmospheric neutrino oscilla-
tions [31], and is therefore denoted as ∆m2

atm.
∆m2

atm = ∆m2
31 for the normal spectrum, and ∆m2

atm = ∆m2
23 for the inverted

spectrum.

Schwetz et al. give a summary of best fit results and errors from global neutrino
oscillation experiments in [32]. The results provided by [32] are shown in table
2.1.
From the quite high values for sin2θij for two of the mixing angles we see that in
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parameter best fit 2σ 3σ

∆m2
21 [10−5eV2] 7.65+0.23

−0.20 7.25− 8.11 7.05− 8.34

|∆m2
31| [10−3eV2] 2.40+0.12

−0.11 2.18− 2.64 2.07− 2.75

sin2θ12 0.304+0.022
−0.016 0.27− 0.35 0.25− 0.37

sin2θ23 0.50+0.07
−0.06 0.39− 0.63 0.36− 0.67

sin2θ13 0.01+0.016
−0.011 ≤ 0.40 ≤ 0.056

Table 2.1: Best fit values with 1σ-errors, 2σ- and 3σ-intervals for three-flavour
neutrino oscillation parameters from global data as given in [32]. The analysis
of Schwetz et al. is based on [33, 34, 35, 36, 37, 38].

contrast to the CKM-matrix UCKM the lepton mixing matrix U is very far from
the unit matrix [39].

Using the best fit values for sin2θij given in table 2.1 one can try to find analytic
expressions for the mixing matrix which are in agreement with the presented
experimental data. We will give two popular examples here.

2.3.1 The tribimaximal mixing matrix

So-called tribimaximal mixing, which was first suggested by Harrison, Perkins
and Scott in [40], is a very popular suggestion for lepton mixing, which is de-
scribed by the following assumptions:

• sin2θ12 = 1
3
, which is within the currently 2σ-bound (see table 2.1).

• sin2θ23 = 1
2
, which is within the currently 1σ-bound.

• sin2θ13 = 0, which is within the currently 1σ-bound.

For the mixing angles we get:

θ12 = arcsin
1√
3
, θ23 =

π

4
, θ13 = 0.

Inserting these values into expression (2.4) for the mixing matrix U ′ we find:

U ′ = UHPS =




√
2
3

1√
3

0

− 1√
6

1√
3

1√
2

1√
6

− 1√
3

1√
2


 ,
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which is also called Harrison-Perkins-Scott mixing matrix. (Remark: In the lit-
erature there occur different phase conventions for the rows and columns of
UHPS.)

2.3.2 Trimaximal mixing

Another interesting suggestion for lepton mixing is the so-called trimaximal mix-
ing pattern, which was suggested by Grimus and Lavoura in [41]. It is described
by the assumptions

|Ue2|2 = |Uµ2|2 = |Uτ2|2 =
1

3
.

Because the trimaximal mixing pattern is less restrictive than the tribimaximal
mixing assumption it offers interesting possibilities like Ue3 6= 0 and sin2θ23 6= 1

2
.

For more information on trimaximal mixing we refer the reader to [41].

2.3.3 A selection of important neutrino experiments

At last we want to list a selection of important neutrino experiments.

• SAGE [42] (radiochemical detector; measurement of solar neutrino flux)

• Superkamiokande [43] (Čerenkov detector; detection of solar and atmo-
spheric neutrinos)

• SNO [44, 45] (Čerenkov detector; detection of neutrinos from the sun and
other astrophysical neutrino sources)

• Amanda/IceCube [46] (Čerenkov detector; neutrino telescope, detection
of cosmic ray air showers)

• KamLAND [47] (scintillation detector; observation of reactor neutrinos)

• K2K [48, 49] (accelerator neutrino experiment)

• T2K [48, 50] (accelerator neutrino experiment)

• MINOS [51, 52] (accelerator neutrino experiment)

• OPERA [53] (accelerator neutrino experiment)

• MiniBooNE [54] (accelerator neutrino experiment)

• Borexino [38, 55] (scintillation detector; solar neutrinos)

• KATRIN [56] (determination of the absolute mass of electron neutrinos
through study of beta decay of 3H)
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Finite family symmetry groups

In the last chapter we found that the current experimental data on neutrino
oscillations allow interesting mixing patterns like tribimaximal mixing. If one
allows all matrices as lepton mass matrices it is no problem to construct mass
matrices that lead to a specific mixing matrix U . However, just finding a mass
matrix that allows a specific form of U does not tell us much about the physical
(and mathematical) principles that govern the phenomenon of lepton mixing.

The important question is therefore: Can we find a mathematical framework
that restricts the mass matrices and therefore the mixing matrix in a way such
that the experimental results can be reproduced within the current error bounds?

A promising road to answer this question is the idea of so-called finite family
symmetries, which we will explain now.

Consider a Yukawa-coupling of the form

LYukawa = −ā(Γjφj)b + H.c., (3.1)

where Γj are complex 3×3-matrices, φj are standard model Higgs doublets and
a, b are vectors of the form

a =




D′
e

D′
µ

D′
τ


 , b =




fe

fµ

fτ


 .

f denotes a specific type of chiral fermion field, and D are SU(2)I-doublets built
of two chiral fermion fields. In our analysis we concentrate on the lepton sector
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(extended by 3 right-handed neutrinos), thus

f = l′R, νR,

D′ =
(

νL

l′L

)
.

(In general one would have to include quarks too.) The basic idea is now to
consider a Yukawa-coupling that is invariant under a finite group G:

The Yukawa-coupling

LYukawa = −āφjΓjb + H.c.

is called invariant under a finite group G (or G-invariant), if there are
matrix representations Da, Db, Dφ of the group G such that LYukawa is
invariant under

a 7→ Daa, b 7→ Dbb, φ 7→ Dφφ.

Since the representations Da, Db of the finite group G act on vectors containing
all members of the family {fe, fµ, fτ} of a lepton type f , we call G a finite family
symmetry group.

Note that by introducing the Yukawa-coupling (3.1) we have automatically ex-
tended the scalar sector by an arbitrary number of standard model Higgs dou-
blets.

As we will see in chapter 4 in a G-invariant Yukawa-coupling the number of
Higgs doublets φi is not arbitrary, but restricted by the finite group G. Further-
more a finite group G restricts the possible matrices Γj , so G restricts the mass
matrix

M =

(
vj√
2
Γj

)†
,

where vj is defined via

〈0|φj(x)|0〉 =
1√
2

(
0
vj

)
.

Here we have made the following (important) assumption:

Let 〈0|φj|0〉 be the vacuum expectation value of the Higgs doublet
φj , then all vacuum expectation values 〈0|φj|0〉 have the form

〈0|φj(x)|0〉 =
1√
2

(
0
vj

)
,
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where vj is a constant complex number. This assumption leads to the
following geometrical interpretation: Let 〈0|φj(x)|0〉 be the vacuum
expectation values of φj , then all 〈0|φj(x)|0〉 are proportional to each
other, which means that, interpreted as vectors in C2, all 〈0|φj(x)|0〉
are parallel.

Note that this is an assumption. We have not analysed under which condi-
tions (on the generalized Higgs potential V (φ1, ..., φn)) this assumption is justi-
fied. If the assumption was not fulfilled, a nonvanishing first component uj of
〈0|φj(x)|0〉 would lead to charge breaking terms of the form

uj ν̄αLβR + H.c.,

which are clearly not invariant under U(1)EM (EM=electromagnetic). This prob-
lem has been studied for the 2-Higgs doublet model by Barroso, Ferreira and
Santos in [57] and by Maniatis et al. in [58].

Introducing G-invariant Yukawa-couplings in the lepton sector we find that a
chosen finite group G restricts

• the number of Higgs doublets,

• the structure of the mass matrices,

• the structure of the mixing matrix.

In the following chapter we will investigate the mathematical properties of G-
invariant Yukawa-couplings in detail.



Chapter 4
G-invariant Yukawa-couplings

Our aim is to develop a method for obtaining Yukawa-couplings which are in-
variant under a finite group G. To reach this goal we will first define the basic
objects that are needed. Then we will use the theory of finite groups to construct
and classify the possible G-invariant Yukawa-couplings for a given group G.

All needed group theoretical definitions and theorems can be found in appendix
A.

4.1 G-invariance of functions and Yukawa-couplings

4.1.1 Definition. Let G be a finite group and f : V1× ...×Vp → C(R) a map from
a Cartesian product of p vectorspaces over C to C(R). f is called invariant under
G or G-invariant, if there exist representations D1, ..., Dp of G on V1, ..., Vp such
that

f(D1(a)v1, ..., Dp(a)vp) = f(v1, ..., vp) (4.1)

∀vk ∈ Vk (k = 1, ..., p) and ∀a ∈ G.

We will now define the prototype of a Yukawa-coupling in an abstract math-
ematical form, for it is easier to investigate the mathematical properties of an
object, if one discards its physical origin for a while. We will breach the gap to
the Yukawa-couplings of particle physics in chapter 7.

4.1.2 Definition. Let Va ' Cna , Vb ' Cnb and Vφ ' Cnφ be finite-dimensional
vectorspaces. Let Γj (j = 1, ..., nφ) be complex na × nb-matrices. (We will use
the isomorphism of the vectorspaces Vi ' Cni to define matrix-multiplication,
transposition and complex conjugation. [A] denotes the matrix representation

35



36 Chapter 4. G-invariant Yukawa-couplings

of a linear operator A. In the case of vectors we will write a instead of [a] for the
matrix representation of a vector a.)
We define

YΓ : Va × Vb × Vφ → R (4.2)

YΓ(a, b, φ) = a†(Γjφj)b + b†(Γjφj)
†a. (4.3)

YΓ is called a Yukawa-coupling.

4.1.3 Proposition. Let YΓ : Va×Vb×Vφ → R be a G-invariant Yukawa-coupling,
and let Da, Db, Dφ be the corresponding representations of G on Va, Vb, Vφ.
If any representation of Da, Db, Dφ is reducible1, then YΓ can be decomposed
into a sum of G-invariant Yukawa-couplings acting on subsets of Va × Vb × Vφ

such that the corresponding representations of the new Yukawa-couplings are
irreducible.

Proof. W.l.o.g. let Da be reducible s.t. Da = D1
a ⊕ D2

a on Va = V 1
a ⊕ V 2

a . (Let
D1

a, D
2
a be irreducible.)

⇒ There exists a basis of Va s.t.

[Da] =

(
[D1

a] 0
0 [D2

a]

)
,

where 0 are appropriate null matrices.
In this basis we have

YΓ(Daa, Dbb,Dφφ) = a†[Da]
†(Γj[Dφ]jkφk)[Db]b + H.c. =

= (a†1[D
1
a]
†, a†2[D

2
a]
†)(Γj[Dφ]jkφk)[Db]b + H.c. =

= {(a†1[D1
a]
†, 0) + (0, a†2[D

2
a]
†)}(Γj[Dφ]jkφk)[Db]b + H.c. =

= YΓ((D1
aa1, 0), Dbb,Dφφ) + YΓ((0, D2

aa2), Dbb, Dφφ) =

= YΓ(a, b, φ) = Y 1
Γ (a1, b, φ) + Y 2

Γ (a2, b, φ),

where Y 1
Γ (a1, b, φ) and Y 2

Γ (a2, b, φ) are independent G-invariant Yukawa-cou-
plings acting on the subsets V 1

a × Vb × Vφ and V 2
a × Vb × Vφ of Va × Vb × Vφ.

The proof is easily extendable to all other cases of reducible representations oc-
curring in the transformation law of a general YΓ.

Having obtained proposition 4.1.3 we will only consider irreducible represen-
tations Da, Db, Dφ from now on.

1For the definitions of reducible and irreducible representations see definitions A.3.9 and
A.3.11.
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4.2 Properties of G-invariant Yukawa-couplings

The aim of the following considerations is to solve the following purely mathe-
matical problem:

Given G, Va, Vb, Da, Db, where Da, Db are irreducible, we want to find
Γ, Vφ and Dφ (irreducible) such that YΓ is G-invariant.

4.2.1 Proposition. Suppose G, Va, Vb, Vφ, Da, Db, Dφ are given (Da, Db, Dφ irre-
ducible, Va, Vb, Vφ vectorspaces over C), then YΓ is G-invariant if and only if

[Da(f)]†Γj[Dφ(f)]jk[Db(f)] = Γk ∀f ∈ G. (4.4)

Proof.

YΓ(Daa,Dbb,Dφφ) = a†[Da]
†(Γj[Dφ]jkφk)[Db]b + H.c. =

= yΓ(Daa,Dbb,Dφφ) + y∗Γ(Daa,Dbb, Dφφ),

where we have defined yΓ(a, b, φ) := a†(Γjφj)b.

yΓ G-invariant ⇒ y∗Γ G-invariant ⇒ YΓ G-invariant.

yΓ is G-invariant if and only if

[Da(f)]†Γj[Dφ(f)]jk[Db(f)] = Γk ∀f ∈ G.

Is it possible for YΓ to be G-invariant without fulfilling (4.4)? Well, on complex
vectorspaces the answer is no, for the following reason:

Define
y′Γ := a†([Da]

†Γk[Db][Dφ]kj)φjb.

and
α := yΓ − y′Γ.

⇒ Γj is a solution of equation (4.4) ⇔ α(a, b, φ) = 0 ∀a, b, φ. G-invariance im-
poses

0 = YΓ − Y ′
Γ =

= (yΓ + y∗Γ)− (y′Γ + y′Γ
∗) =

= (yΓ − y′Γ) + (yΓ − y′Γ)∗ = α + α∗.

α = yΓ − y′Γ = a†(Γj − [Da]
†Γk[Db][Dφ]kj︸ ︷︷ ︸
=:Γ̃j

)φjb.

It follows:
α + α∗ = a†(Γ̃jφj)b + b†(Γ̃jφj)

†a = 0 ∀a, b, φ. (4.5)

On complex vectorspaces Va, Vb, Vφ the only solution of (4.5) is Γ̃j = 0 ⇒ Γj fulfil
(4.4).
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Because Yukawa-couplings on real vectorspaces Va, Vb, Vφ are not appropriate
for particle physics, we will not consider G-invariant Yukawa-couplings with
Γj not fulfilling (4.4).

4.2.2 Definition. Let G be a finite group. A set of generators of G, i.s. gen(G), is
a subset of G s.t. every a ∈ G can be written as a product of elements in gen(G).
gen(G) always exists, but it is of course not unique. Clearly it is desirable to find
a set gen(G) that is as small as possible.

Example: G = Zn = {e 2πik
n }k=1,...,n, gen(G) = {e 2πi

n } ⇒ Zn has only one genera-
tor.

4.2.3 Proposition.

[Da(f)]†Γj[Dφ(f)]jk[Db(f)] = Γk ∀f ∈ gen(G)

⇒ [Da(f)]†Γj[Dφ(f)]jk[Db(f)] = Γk ∀f ∈ G.

Proof. To show: If the equation holds for r, s ∈ G, then it holds for rs ∈ G.

[Da(r)]
†Γj[Dφ(r)]jk[Db(r)] = Γk,

[Da(s)]
†Γj[Dφ(s)]jk[Db(s)] = Γk

⇒
[Da(rs)]

†Γj[Dφ(rs)]jk[Db(rs)] =

= [Da(r)Da(s)]
†Γj[Dφ(r)Dφ(s)]jk[Db(r)Db(s)] =

= [Da(s)]
†[Da(r)]

†Γj[Dφ(r)]jl[Dφ(s)]lk[Db(r)][Db(s)] =

= [Da(s)]
† [Da(r)]

†Γj[Dφ(r)]jl[Db(r)]︸ ︷︷ ︸
Γl

[Dφ(s)]lk[Db(s)] =

= [Da(s)]
†Γl[Dφ(s)]lk[Db(s)] = Γk.

For we will use them very often, we will name

[Da(f)]†Γj[Dφ(f)]jk[Db(f)] = Γk f ∈ gen(G), k = 1, ..., nφ (4.6)

the invariance equations for the Yukawa-coupling YΓ.
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4.3 Solving the invariance equations

We will now bring the invariance equations (4.6) into a form such that they can
be solved easily.

At first we notice that the invariance equations are linear in the unknown ma-
trices Γj . This is the key property that makes solving the equations surprisingly
simple.

4.3.1 Proposition. The invariance equations (4.6) can be interpreted as an eigen-
value problem of an nanbnφ × nanbnφ-matrix N . The numbers Γjkl can be inter-
preted as an nanbnφ-dimensional columnvector Γ, which is an eigenvector of N
to the eigenvalue 1.

NΓ = Γ.

Proof. This becomes clear, if we write the invariance equations in components:

[Dφ]ir[Da]
∗
js[Db]ktΓijk = Γrst.

The lefthand side of the above equation is a linear function of all Γijk, thus there
exists a matrix N s.t. the equation can be written as

NΓ = Γ

with

Γ =




Γ111

Γ112
...

Γ11nb

Γ121

Γ122
...

Γnφnanb




.

We will also give the explicit form of N . For the sake of clarity we will use the
abbreviations

[Da]
∗ =: A,

[Db] =: B,

[Dφ] =: Φ.

⇒ ΦirAjsBktΓijk = Γrst. (4.7)
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We read off N :

N =




Φ11A11B11 Φ11A11B21 ... Φnφ1Ana1Bnb1

Φ11A11B12 Φ11A11B22 ... Φnφ1Ana1Bnb2
...

...
Φ1nφ

A1naB1nb
Φ1nφ

A1naB2nb
... Φnφnφ

AnanaBnbnb


 .

4.3.2 Corollary. Construction of solutions of the invariance equations

1. Construct the matrix N(f) for all generators f ∈ gen(G).

2. Determine the eigenspace of N(f) to the eigenvalue 1.

3. Determine the intersection of the eigenspaces to find the common eigenspace
to the eigenvalue 1 of all N(f).

4. Determine a basis of the common eigenspace. Each basisvector is a solu-
tion of the invariance equations.

Proof. This follows directly from proposition 4.3.1.

4.4 Mathematical interpretation of Γj

In section 4.3 we gave a procedure that enables calculating the unknown matri-
ces Γj if one knows Dφ and Vφ. As stated earlier we want to find Γj , Vφ and Dφ

(irreducible) for given G, Va, Vb, Da, Db.
Investigating the solution to this more general problem one can find the mathe-
matical meaning of Γj - it are matrices of Clebsch-Gordan coefficients.

4.4.1 Proposition. Let Da, Db and Dλ be irreducible representations of a finite
group G, then Cλ

ijk (not all equal zero) are a solution of the invariance equations

[Dλ]ir[(D
−1
a )T ]js[(D

−1
b )T ]ktC

λ
ijk = Cλ

rst (4.8)

if and only if they are Clebsch-Gordan coefficients for the Clebsch-Gordan de-
composition2

Da ⊗Db =
⊕

λ

Dλ, Va ⊗ Vb =
⊕

λ

V λ

(see section A.8).
2See definitions A.8.3 and A.8.4.
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Proof. We first prove that the Clebsch-Gordan coefficients are solutions of the
invariance equations (4.8).

Let {ea
i }i and {eb

j}j be bases of Va and Vb, then the Clebsch-Gordan coefficients
define a basis transformation of a basis of Va ⊗ Vb to a basis {uλ

k}k of V λ:

uλ
j = Cλ

jkle
a
k ⊗ eb

l ,

such that
(Da ⊗Db)u

λ
j = Dλuλ

j .

(no summation over λ!) It follows

(Da ⊗Db)u
λ
j = (Da ⊗Db)(C

λ
jkle

a
k ⊗ eb

l ) = Cλ
jkl[Da]mk[Db]nle

a
m ⊗ eb

n =

= Dλuλ
j = [Dλ]sju

λ
s = [Dλ]sjC

λ
smne

a
m ⊗ eb

n.

⇒ Cλ
jkl[Da]mk[Db]nl = [Dλ]sjC

λ
smn/ · [D−1

a ]am[D−1
b ]bn

⇒ [Dλ]sj[(D
−1
a )T ]ma[(D

−1
b )T ]nbC

λ
smn = Cλ

jab.

The proof of the converse works similar. We start from equation (4.8):

[Dλ]ir[(D
−1
a )T ]js[(D

−1
b )T ]ktC

λ
ijk = Cλ

rst

⇒ [Dλ]irC
λ
ijk = [Da]js[Db]ktC

λ
rst/ · ea

j ⊗ eb
k

[Dλ]ir Cλ
ijke

a
j ⊗ eb

k︸ ︷︷ ︸
=:uλ

i

= [Da]js[Db]ktC
λ
rste

a
j ⊗ eb

k︸ ︷︷ ︸
Cλ

rst(Da⊗Db)(ea
s⊗eb

t)

⇒ Dλuλ
r = (Da ⊗Db)u

λ
r

⇒ uλ
r ∈ V λ ⇒ Cλ

rst are Clebsch-Gordan coefficients for

Da ⊗Db =
⊕

λ

Dλ, Va ⊗ Vb =
⊕

λ

V λ.

4.4.2 Corollary. Suppose G, Va, Vb, Da, Db are given (Da, Db irreducible, Va, Vb

vectorspaces over C). Let

(D−1
a )† ⊗ (D−1

b )T =
⊕

λ

Dλ, Va ⊗ Vb =
⊕

λ

V λ

be the Clebsch-Gordan decomposition of (D−1
a )† ⊗ (D−1

b )T , and let Γλ
jkl be the

Clebsch-Gordan coefficients.
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Then YΓλ(a, b, φ) (and their linear combinations) with Dφ = Dλ are the only
Yukawa-couplings that are invariant under

a 7→ Daa,

b 7→ Dbb,

φ 7→ Dφφ.

Proof. This follows from propositions 4.2.1 and 4.4.1.

We will later systematically analyse tensor products of irreducible representa-
tions. For the sake of efficiency it is helpful to think about the relation between
Da ⊗Db and Db ⊗Da.

4.4.3 Proposition. Let Da and Db be irreducible representations of a finite group
G, let Da ⊗Db =

⊕
λ Dλ be the Clebsch-Gordan decomposition, and let Cλ

ijk be
the Clebsch-Gordan coefficients. Then the Clebsch-Gordan decomposition of
Db⊗Da is the same as for Da⊗Db, and the Clebsch-Gordan coefficients Ĉλ

ijk for
Db ⊗Da are given by

Ĉλ
ijk = Cλ

ikj.

Proof. The Clebsch-Gordan decomposition can be calculated using a Hermitian
scalar product on the set of characters of the representations (→ proposition
A.5.6). Since the characters of Da ⊗Db and Db ⊗Da are equal, also the Clebsch-
Gordan decomposition must be the same.
Let u be an element of an invariant subspace of Va ⊗ Vb:

u = Cλ
ijke

a
j ⊗ eb

k.

It follows that
Cλ

ijk︸︷︷︸
bCλ

ikj

eb
k ⊗ ea

j

is an element of the corresponding invariant subspace of Vb ⊗ Va. ⇒ Ĉλ
ikj =

Cλ
ijk.



Chapter 5
The Clebsch-Gordan coefficients and
their calculation

In chapter 4 we saw that we will need Clebsch-Gordan coefficients to construct
G-invariant Yukawa-couplings. The aim of this chapter is to investigate some
of their properties and an efficient method for their calculation.

5.1 Important properties of Clebsch-Gordan coeffi-
cients

At first we notice that the Clebsch-Gordan coefficients are basis dependent, thus
it will be useful to know their transformation properties under basis change.

5.1.1 Proposition. Let Cijk be the Clebsch-Gordan coefficients for

Da ⊗Db = Dλ ⊕ ...

in a given basis. (The basis is determined by the matrix representations of the
operators Da, Db and Dλ.) Let the matrix Ci be defined by (Ci)jk = Cijk. Let
furthermore A,B, Φ be matrix representations of Da, Db and Dλ. Then under a
basis transformation

A 7→ A′ = S−1
A ASA,

B 7→ B′ = S−1
B BSB,

Φ 7→ Φ′ = S−1
λ ΦSλ

the Clebsch-Gordan coefficients transform as

Ci 7→ S−1
A Cm(S−1

B )T (Sλ)mi.

43
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Proof. The Clebsch-Gordan coefficients are the solutions of the invariance equa-
tions

Φir(A
−1)T

js(B
−1)T

ktCijk = Crst,

which are in matrix form

(A−1Ci(B
−1)T )Φir = Cr.

After a basis transformation the new Clebsch-Gordan coefficients C ′
r must fulfil

the invariance equations

(A′−1C ′
i(B

′−1)T )Φ′
ir = C ′

r.

Inserting the expressions for the new matrix representations we find

(S−1
A A−1SAC ′

iS
T
B(B−1)T (S−1

B )T )(S−1
λ )isΦsm(Sλ)mr = C ′

r,

from which follows

A−1(SAC ′
iS

T
B(S−1

λ )is︸ ︷︷ ︸
Cs

)(B−1)T Φsz = SAC ′
rS

T
B(S−1

λ )rz︸ ︷︷ ︸
Cz

.

Therefore
C ′

s = S−1
A Ci(S

−1
B )T (Sλ)is.

5.1.2 Proposition. Let [Da ⊗Db] and
⊕

λ[D
λ] be unitary matrix representations

of a finite group G with respect to a basis {ei}i of Va ⊗ Vb =
⊕

λ V λ, and let

Da ⊗Db =
⊕

λ

Dλ.

Let M be the matrix of basis change to the bases {uλ
j }j of the invariant subspaces

V λ, i.s.
Mei = ui.

(The components of M are the Clebsch-Gordan coefficients. To be exact we
should rather have written M [ei] = [ui], because we want M to be a matrix, not
an operator. [.] denotes matrix representation with respect to the basis {ei}i of
Va ⊗ Vb.) Let R =

⊕
λ[D

λ] be the reduced matrix representation of Da ⊗ Db in
the basis {ei}i, then

M−1[Da ⊗Db]M = R, (5.1)

and M is unitary.
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Proof.

M−1[Da ⊗Db]Mei = M−1[Da ⊗Db]ui =

= M−1Rjiuj = Rjiej = Rei.

We will now show that M is unitary.

(M−1[Da ⊗Db](g)M)† = R†(g) = R(g)−1 = R(g−1)

⇒ M †[Da ⊗Db](g
−1)(M−1)† = R(g−1)

Since equation (5.1) must be valid for every g ∈ G (so especially for g−1) it
follows M−1 = M †.

When we will later calculate Clebsch-Gordan coefficients we would like to choose
some kind of “standard form”, which is not possible, because of their basis
dependence. From proposition 5.1.2 we know that the matrix M of Clebsch-
Gordan coefficients can always be transformed to a unitary form. This does of
course not fix M uniquely, but it is better than choosing an arbitrary basis.

We will now proof some lemmata that will save us a large amount of work later.

5.1.3 Lemma. Let D1, D2, D
′
1, D

′
2, d1, d2 be irreducible representations of a finite

group G. Let dimd1 = dimd2 = 1, and let furthermore

D′
1 = d1 ⊗D1, and D′

2 = d2 ⊗D2.

Then the Clebsch-Gordan coefficients for D1 ⊗D2 and D′
1 ⊗D′

2 are equal.

Proof. Let M be the matrix of Clebsch-Gordan coefficients that reduces D1⊗D2.

M−1[D1 ⊗D2]M = R,

where R is a matrix representation of the reduced tensor product.

⇒ M−1[D′
1 ⊗D′

2]M = M−1[(d1 ⊗D1)⊗ (d2 ⊗D2)]M

= [d1] · [d2]M
−1[D1 ⊗D2]M = [d1] · [d2]R.

[d1] · [d2]R is the reduced form of the tensor product [D′
1 ⊗D′

2].

5.1.4 Lemma. Let M be the matrix of Clebsch-Gordan coefficients that reduces
the tensor product D1 ⊗D2 (D1, D2 irreducible), then M∗ reduces D∗

1 ⊗D∗
2.

Proof.
M−1[D1 ⊗D2]M = R ⇒ (M∗)−1[D∗

1 ⊗D∗
2]M

∗ = R∗.

Since R is block diagonal (reduced form), R∗ is block diagonal too.
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5.2 An algorithm for the calculation of Clebsch-Gordan
coefficients

5.2.1 Theorem. Diagonalizeability of normal matrices. Let A be a complex
n× n-matrix with AA† = A†A (such a matrix is called normal), then there exists
a unitary matrix S such that

S−1AS = diag(λi), λi ∈ C.

A is called unitarily diagonalizeable. As special cases we find that unitary and
Hermitian matrices are unitarily diagonalizeable.

The proof of this theorem can be found in [59] (p.271f).

5.2.2 Corollary. Let A be equivalent to a unitary matrix U , that means ∃T : A =
TUT−1, then A is diagonalizeable and has the same eigenvalues as U .

Proof. U = T−1AT . From theorem 5.2.1 we know that U is diagonalizeable, thus

diag(λi) = S−1US = S−1T−1ATS = (TS)−1A(TS).

Remark: In general TS is not unitary, thus A is not unitarily diagonalizeable.

We now have the tools for the development of a method for the construction of
Clebsch-Gordan coefficients.

5.2.3 Proposition. Let Da ⊗Db = Dλ ⊕ ... . The Clebsch-Gordan coefficients for
this decomposition can be obtained by the following procedure:

1. A := [D−1
a ]T , B := [D−1

b ]T , Φ := [Dλ]. Construct N(f) ∀f ∈ gen(G).

N :=




Φ11A11B11 Φ11A11B21 ... Φnφ1Ana1Bnb1

Φ11A11B12 Φ11A11B22 ... Φnφ1Ana1Bnb2
...

...
Φ1nφ

A1naB1nb
Φ1nφ

A1naB2nb
... Φnφnφ

AnanaBnbnb




2. Determine the eigenspace of N(f) to the eigenvalue 1.

3. Determine the intersection of the eigenspaces to find the common eigenspace
to the eigenvalue 1 of all N(f).
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4. Determine a basis of the common eigenspace. Each basisvector corre-
sponds to a set of Clebsch-Gordan coefficients via

Γ =




Γ111

Γ112
...

Γ11nb

Γ121

Γ122
...

Γnφnanb




.

Proof. This follows from propositions 4.3.1 and 4.4.1.

Applying this method in a calculation by hand is nearly impossible, because of
the large dimensions of the involved matrices and vectors. In fact it turns out
that for “complicated” generators f (containing elements as e

2πi
m and square

roots like
√

m) this method cannot directly be used with Mathematica 6 [60],
because the calculation of the eigenvectors to the eigenvalue 1, and also the
intersection of the eigenspaces would take extremely long. (In some tests Math-
ematica 6 did not give any result, even after 8 hours of computation.) So we
have to improve the algorithm. After many little improvements an efficient im-
plementation of the procedure described in proposition 5.2.3 was found.
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An efficient algorithm for the calculation of Clebsch-Gordan coefficients.

1. Let f1 be the first generator of G. We search for the eigenvectors of N(f1)
to the eigenvalue 1. This is done by calculating the kernel of N(f1) −
1nanbnλ

. In an arbitrary basis this will be an enormous amount of work,
but performing a special basis transformation one can make this problem
easily solveable.

a) Diagonalize A(f1), B(f1) and Φ(f1). This is possible, because repre-
sentations of finite groups are equivalent to unitary representations
(→ theorem A.3.7 and corollary 5.2.2).

b) Calculate the kernel of N(f1) − 1nanbnλ
. This is easy now, because in

the new basis most elements of N(f1)− 1nanbnλ
are zero.

c) Using the transformation properties of Clebsch-Gordan coefficients
(proposition 5.1.1) transform the kernel back to the previous basis.
So one obtains a set of linearly independent eigenvectors vi of N(f1)
to the eigenvalue 1.

2. Solve the equation
αi(N(f2)− 1nanbnλ

)vi = 0,

and define v′j = αivi for the different solutions αi. Then v′j are common
eigenvectors of N(f1) and N(f2) to the eigenvalue 1. Repeat this step for
all other generators of G. At the end one obtains the common eigenvectors
of N(fi) to the eigenvalue 1.

This algorithm works well in Mathematica 6 and gives results within a compu-
tation time of about 10 seconds (order of magnitude) for most groups we will
study in this work.

Remark: If one wants to find the Clebsch-Gordan coefficients in the “unitary
form”, one has to start with unitary representations A(fi), B(fi), Φ(fi). At the
end, when one constructs the matrix M (defined in proposition 5.1.2) one has to
normalize each column of M to make it unitary.

We will later list Clebsch-Gordan coefficients in the following form:

1. M has “unitary form”.

2. Let eij := ea
i ⊗ eb

i be basis vectors of Va ⊗ Vb, and let Da ⊗Db = Dλ ⊕ ... We
will give the Clebsch-Gordan coefficients for this decomposition by giving
the basis vectors of V λ:

uDa⊗Db

Dλ (i) = Cλ
ijkejk, i = 1, ..., nλ.



Chapter 6
The finite subgroups of SU(3)

The aim of this work is to systematically analyse finite family symmetry groups.
The idea of a systematic analysis of finite groups for application to particle
physics is not new. Consider for example the work of Fairbairn, Fulton and
Klink [61] on the application of finite subgroups of SU(3) in particle physics
and the analysis of Frampton and Kephart [62] who studied all finite groups of
order smaller than 32.

From proposition 4.1.3 we know that Yukawa-couplings

YΓ = a†(Γjφj)b + H.c.

that are invariant under

a 7→ Daa, b 7→ Dbb, φ 7→ Dφφ

split up into independent G-invariant Yukawa-couplings if one of the represen-
tations Da, Db, Dφ is reducible. Therefore Yukawa-couplings that are invariant
under the action of irreducible representations of a finite group G form the basic
building blocks of general G-invariant Yukawa-couplings.

Since every fermion family consists (to current knowledge) of 3 members we
will investigate G-invariant Yukawa-couplings where Da and Db are 3-dimen-
sional. Furthermore we will restrict ourselves to the special case of 3-dimensional
irreducible representations Da and Db. The central question is therefore:

Can we find all possible Yukawa-couplings that are invariant under the
action of 3-dimensional irreducible representations Da, Db of a finite group
G?

This problem is equivalent to the question for all possible Clebsch-Gordan co-
efficients for 3⊗ 3-tensor products of 3-dimensional irreducible representations

49
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of all finite groups.

This problem can be simplified using theorem A.3.7:

Every representation of a finite group is equivalent to a unitary representation.

Let now D be a 3-dimensional irreducible representation of a finite group G.
⇒ D(G) is isomorphic to a finite subgroup of U(3). It is therefore enough for
our purpose to find all 3-dimensional (faithful) irreducible representations of fi-
nite subgroups of U(3). Knowing all these irreducible representations one could
calculate the corresponding Clebsch-Gordan coefficients. This would lead to

• knowledge of all G-invariant Yukawa-couplings (invariant under irreduc-
ible Da, Db)

• the possibility to create a list of all possible Dirac mass matrices of mod-
els involving a G-invariant Yukawa-coupling (invariant under irreducible
Da, Db).

Unfortunately the finite subgroups of U(3) have (to our knowledge) not been
classified yet. The finite subgroups of SU(3) on the other hand were already
classified at the beginning of the 20th century by Miller, Dickson and Blichfeldt
in [63]. This work is therefore restricted to a systematic analysis of the finite
subgroups of SU(3).

In this chapter we will systematically list all known finite subgroups of SU(3).
Especially we will list all known finite subgroups of SU(3) that have three-
dimensional irreducible representations. For these subgroups we will either
derive the irreducible representations and calculate the Clebsch-Gordan coeffi-
cients, or we will list these properties giving the references where the desired
data can be found.

6.1 The non-Abelian finite subgroups of SU(3)

The finite subgroups of SU(3) have already been classified at the beginning of
the 20th century by Miller, Dickson and Blichfeldt in their textbook [63]. How-
ever, Miller et al. only classified the groups and listed their generators, but
they did not calculate character tables, tensor products or Clebsch-Gordan co-
efficients.

Fairbairn, Fulton and Klink were the first who studied the applications of finite
subgroups of SU(3) to particle physics [61]. In their paper [61] they listed char-
acter tables and generators for most of the finite subgroups of SU(3). From this
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paper there emerged a collaboration - let us call it FFK/BLW collaboration1 -
between two groups of physicists who studied the finite subgroups of SU(3) in
more detail.

This collaboration consisted of the participants Fairbairn, Fulton, Klink (FFK)
as well as Bovier, Lüling, Wyler (BLW). The main papers of this collaboration
are [61, 64, 65, 66].

Following [61] the finite subgroups of SU(3) can be divided into three different
types:

• Abelian finite subgroups of SU(3) (including all subgroups of U(1))

• Non-Abelian finite subgroups of SU(2) and SO(3)

• Non-Abelian finite subgroups of SU(3) that are not subgroups of SU(2)
or SO(3).

6.1.1 Lemma. All irreducible representations of Abelian groups are one-dimen-
sional.

Proof. Let D be an irreducible representation of an Abelian finite group G on a
vectorspace VD. It follows

D(a)D(b) = D(b)D(a) ∀a, b ∈ G.

Using Schur’s lemma (A.3.15) we see that D(b) = λ(b)id, λ : G → C. Since D is
irreducible [D(b)] = λ(b) (if [D(b)] = λ(b)1n, n > 1, it would be reducible), thus
VD is one-dimensional.

We are only interested in groups that have three-dimensional irreducible repre-
sentations, thus we can rule out all Abelian groups.

Now for the finite non-Abelian subgroups of SU(2). As it is commonly known
SU(2) is homomorphic to SO(3), the group of proper rotations in R3. Using this
fact one can construct all finite subgroups of SU(2) from the finite subgroups of
SO(3), which can be found in nearly every textbook on group theory. They are
a subset of the set of so-called point groups. The finite non-Abelian subgroups of
SO(3) are listed in table 6.1.

It turns out that for every finite subgroup G of SO(3), there exists a “double
cover” G̃ ⊂ SU(2) with ord(G̃) = 2ord(G).

1FFK/BLW = Fairbairn, Fulton, Klink/ Bovier, Lüling, Wyler.
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Type of subgroups Subgroup Symbol Order

Polyhedral groups tetrahedral group T 12

octahedral group O 24

icosahedral group I 60

Dihedral groups Dn, n ∈ N\{0} dihedral group Dn 2n

Table 6.1: Non-Abelian finite subgroups of SO(3) as given in [67].

The third kind of finite subgroups of SU(3) are the non-Abelian finite subgroups
of SU(3) that cannot be interpreted as finite subgroups of SU(2) or SO(3). These
are the groups investigated by the FFK/BLW collaboration. Fairbairn et al. list
the following groups in [61]:

• Σ(nφ), n = 36, 72, 216, 360

• Σ(m), m = 60, 168

• ∆(3n2), n ∈ N\{0, 1}
• ∆(6n2), n ∈ N\{0, 1}

It will turn out later that the group Σ(60) is identical with the icosahedral group
I which is a finite subgroup of SO(3), thus it is already included in the list
of finite subgroups of SO(3) and SU(2). Furthermore ∆(3 · 22) ' A4 ' T ,
∆(6 · 22) ' S4 ' O [68].

At this point the FFK/BLW collaboration started when Bovier, Lüling and Wyler
published their paper [64]. In this paper they claimed that some of the groups
they had considered in their earlier paper [65] are finite subgroups of SU(3) that
are not included in the list of FFK [61].
In the last step of the investigations of the collaboration Fairbairn and Fulton
found out that not all (but some) groups found by BLW in [64] are indeed new
subgroups of SU(3), which was published in [66]. BLW accepted the corrections
of Fairbairn and Fulton.
The analysis of Miller et al. [63] mentions two series (C) and (D) of groups that
were not further investigated by them. We will later see that the series ∆(3n2),
∆(6n2) and the new groups found by FFK/BLW form subsets of (C) and (D),
thus it is likely that there exist further new groups of the types (C) and (D) that
have not been investigated by FFK/BLW. We will analyse the new groups found
by FFK/BLW and the series (C) and (D) at the end of the chapter.
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Before we will start analysing the finite subgroups of SU(3) we will investigate
two types of Clebsch-Gordan decompositions that will play an important role
in the following.

6.2 Two important types of Clebsch-Gordan decom-
positions

Consider a 3-dimensional irreducible representation 3 of a finite group G, then
there are two basic forms of tensor products that can be formed using 3, namely

3⊗ 3 and 3⊗ 3∗.

Though the explicit type of irreducible representations contained in these ten-
sor products depends on the group one can make general statements about the
Clebsch-Gordan decompositions of 3⊗ 3 and 3⊗ 3∗.

6.2.1 Lemma. Let 3 be a 3-dimensional irreducible representation of a finite
group G, then the vector space V3 ⊗ V3 has a 3-dimensional invariant subspace
Va and a 6-dimensional invariant subspace Vs. Bases of the invariant subspaces
are given by

Va : ui = εijkej ⊗ ek,

Vs : ui = e(i) ⊗ e(i),

ui+3 = |εijk|ej ⊗ ek,

where {ej}j=1,2,3 is a basis of V3 and i = 1, 2, 3. If the resulting 3- and 6-di-
mensional representations corresponding to Va and Vs are irreducible we find a
Clebsch-Gordan decomposition of the form

3⊗ 3 = 3a ⊕ 6s. (6.1)

Proof. For the proof of this lemma we use proposition A.7.6, which states that
the symmetric and antisymmetric subspaces

Va := Span(e[i ⊗ ej]) dimVa =
n(n− 1)

2
,

Vs := Span(e(i ⊗ ej)) dimVs =
n(n + 1)

2

are invariant subspaces of V ⊗ V (dimV = n). Here dimV3 = 3, thus the sym-
metric subspace is invariant and 6-dimensional, so we have found V6. The re-
maining part of V3 ⊗ V3 must be V3, which turns out to be the antisymmetric
subspace. We will name the corresponding representations 3a and 6s.



54 Chapter 6. The finite subgroups of SU(3)

We can also read off the Clebsch-Gordan coefficients2 for the Clebsch-Gordan
decomposition (6.1):

Va : ui = εijkej ⊗ ek = Γijkej ⊗ ek ⇒ Γijk = εijk,

Vs : ui = e(i) ⊗ e(i) = Γijkej ⊗ ek ⇒ Γijk = δ(i)jδ(i)k,

ui+3 = |εijk|ej ⊗ ek = Γi+3jkej ⊗ ek ⇒ Γi+3jk = |εijk|.
Let us now explicitly construct 3a:

6.2.2 Proposition. Let 3⊗ 3 = 3a ⊕ 6s, then

3a = (det3)⊗ 3∗.

Note that det3 is a 1-dimensional representation of the finite group.

Proof. The (non normalized) Clebsch-Gordan coefficients for 3 ⊗ 3 → 3a are
given by

Γijk = εijk,

thus the corresponding invariance equations are (→ proposition 4.4.1)

Uir[(D
−1)T ]js[(D

−1)T ]ktεijk = εrst, (6.2)

where we have defined [3a] = U , [3] = D. Multiplying equation (6.2) by
[U−1]rp[(D

−1)T ]pz we find

[(D−1)T ]iz[(D
−1)T ]js[(D

−1)T ]ktεijk︸ ︷︷ ︸
det((D−1)T )εzst

= εrst [U−1]rp[(D
−1)T ]pz︸ ︷︷ ︸

[(DT U)−1]rz

Multiplication with εast (using εzstεast = 2δza) leads to

δza

detD
= [(DT U)−1]az,

which is in matrix form
U = detD · (D−1)T ,

thus
3a = (det3)⊗ (3−1)T .

Since (3−1)T is equivalent to 3∗ for representations of finite groups we can also
write

3a = (det3)⊗ 3∗.

2Remark: The coefficients listed here are not normalized. To obtain normalized Clebsch-
Gordan coefficients one has to construct the 9× 9-matrix M that reduces the matrix representa-
tion of the tensor product and normalize each column of M . For Va one would get Γijk = 1√

2
εijk

for example.
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For the case of 3⊗ 3∗ we use the following lemma:

6.2.3 Sublemma. Let D be an n-dimensional unitary irreducible representation
of a finite group G. Then

1√
n

ej ⊗ ej

spans a subspace of Cn⊗Cn which is invariant under D⊗D∗. (D shall be unitary
with respect to the orthonormal basis {ej}j of Cn.)

Proof. Let Dek = [D]mkem.

D ⊗D∗(
1√
n

ej ⊗ ej) =
1√
n

[D]kj[D
∗]mjek ⊗ em =

=
1√
n

([D][D]†)km︸ ︷︷ ︸
δkm

ek ⊗ em =
1√
n

ek ⊗ ek.

⇒ 1√
n
(ej ⊗ ej) is invariant under D ⊗D∗.

Using sublemma 6.2.3 on our problem here, we find that

u =
1√
3
(e11 + e22 + e33)

spans a 1-dimensional invariant subspace of V3 ⊗ V3∗ . The basis vectors of the
remaining subspace V8 can be obtained by extending u to an orthonormal basis
of C9. So we have found:

6.2.4 Lemma. Let 3 be a 3-dimensional irreducible representation of a finite
group G, then V3 ⊗ V3∗ has a 1-dimensional invariant subspace V1 and an 8-
dimensional invariant subspace V8. If the corresponding representations are
irreducible we have the Clebsch-Gordan decomposition

3⊗ 3∗ = 1⊕ 8.

6.3 The finite subgroups of SU(2) and SO(3)

At the beginning of our considerations about the finite subgroups of SU(2) we
should list some properties of SO(3) and its universal covering group SU(2).
These important relations and formulae may be well known to any reader fa-
miliar with quantum theory, therefore they are considered in appendix B. So we
will start with the definition of the so called “double covers” G̃ of G ⊂ SO(3).



56 Chapter 6. The finite subgroups of SU(3)

6.3.1 Proposition. Let

φ : SU(2) → SO(3)

e−iα~n·~σ
2 7→ e−iα~n·~T

be a group homomorphism of SU(2) on SO(3) (α ∈ R, ~n ∈ R3, ‖~n‖ = 1, (T i)jk =
1
i
εijk). If G is a finite subgroup of SO(3), ord(G) = g, then there exists a subgroup

G̃ of SU(2), ord(G̃) = 2g s.t.
φ(G̃) = G.

We call G̃ the double cover of G.

Proof. φ is a surjective group homomorphism that is “2 to 1” (see appendix B),
therefore the proposition is true.

6.3.2 Proposition. Let C̃ be a conjugate class of G̃, then φ(C̃) is a conjugate class
of G.

Proof. Every conjugate class can be constructed from a particular element of the
group. Let C̃ be the conjugate class containing the element ã.

C̃ = {ũãũ−1}ũ∈G̃ ⇒ φ(C̃) = {uau−1}u∈G,

therefore φ(C̃) is the conjugate class of G containing a = φ(ã).

6.3.3 Corollary. Let ã ∈ G̃ s.t. φ(ã) = a ∈ G, and let Ca be the conjugate class of
G that contains a. Then to every conjugate class Ca of G, there exist the conjugate
classes Cã and C−ã of G̃.

Proof. This follows from proposition 6.3.2 and the fact that φ(±ã) = a.

6.3.4 Theorem. Let D be an irreducible representation of a finite subgroup G of
SO(3). Then D̃ = D ◦ φ is an irreducible representation of G̃.

Proof. G̃ is homomorphic to G, and G is homomorphic to D(G), therefore G̃ is
homomorphic to D(G) = D ◦ φ(G̃), thus D ◦ φ is a representation of G̃.
To show the irreducibility we use proposition A.5.4 : D is irreducible if and only
if (χD, χD) = 1

ord(G)

∑
a∈G χD(a)∗χD(a) = 1.

We will now show (χD, χD)G = (χD̃, χD̃)G̃, which proves the theorem.

Using χD̃(ã) = χD̃(−ã) = χD(φ(±ã)) we find:

(χD̃, χD̃)G̃ =
1

2ord(G)

∑

ã∈G̃

χ∗
D̃
(ã)χD̃(ã) =

=
1

2ord(G)
2
∑
a∈G

χ∗D(a)χD(a) = (χD, χD)G.
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6.3.1 The tetrahedral group T

The tetrahedral group T [67, 69, 70, 71, 72, 73, 74] is the smallest non-Abelian
finite subgroup of SO(3). It belongs to the polyhedral groups, which are groups
of rotations that map the Platonic solids onto themselves. Table 6.2 lists the
polyhedral groups and the subgroups of Sn isomorphic to them. (The table is
taken from [72].)

Platonic solids Group Isomorphic subgroup of Sn

Tetrahedron T A4

Octahedron, cube O S4

Dodecahedron, icosahedron I A5

Table 6.2: The Platonic solids and their corresponding rotation symmetry
groups. [72]

T is isomorphic to A4, which is the set of even permutations (=product of an
even number of transpositions) of four objects. A4 has two generators, for ex-
ample one can take [71]

S = (1 4)(2 3) T = (1 2 3).

(For explanations about definitions and notations of permutations see section
A.1.) Forming products of S and T one finds

A4 = {E, T, S, T 2, ST, TS, ST 2, T 2S, T 2ST, TST 2, TST, STS}

and the conjugate classes

CE = {E},
CS = {S, TST 2, T 2ST},
CT = {T, ST, TS, STS},
CT 2 = {T 2, TST, T 2S, ST 2}.

E always denotes the identity element. Since there are four conjugate classes
there are four non-equivalent irreducible representations (theorem A.6.12). The
dimensions of these representations must fulfil (theorem A.6.3)

n2
1 + n2

2 + n2
3 + n2

4 = ord(A4) = 12.
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The only solution (up to label exchange) is

n1 = n2 = n3 = 1, n4 = 3.

We will now construct a four-dimensional representation of A4, which will be
reducible to a one-dimensional and a three-dimensional irreducible representa-
tion.

S = (1 4)(2 3) =

(
1 2 3 4
4 3 2 1

)
⇒ Ŝ :=




0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0




Since

Ŝ




x1

x2

x3

x4


 =




x4

x3

x2

x1


 =




xS(1)

xS(2)

xS(3)

xS(4)


 ,

Ŝ is a four-dimensional matrix representation of S ∈ A4. Similarly we get

T̂ :=




0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1


 .

Ŝ and T̂ have a common eigenvector u1 to the eigenvalue 1. We construct an
orthonormal basis consisting of u1 and other eigenvectors of Ŝ:

u1 =
1

2




1
1
1
1


 , u2 =

1

2




1
−1
−1
1


 , u3 =

1

2




1
1
−1
−1


 , u4 =

1

2




1
−1
1
−1


 .

U :=
(
u1 u2 u3 u4

)
,

Ŝ ′ := UT ŜU =




1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1


 , T̂ ′ := UT T̂U =




1 0 0 0
0 0 0 −1
0 −1 0 0
0 0 1 0


 .

We have found two irreducible representations (irreducibility can be checked
by calculating characters and testing whether (χD, χD) = 1.):

1 : S 7→ 1, T 7→ 1; 3 : S 7→



1 0 0
0 −1 0
0 0 −1


 , T 7→




0 0 −1
−1 0 0
0 1 0


 (6.3)
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A4 CE(1) CS(3) CT (4) CT 2(4)

1 1 1 1 1

1’ 1 1 ω ω2

1” 1 1 ω2 ω

3 3 −1 0 0

Table 6.3: The character table of A4.

Using the fact that S2 = T 3 = E we can easily guess the other one-dimensional
non-equivalent representations:

1′ : S 7→ 1, T 7→ ω; 1′′ : S 7→ 1, T 7→ ω2,

where ω = e
2πi
3 . One can now also obtain the character table by taking traces.

(The numbers in brackets denote the numbers of elements in the conjugate
classes. For example CS(3) means that the conjugate class containing S has
three elements.)

We will now use the character table to calculate the tensor product 3⊗ 3 for A4.

6.3.5 Lemma. Let D(α) be an irreducible representation of a finite group G. The
number of times bα the irreducible representation D(α) is containend in a tensor
product Da ⊗Db is given by

bα = (χD(α) , χa · χb).

Proof. From proposition A.5.6 we know bα = (χD(α) , χDa⊗Db
), and from proposi-

tion A.7.5 we know χDa⊗Db
= χDa · χDb

.

Using sublemma 6.3.5 and the character table 6.3 we find

(χ1, χ
2
3) = (χ1′ , χ

2
3) = (χ1′′ , χ

2
3) = 1, (χ3, χ

2
3) = 2,

thus
3⊗ 3 = 1⊕ 1′ ⊕ 1′′ ⊕ 3⊕ 3.

From equation (6.3) we see that all representations of A4 are real, especially
3 = 3∗. We can now use lemmata 6.2.1 and 6.2.4 to find that

3⊗ 3 = 3⊗ 3∗ = 1⊕ 8 = 3a ⊕ 6s
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1 and 3a = 3∗ = 3 are irreducible, and from section 6.2 we already know basis
vectors of the invariant subspaces of V3 ⊗ V3 corresponding to them. Normaliz-
ing them we find (using the abbreviation eij = ei ⊗ ej):

1 : u =
1√
3
(e11 + e22 + e33),

3a : u1 =
1√
2
(e23 − e32),

u2 =
1√
2
(−e13 + e31),

u3 =
1√
2
(e12 − e21).

The basis vectors of the invariant subspaces V1′ and V1′′ can be obtained by calcu-
lating the Clebsch-Gordan coefficients using the algorithm developed in chapter
5. An example for a Mathematica 6-implementation of this algorithm (used on
the group Σ(36φ)) can be found in appendix D. One finds

1′ : u =
1√
3
(ω2e11 + ωe22 + e33),

1′′ : u =
1√
3
(ωe11 + ω2e22 + e33).

Extending the found basis of V1⊕V1′⊕V1′′ to a basis of V6s
= Vs (→ lemma 6.2.1)

one finds the remaining basis vectors of V3 ⊗ V3:

3 : u1 =
1√
2
(e23 + e32),

u2 =
1√
2
(e13 + e31),

u3 =
1√
2
(e12 + e21).

We have now obtained bases of all invariant subspaces of V3⊗V3. The results are
shown in table 6.4. As already mentioned at the end of chapter 5 we will always
list Clebsch-Gordan coefficients by showing the corresponding basis vectors of
the invariant subspaces:
Let eij := ea

i ⊗ eb
i be basis vectors of Va ⊗ Vb, and let Da ⊗Db = Dλ ⊕ ... . We will

give the Clebsch-Gordan coefficients for this decomposition by giving the basis
vectors of V λ:

uDa⊗Db

Dλ (i) = Cλ
ijkejk, i = 1, ..., nλ.
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A4 3⊗ 3 CGC

1 u
3⊗3
1 = 1√

3
e11 + 1√

3
e22 + 1√

3
e33 Ia

1’ u
3⊗3
1’ = ω2√

3
e11 + ω√

3
e22 + 1√

3
e33 Ib

1” u
3⊗3
1” = ω√

3
e11 + ω2√

3
e22 + 1√

3
e33 Ic

3a u
3⊗3
3 (1) = 1√

2
e23 − 1√

2
e32 IIIa(1,−1)

u
3⊗3
3 (2) = − 1√

2
e13 + 1√

2
e31

u
3⊗3
3 (3) = 1√

2
e12 − 1√

2
e21

3 u
3⊗3
3 (1′) = 1√

2
e23 + 1√

2
e32 IIIa(1,1)

u
3⊗3
3 (2′) = 1√

2
e13 + 1√

2
e31

u
3⊗3
3 (3′) = 1√

2
e12 + 1√

2
e21

Table 6.4: Clebsch-Gordan coefficients for 3⊗ 3 of A4.

(Though it is incorrect we will use the term “Clebsch-Gordan coefficients” when
we label the lists of these basis vectors.) At the end of this chapter we will
develop a list of different “types of Clebsch-Gordan coefficients”, which are
labeled by Roman numerals. We will also indicate these types in the tables
of Clebsch-Gordan coefficients (in the column named “CGC”). For the exact
meaning of these types see section 6.5 (especially table 6.42).

6.3.2 The double cover of the tetrahedral group T̃

The double cover of T is isomorphic to Ã4. To construct Ã4 we have to find its
generators. For this purpose we use theorem B.1.4 and proposition B.1.2 . In the
three-dimensional representation of A4 we had

S 7→



1 0 0
0 −1 0
0 0 −1


 , T 7→




0 0 −1
−1 0 0
0 1 0


 .

We will now construct a corresponding representation of Ã4. Let R(α,~n) :=

e−iα~n·~T and U(α,~n) := e−iα~n·~σ
2 .




1 0 0
0 −1 0
0 0 −1


 = R(αS, ~nS) ⇒ αS = π, ~nS =




1
0
0


 .
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Thus a generator of Ã4 is

S := U(αS, ~nS) =

(
0 −i
−i 0

)
.

For T we find αT = 2π
3

, ~nT = 1√
3




1
−1
−1




⇒ T := U(αT , ~nT ) =
1

2

(
1 + i 1− i

−(1 + i) 1− i

)
.

Knowing the generators, noticing S2 = T 3 = −12, we can write down all 24
elements of Ã4.

Ã4 = { ± E,±T,±S,±T 2,±ST,±TS,±ST 2,

± T 2S,±T 2ST,±TST 2,±TST,±STS}

The conjugate classes are

CE = {E},
C−E = {−E},
CS = C−S = {±S,±TST 2,±T 2ST},
CT = {T,−ST,−TS,−STS},
C−T = {−T, ST, TS, STS},
CT 2 = {T 2, TST, T 2S, ST 2},
C−T 2 = {−T 2,−TST,−T 2S,−ST 2}.

There are 7 conjugate classes, thus there are 7 non-equivalent irreducible repre-
sentations. The only solution (up to label exchange) of

7∑

k=1

n2
k = 24

is
n1 = n2 = n3 = 1, n4 = n5 = n6 = 2, n7 = 3,

which is not surprising since the irreducible representations of A4 remain, and
the new representation 2 is also irreducible. Thus the irreducible representa-



6.3. The finite subgroups of SU(2) and SO(3) 63

Ã4 CE(1) C−E(1) CS(6) CT (4) C−T (4) CT 2(4) C−T 2(4)

1 1 1 1 1 1 1 1

1’ 1 1 1 ω ω ω2 ω2

1” 1 1 1 ω2 ω2 ω ω

2 2 −2 0 1 −1 −1 1

2’ 2 −2 0 ω −ω −ω2 ω2

2” 2 −2 0 ω2 −ω2 −ω ω

3 3 3 −1 0 0 0 0

Table 6.5: The character table of Ã4.

tions of Ã4 are:

1 : S 7→ 1, T 7→ 1,

1′ : S 7→ 1, T 7→ ω,

1′′ : S 7→ 1, T 7→ ω2,

2 : S 7→ S, T 7→ T,

2′ : S 7→ S, T 7→ ωT,

2′′ : S 7→ S, T 7→ ω2T,

3 : S 7→



1 0 0
0 −1 0
0 0 −1


 , T 7→




0 0 −1
−1 0 0
0 1 0


 .

Using the character table 6.5 one can calculate the tensor products. 3⊗3 remains
completely unchanged, and since all representations occurring in 3 ⊗ 3 are the
same as in the case of A4, also the Clebsch-Gordan coefficients are the same.

6.3.3 The octahedral group O

O is isomorphic to S4, which is treated in [75, 76]. We repeat here the conjugate
classes, generators and representations given in [75], and calculate the character
table and Clebsch-Gordan coefficients using this data.
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S4 CE(1) CS(6) CS2(3) CT (8) CST 2(6)

1 1 1 1 1 1

1’ 1 −1 1 1 −1

2 2 0 2 −1 0

3 3 −1 −1 0 1

3’ 3 1 −1 0 −1

Table 6.6: The character table of S4.

The conjugate classes are

CE = {E},
CS2 = {S2, TS2T 2, S2TS2T 2},
CT = {T, T 2, S2T, S2T 2, STST 2, STS, S2TS2, S3TS},
CST 2 = {ST 2, T 2S, TST, TSTS2, STS2, S2TS},
CS = {S, TST 2, ST, TS, S3, S3T 2},

where S and T are generators of S4 fulfilling S4 = T 3 = E, ST 2S = T . The
irreducible representations are

1 : S 7→ 1, T 7→ 1,

1′ : S 7→ −1, T 7→ 1,

2 : S 7→
(−1 0

0 1

)
, T 7→ −1

2

(
1

√
3

−√3 1

)
,

3 : S 7→


−1 0 0
0 0 −1
0 1 0


 , T 7→




0 0 1
1 0 0
0 1 0


 ,

3′ : S 7→



1 0 0
0 0 1
0 −1 0


 , T 7→




0 0 1
1 0 0
0 1 0


 .

Knowing the non-equivalent irreducible representations and the conjugate classes
we can construct the character table 6.6.
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From the character table we can calculate:

3⊗ 3 = 1⊕ 2⊕ 3⊕ 3′,
3⊗ 3′ = 1′ ⊕ 2⊕ 3⊕ 3′,
3′ ⊗ 3′ = 1⊕ 2⊕ 3⊕ 3′.

Looking at the matrix representations of the generators S and T we find

3 = 3∗, 3′ = 3′∗, 3′ = 1′ ⊗ 3.

Using lemma 5.1.3 we conclude that the Clebsch-Gordan coefficients for

3⊗ 3′ = (1⊗ 1′)⊗ (3⊗ 3),

3′ ⊗ 3 = (1′ ⊗ 1)⊗ (3⊗ 3),

3′ ⊗ 3′ = (1′ ⊗ 1′)⊗ (3⊗ 3)

are equal to those of 3 ⊗ 3. Therefore there is only one type of Clebsch-Gordan
coefficients, which we can construct by investigating the Clebsch-Gordan de-
composition of 3⊗ 3. As in the case of A4 ' T we have

3⊗ 3 = 3⊗ 3∗ = 1⊕ 8 = 3a ⊕ 6s.

1 and 3a = (det3) ⊗ 3∗ = 1′ ⊗ 3 = 3′ are irreducible, and we get the same basis
vectors for the corresponding invariant subspaces as we already found for 3⊗3
of A4 ' T (→ table 6.4).
Basis vectors of V2 can be obtained by using the algorithm described in chapter
5. One gets

2 : u1 =
1√
2
(e22 − e33),

u2 =
1√
6
(−2e11 + e22 + e33).

Basis vectors of V3 can be obtained by extending the found basis of V1 ⊕ V2 to a
basis of V6s

= Vs:

3 : u1 =
1√
2
(e23 + e32),

u2 =
1√
2
(e13 + e31),

u3 =
1√
2
(e12 + e21).

So we have found basis vectors of all invariant subspaces of V3 ⊗ V3 (and there-
fore the Clebsch-Gordan coefficients). We list them in table 6.7.
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S4 3⊗ 3 CGC

1 u
3⊗3
1 = 1√

3
e11 + 1√

3
e22 + 1√

3
e33 Ia

2 u
3⊗3
2 (1) = 1√

2
e22 − 1√

2
e33 IIa

u
3⊗3
2 (2) = − 2√

6
e11 + 1√

6
e22 + 1√

6
e33

3a u
3⊗3
3a

(1) = 1√
2
e23 − 1√

2
e32 IIIa(1,−1)

u
3⊗3
3a

(2) = − 1√
2
e13 + 1√

2
e31

u
3⊗3
3a

(3) = 1√
2
e12 − 1√

2
e21

3 u
3⊗3
3 (1) = 1√

2
e23 + 1√

2
e32 IIIa(1,1)

u
3⊗3
3 (2) = 1√

2
e13 + 1√

2
e31

u
3⊗3
3 (3) = 1√

2
e12 + 1√

2
e21

Table 6.7: Clebsch-Gordan coefficients for 3⊗ 3 of S4.

6.3.4 The double cover of the octahedral group Õ

We proceed as in the case of T̃ ' Ã4. Õ is isomorphic to S̃4. To find generators
of S̃4 we need the generators of a faithful representation D(S4) ⊂ SO(3). 3′ is
such a representation of S4.

S4 : 3′ : S 7→ Ŝ =




1 0 0
0 0 1
0 −1 0


 , T 7→ T̂ =




0 0 1
1 0 0
0 1 0




We express Ŝ and T̂ as R(α,~n) ∈ SO(3):

Ŝ = R(αS, ~nS) ⇒ αS =
π

2
, ~nS =



−1
0
0


 ,

T̂ = R(αT , ~nT ) ⇒ αT =
2π

3
, ~nT =

1√
3




1
1
1


 .

Thus we obtain generators of S̃4 by

S = U(αS, ~nS) =
1√
2

(
1 i
i 1

)
, T = U(αT , ~nT ) =

1

2

(
1− i −1− i
1− i 1 + i

)
.
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The new generators fulfil S4 = T 3 = −12. Using these generators we construct
the conjugate classes of S̃4:

CE = {E},
C−E = {−E},
CS2 = {±S2,±TS2T 2,±S2TS2T 2},
CT = {T,−T 2, S2T, S2T 2,−STST 2, STS,−S2TS2,−S3TS},
C−T = {−T, T 2,−S2T,−S2T 2, STST 2,−STS, S2TS2, S3TS},
CST 2 = {±ST 2,±T 2S,±TST,±TSTS2,±STS2,±S2TS},
CS = {S,−TST 2, ST, TS,−S3, S3T 2},
C−S = {−S, TST 2,−ST,−TS, S3,−S3T 2}.

Compared to S4 we now have three conjugate classes more, thus we also get
three new irreducible representations. Their dimensions must fulfil

3∑

k=1

n2
k = 24.

The only solution (up to label exchange) is

n1 = n2 = 2, n3 = 4,

thus there are no additional three-dimensional representations.

6.3.5 The icosahedral group I

The icosahedral group I is isomorphic to the permutation group A5 [77, 78],
which is well presented and analysed in [77]. We will take the character ta-
ble (table 6.8), the generators for the irreducible representations and the tensor
products from [77].

The generators S, T for the non-equivalent irreducible representations given in
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A5 C1(1) C2(12) C3(12) C4(20) C5(15)

1 1 1 1 1 1

3 3 φ 1− φ 0 −1

3’ 3 1− φ φ 0 −1

4 4 −1 −1 1 0

5 5 0 0 −1 1

Table 6.8: The character table of A5 [77]. φ = 1
2
(1 +

√
5)

[77] are (φ = 1
2
(1 +

√
5)):

1 : S 7→ 1, T 7→ 1,

3 : S 7→ 1

2



−1 φ 1

φ

φ 1
φ

1
1
φ

1 −φ


 , T 7→ 1

2




1 φ 1
φ

−φ 1
φ

1
1
φ

−1 φ


 ,

3′ : S 7→ 1

2



−φ 1

φ
1

1
φ

−1 φ

1 φ 1
φ


 , T 7→ 1

2



−φ − 1

φ
1

1
φ

1 φ

−1 φ − 1
φ


 ,

4 : S 7→ 1

4




−1 −1 −3 −√5

−1 3 1 −√5

−3 1 −1
√

5

−√5 −√5
√

5 −1


 , T 7→ 1

4




−1 1 −3
√

5

−1 −3 1
√

5

3 1 1
√

5√
5 −√5 −√5 −1


 ,

5 : S 7→ 1

2




1−3φ
4

φ2

2
− 1

2φ2

√
5

2

√
3

4φ
φ2

2
1 1 0

√
3

2φ

− 1
2φ2 1 0 −1 −

√
3φ
2√

5
2

0 −1 1 −
√

3
2√

3
4φ

√
3

2φ
−
√

3φ
2

−
√

3
2

3φ−1
4




,

T 7→ 1

2




1−3φ
4

−φ2

2
− 1

2φ2 −
√

5
2

√
3

4φ
φ2

2
−1 1 0

√
3

2φ
1

2φ2 1 0 −1
√

3φ
2

−
√

5
2

0 1 1
√

3
2√

3
4φ

−
√

3
2φ

−
√

3φ
2

√
3

2
3φ−1

4




.
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The tensor products are given by [77]

3⊗ 3 = 1⊕ 3⊕ 5,

3⊗ 3′ = 4⊕ 5,

3′ ⊗ 3′ = 1⊕ 3′ ⊕ 5.

[77] provides a set of only two generators of A5, which can be very useful. How-
ever for our purpose it is comfortable to use the following set of 3 generators

A =




0 1 0
0 0 1
1 0 0


 , B =




1 0 0
0 −1 0
0 0 −1


 ,

C =
1

2



−1 µ2 µ1

µ2 µ1 −1
µ1 −1 µ2


 ,

with µ1 = 1
2
(−1 +

√
5), µ2 = 1

2
(−1 − √5) and ω = e

2πi
3 . This set of generators

is given by [63] as a set of generators for the group Σ(60), which is listed there
as a finite subgroup of SU(3). Because all generators are real, it must be a finite
subgroup of SO(3), and it turns out that Σ(60) = I (⇒ Σ(60) ' A5), because S
and T can be expressed through A,B and C:

S = A2BA2CBA, T = BA2CBA2.

This relation was found using the computer algebra system GAP [79]. There
are two reasons why it is more comfortable for us to use the generators A,B,C
instead of S, T :

1. It will soon turn out that we cannot use the lemmata we had successfully
used in previous cases to find the Clebsch-Gordan coefficients for the ten-
sor product 3 ⊗ 3′ of A5. So we have to use the algorithm described in
chapter 5. Using the generators S and T the following problems occurred:

• Because of the high dimensions of the matrices involved (up to 45×23
for a basis of eigenvectors to the eigenvalue 1 of N(f1)) memory be-
came too small while performing part 2 of the algorithm (see chapter
5), which caused Mathematica 6 to shut down the kernel.3

• By choosing a different f1 the dimension of the matrix mentioned
in 1. could be reduced to 45×9. Unfortunately there occurred an-
other problem. Solving the equations was now possible, but for use-
ful results one has to use commands like “Simplify” or even “Full-
Simplify”, which turn out to be extremely time intensive calculations

3Used hardware: Intel(R) Core(TM)2 CPU 6420 @ 2.13GHz, 2048 MB RAM.
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here. In fact Mathematica 6 stops simplification, when an internal time
constraint is reached.

A numeric calculation with Mathematica 6 is extremely fast and gives re-
sults that are in agreement with the analytic expressions given in [77]. For
the one- and three-dimensional representations the coefficients could be
calculated analytically without problems. The results equal those of [77]
(up to irrelevant phase factors).
For the four- and five-dimensional representations we used the Clebsch-
Gordan coefficients from [77] and checked analytically (using Mathematica
6) that they are common eigenvectors of N(f) (f = S, T ) to the eigenvalue
1. This was doubly useful, because on the one hand we have checked
the Clebsch-Gordan coefficients given in [77], and on the other hand we
checked the validity of the algorithm provided in chapter 5.

Our hope is now that using the three generators A,B,C (of which A and
B have a quite simple form) the algorithm can be successfully carried out
by Mathematica 6.

2. The generators A,B,C also occur as a subset of the generators of Σ(360φ)
(→ subsection 6.4.6), so one can directly see that I = Σ(60) is a subgroup
of Σ(360φ).

In contrast to the groups we had considered earlier

3′ 6= 3∗, @ 1′ : 3′ = 1′ ⊗ 3,

so we have to consider all possible tensor products that can be built from 3 and
3′. We start with the tensor product

3⊗ 3 = 1⊕ 3⊕ 5.

Because 3 = 3∗ the irreducible representation 1 comes from 3 ⊗ 3 = 1 ⊕ 8. 3 is
again 3a of 3⊗3 = 3a⊕6s. Thus we already know basis vectors of V1 and Va = V3

(→ table 6.4). The basis vectors of V5 can be obtained by extending the basis of
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A5 3⊗ 3 CGC

1 u
3⊗3
1 = 1√

3
e11 + 1√

3
e22 + 1√

3
e33 Ia

3 u
3⊗3
3 (1) = 1√

2
e23 − 1√

2
e32 IIIa(1,−1)

u
3⊗3
3 (2) = − 1√

2
e13 + 1√

2
e31

u
3⊗3
3 (3) = 1√

2
e12 − 1√

2
e21

5 u
3⊗3
5 (1) = 1√

2
e22 − 1√

2
e33 Va

u
3⊗3
5 (2) = − 2√

6
e11 + 1√

6
e22 + 1√

6
e33

u
3⊗3
5 (3) = 1√

2
e23 + 1√

2
e32

u
3⊗3
5 (4) = 1√

2
e13 + 1√

2
e31

u
3⊗3
5 (5) = 1√

2
e12 + 1√

2
e21

Table 6.9: Clebsch-Gordan coefficients for 3⊗ 3 of A5.

V1 ⊕ V3 to an orthonormal basis of V3 ⊗ V3:

5 : u1 =
1√
2
(e22 − e33),

u2 =
1√
6
(−2e11 + e22 + e33),

u3 =
1√
2
(e23 + e32),

u4 =
1√
2
(e13 + e31),

u5 =
1√
2
(e12 + e21).

The resulting orthonormal basis of V3 ⊗ V3 is shown in table 6.9.

Using the Clebsch-Gordan coefficients given in table 6.9 we can reduce the ten-
sor products using the matrix of Clebsch-Gordan coefficients M to obtain the
generators A,B, C of the 5-dimensional representation.
The matrix representation of a tensor product is the Kronecker product of the
matrix representations of its components (→ definition A.7.3). M reduces a ten-
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sor product Da ⊗Db = D(1) ⊕ ...⊕D(p) in the following way:

M−1[Da ⊗Db]M =




[D(1)] 0 0 0
0 [D(2)] 0 0

0 0 . . . 0
0 0 0 [D(p)]


 . (6.4)

On the other hand, using proposition 5.1.2 M is the matrix of basis change from
{ea

i ⊗ eb
j}ij to the bases of the invariant subspaces. Thus

∃q : M [ei ⊗ ej] = [uq],

where [up] is the matrix representation of up with respect to the basis {ea
i ⊗ eb

j}ij

of Va ⊗ Vb and q chooses a specific basis vector from the list of all basis vectors.
The matrix representations of the basis vectors ea

i ⊗eb
j with respect to themselves

are

[ea
1 ⊗ eb

1] =




1
0
...
0


 , ... , [ea

n ⊗ eb
n] =




0
...
0
1


 ,

where we have assumed that Da and Db have the same dimension n (in our case
here n = 3). It follows

M =
(
[u1] [u2] ... [un2 ]

)
.

To ensure the reducing property (6.4) we have to order the basis vectors of the
invariant subspaces in such a way that

M =
(
[uDa⊗Db

D(1) (1)] ... [uDa⊗Db

D(1) (n(1))] [uDa⊗Db

D(2) (1)] ... [uDa⊗Db

D(p) (n(p))]
)
.

Constructing M for 3⊗ 3 of A5 we find:

M =




1√
3

0 0 0 0 − 2√
6

0 0 0

0 0 0 1√
2

0 0 0 0 1√
2

0 0 − 1√
2

0 0 0 0 1√
2

0

0 0 0 − 1√
2

0 0 0 0 1√
2

1√
3

0 0 0 1√
2

1√
6

0 0 0

0 1√
2

0 0 0 0 1√
2

0 0

0 0 1√
2

0 0 0 0 1√
2

0

0 − 1√
2

0 0 0 0 1√
2

0 0
1√
3

0 0 0 − 1√
2

1√
6

0 0 0




.
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We can define the representation 3 as the defining representation given by the
generators A,B, C listed before. Explicitly reducing the Kronecker product [3⊗
3] using M we obtain the follwing matrix representation of 5:

5 : A 7→




−1
2

√
3

2 0 0 0
−
√

3
2 −1

2 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 1 0 0




, B 7→




1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 −1 0
0 0 0 0 −1




,

C 7→




1
8 −

√
15
8 −

√
5

4
1
8

(
3 +

√
5
)

1
8

(−3 +
√

5
)

−
√

15
8 −1

8

√
3

4
1
8

√
3

(−1 +
√

5
) −1

8

√
3

(
1 +

√
5
)

−
√

5
4

√
3

4 0 1
2

1
2

1
8

(
3 +

√
5
)

1
8

√
3

(−1 +
√

5
)

1
2

1
2 0

1
8

(−3 +
√

5
) −1

8

√
3

(
1 +

√
5
)

1
2 0 1

2




.

Now we turn to the tensor products involving 3′. How can we find 3′? Accord-
ing to [63] the generators of Σ(60) = I must fulfil the equations

A3 = B2 = C2 = E, (AB)3 = (BC)3 = E, (AC)2 = E,

where E denotes the identity element of the group. The matrices 3(A), 3(B), 3(C)
given before fulfil this relations and the additional condition det 3(A) = det 3(B) =
det 3(C) = 1. There is another solution of these equations which can be found
using Mathematica 6 or a calculation by hand4, and it must correspond to 3′:

3′ : A 7→



0 1 0
0 0 1
1 0 0


 , B 7→




1 0 0
0 −1 0
0 0 −1


 ,

C 7→ 1

2



−1 µ1 µ2

µ1 µ2 −1
µ2 −1 µ1


 .

Note that from the character table we cannot distinguish which of the given rep-
resentations is 3 and which is 3′, because the character table remains invariant
under 3 ↔ 3′ and C2(12) ↔ C3(12), so choosing the defining representation to
be 3 was allowed.

We now turn to 3⊗ 3′ = 4⊕ 5. At first we calculate the basis vectors of V5 using

4I thank Walter Grimus for doing the calculation by hand.
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A5 3⊗ 3′ CGC

4 u
3⊗3′
4 (1) = 1√

3
e11 + 1√

3
e22 + 1√

3
e33 IVa

u
3⊗3′
4 (2) =

√
1
6

(
3−√5

)
e12 + 1

2
(−1 +

√
5)

√
3+
√

5
9−3

√
5
e21

u
3⊗3′
4 (3) =

√
1
6

(
3 +

√
5
)
e13 + −1+

√
5

2
√

3
e31

u
3⊗3′
4 (4) =

√
1
6

(
3−√5

)
e23 + 1

2
(−1 +

√
5)

√
3+
√

5
9−3

√
5
e32

5 u
3⊗3′
5 (1) = −

√
5
3

2
e11 + −3+

√
5

4
√

3
e22 + 3+

√
5

4
√

3
e33 Vb

u
3⊗3′
5 (2) = 1

2
e11 + 1

4

(−1−√5
)
e22 + 1

4

(−1 +
√

5
)
e33

u
3⊗3′
5 (3) =

√
1
6

(
3 +

√
5
)
e23 − −1+

√
5

2
√

3
e32

u
3⊗3′
5 (4) = −−1+

√
5

2
√

3
e13 +

√
1
6

(
3 +

√
5
)
e31

u
3⊗3′
5 (5) =

√
1
6

(
3 +

√
5
)
e12 − −1+

√
5

2
√

3
e21

Table 6.10: Clebsch-Gordan coefficients for 3⊗ 3′ of A5.

the algorithm developed in chapter 5. One finds

5 : u1 = −

√
5
3

2
e11 +

−3 +
√

5

4
√

3
e22 +

3 +
√

5

4
√

3
e33,

u2 =
1

2
e11 +

1

4

(
−1−

√
5
)

e22 +
1

4

(
−1 +

√
5
)

e33,

u3 =

√
1

6

(
3 +

√
5
)
e23 − −1 +

√
5

2
√

3
e32,

u4 = −−1 +
√

5

2
√

3
e13 +

√
1

6

(
3 +

√
5
)
e31,

u5 =

√
1

6

(
3 +

√
5
)
e12 − −1 +

√
5

2
√

3
e21.

Extending the basis of V5 to an orthonormal basis of V3 ⊗ V3′ we find the basis
vectors of V4. The resulting orthonormal basis of V3 ⊗ V3′ is shown in table 6.10.
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We can now construct the matrix M that reduces [3⊗ 3′] to find 4:

4 : A 7→




1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0


 , B 7→




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1


 ,

C 7→ 1

4




−1
√

5
√

5
√

5√
5 −1 3 −1√
5 3 −1 −1√
5 −1 −1 3


 .

Using proposition 4.4.3 one can easily construct the Clebsch-Gordan coefficients
for 3′ ⊗ 3. In terms of basis vectors this would correspond to the replacement
eij 7→ eji in table 6.10.

At last we have to consider the Clebsch-Gordan decomposition 3′⊗3′ = 1⊕3′⊕5.
Since all arguments used to find the Clebsch-Gordan coefficients for 3 ⊗ 3 also
hold here, the coefficients can be chosen to be the same as those for 3 ⊗ 3 (→
table 6.9). However, there is still a little difference: Reducing [3′ ⊗ 3′] with the
matrix M for 3 ⊗ 3 will lead to an irreducible matrix representation 5̂, which is
equivalent (but not equal) to the matrix representation 5 obtained before. We
find:

5̂ : A 7→




−1
2

√
3

2 0 0 0
−
√

3
2 −1

2 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 1 0 0




, B 7→




1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 −1 0
0 0 0 0 −1




,

C 7→




1
8

√
15
8

√
5

4
1
8

(
3−√5

)
1
8

(−3−√5
)

√
15
8 −1

8

√
3

4 −1
8

√
3

(
1 +

√
5
)

1
8

√
3

(−1 +
√

5
)

√
5

4

√
3

4 0 1
2

1
2

1
8

(
3−√5

) −1
8

√
3

(
1 +

√
5
)

1
2

1
2 0

1
8

(−3−√5
)

1
8

√
3

(−1 +
√

5
)

1
2 0 1

2




.

Since 5̂ ∼ 5, there must exist a matrix S such that

S−15(f)S = 5̂(f) ∀f ∈ gen(A5).

Rewriting this as
5(f)S(5̂(f))−1 = S ∀f ∈ gen(A5)

we can interpret this as an eigenvalue problem

Ns = s
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for
s =

(
S11 S12 ... S55

)T
,

where N is given by

N =




[5]11[(5̂)−1]11 ... [5]15[(5̂)−1]51
...

...
[5]51[(5̂)−1]15 ... [5]55[(5̂)−1]55


 .

We have to find the common eigenvectors to the eigenvalue 1 of N(f) (f =
A,B, C). Solving this problem (using a computer algebra system) leads to

S =




−1
4
−
√

15
4

0 0 0√
15
4

−1
4

0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1




.

6.3.6 The double cover of the icosahedral group Ĩ

The double cover of I is isomorphic to Ã5, which is treated in [78]. According
to [78] the new irreducible representations occurring (in addition to the irre-
ducible representations of A5) are 2, 2′, 4 and 6, thus there are no new three-
dimensional irreducible representations and the Clebsch-Gordan coefficients
(for tensor products of the three-dimensional representations) remain unchanged.

6.3.7 The dihedral groups Dn and their double covers D̃n

The dihedral group Dn is the group of 3-dimensional (SO(3)) rotations that
leave the planar regular n-gon invariant. Therefore the operations of Dn are
[67]:

• Rotations about the angle 2πk
n

in the plane of the n-gon (k = 0, ..., n− 1).

• Rotations about the angle π around the n symmetry axes of the regular
n-gon.

Thus we easily see that Dn is of order 2n. The rotations about the angle π around
the symmetry axes act on the polygon in the same way as reflections at the
symmetry axes do. The difference is that using the rotations one gets a finite
subgroup of SO(3), and using the reflections one would get a finite subgroup of
O(3) instead. Example: Let the plane of the regular polygon be the (x, y)−plane,
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and let the y-axis be a symmetry axis of the polygon, then a reflection Pyz at the
(y, z)−plane (this corresponds to a 2-dimensional reflection at the y-axis in the
(x, y)−plane) and a rotation Ry(π) about the angle π around the y-axis both
leave the polygon invariant.

Pyz =



−1 0 0
0 1 0
0 0 1


 ∈ O(3) Ry(π) =



−1 0 0
0 1 0
0 0 −1


 ∈ SO(3)

The dihedral groups and their double covers are treated in [80]. According to
this article Dn and D̃n do not possess any three-dimensional irreducible repre-
sentations, so we do not need to analyse them in our work.

We have now treated all finite subgroups of SO(3) and SU(2) that have three-
dimensional irreducible representations, and we will now go on working with
the remaining finite subgroups of SU(3).

6.4 The finite subgroups of SU(3)

The finite non-Abelian subgroups of SU(3) that are not subgroups of SU(2) or
SO(3) are listed in table 6.11. Before we will treat the groups separately, we will
investigate some general properties of the finite subgroups of SU(3).

6.4.1 Definition. The center of a group G is defined as the subgroup C ⊂ G that
fulfils

cg = gc ∀c ∈ C, g ∈ G.

For SU(n) C is given by
C = {α1n|α ∈ Zn}.

6.4.2 Proposition. Let G be a finite subgroup of SU(n), then the center of G is

C = {α1n|α ∈ Y ⊂ Zn},

where Y is a subgroup of Zn.

Proof. From Schur’s lemma (A.3.15) we see that all elements of the center must
be proportional to 1n. Since C is a subgroup of SU(n): det(α1n) = αn = 1 ⇒
α ∈ Zn.

6.4.3 Corollary. Let G be a finite subgroup of SU(3), then the center of G can be
either

C = {α13|α ∈ Z3} or C = {13}.
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Type of subgroups Subgroup Order of the subgroup

Σ(nφ), n = 36, 72, 216, 360 Σ(36φ) 108

Σ(72φ) 216

Σ(216φ) 648

Σ(360φ) 1080

Σ(m), m = 60, 168 Σ(60) 60

Σ(168) 168

∆(3n2), n ∈ N\{0, 1} ∆(3n2) 3n2

∆(6n2), n ∈ N\{0, 1} ∆(6n2) 6n2

Table 6.11: Non-Abelian finite subgroups of SU(3) that are not subgroups of
SU(2) or SO(3), as given by Fairbairn et al. in [61]. Note that as explained in
section 6.3.5 Σ(60) = I . Thus Σ(60) is a finite subgroup of SO(3) and should not
be listed in this table.

Proof. This follows from proposition 6.4.2 and the fact that {1} and Z3 are the
only subgroups of Z3.

6.4.4 Definition. Let G be a group, then the group G/C is called collineation
group of G.5

6.4.5 Definition. The group SU(n)/C is called projective special unitary group in
n dimensions, i.s. PSU(n).

The notation Σ(nφ) in table 6.11 means that these groups have collineation
groups Σ(n) of order n, which are finite subgroups of PSU(3). According to
[63] it could in principle be possible that the collineation group Σ(n) has a three-
dimensional irreducible representation, so we have to investigate the groups
Σ(n) too. Fortunately there exists a helpful theorem (theorem 6.4.7) which will
tell us that the analysis of Σ(n) is included in the analysis of Σ(nφ).

6.4.6 Proposition. Let G be a finite group and let H ⊂ G be an invariant sub-
group (→ definition A.2.4) of G. Then

φ : G → G/H

a 7→ aH

5For the definition of the factor group G/C we refer the reader to definition A.2.7.
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is a group homomorphism.

Proof.

φ(a1a2) = (a1a2)H =

= {a1a2h|h ∈ H} =

= {a1a2h1h2|h1, h2 ∈ H} =

= {a1a2h1a
−1
2 a2h2|h1, h2 ∈ H}.

H is an invariant subgroup of G⇒ a2h1a
−1
2 =: h3 ∈ H and a2Ha−1

2 = H . Thus

φ(a1a2) = {a1a2h1a
−1
2 a2h2|h1, h2 ∈ H} =

= {a1h3a2h2|h2, h3 ∈ H} =

= (a1H)(a2H) = φ(a1)φ(a2).

6.4.7 Theorem. Let G be a finite group, let H ⊂ G be an invariant subgroup of
G, let D be an irreducible representation of G/H and let

φ : G → G/H

a 7→ aH

be a group homomorphism. Then D ◦ φ is an irreducible representation of G.

Proof. φ and D are group homomorphisms. Thus

D ◦ φ : G → D(G/H)

a 7→ D(aH)

is a group homomorphism, and therefore a representation of G. D ◦ φ is an
irreducible representation of G if and only if

(χD◦φ, χD◦φ)G :=
1

ord(G)

∑
a∈G

|Tr(D(φ(a)))|2 = 1.

(See proposition A.5.4.) Consider now the homomorphism φ: There are ord(H)
different a ∈ G that are mapped onto the same aH ∈ G/H .

⇒
∑
a∈G

|Tr(D(φ(a)))|2 = ord(H)
∑

k∈G/H

|Tr(D(k))|2.
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⇒ (χD◦φ, χD◦φ)G =
ord(H)

ord(G)︸ ︷︷ ︸
1

ord(G/H)

∑

k∈G/H

|Tr(D(k))|2 = (χD, χD)G/H .

By assumption D is an irreducible representation of G/H .

⇒ (χD, χD)G/H = 1 ⇒ (χD◦φ, χD◦φ)G = 1.

Thus D ◦ φ is an irreducible representation of G.

6.4.8 Corollary. Let G be a finite subgroup of SU(3). Then all irreducible rep-
resentations of the collineation group G/C are irreducible representations of G
too.

Proof. Since the elements of the center C commute with all elements of G, C is
an invariant subgroup of G, and using theorem 6.4.7 we find the corollary.

Since (following corollary 6.4.8) all irreducible representations of Σ(n) are ir-
reducible representations of Σ(nφ) too, for the tensor products and Clebsch-
Gordan coefficients it is enough to investigate the groups Σ(nφ).

6.4.1 The group Σ(60)

We already found out that Σ(60) is identical with the icosahedral group I '
A5, which was already treated in subsection 6.3.5, where one can also find the
generators of Σ(60). In subsection 6.4.6 we will find out that Σ(60) is a subgroup
of Σ(360φ).

6.4.2 The group Σ(168)

The group Σ(168) is treated in [61, 63, 78, 81]. The generators of Σ(168) as given
in [63] are

S =




η 0 0
0 η2 0
0 0 η4


 , T =




0 1 0
0 0 1
1 0 0


 , R = h




η4 − η3 η2 − η5 η − η6

η2 − η5 η − η6 η4 − η3

η − η6 η4 − η3 η2 − η5


 ,

where h = 1
7
(η +η2 +η4−η6−η5−η3) and η = e

2πi
7 . According to [78] one needs

only two generators to generate Σ(168), namely

S ′ =
i√
7




η2 − η5 η − η6 η4 − η3

η − η6 η4 − η3 η2 − η5

η4 − η3 η2 − η5 η − η6


 , T ′ =

i√
7




η3 − η6 η3 − η η − 1
η2 − 1 η6 − η5 η6 − η2

η5 − η4 η4 − 1 η5 − η3


 .
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Σ(168) C1(1) C2(21) C3(42) C4(56) C5(24) C6(24)

1 1 1 1 1 1 1

3 3 −1 1 0 a a∗

3∗ 3 −1 1 0 a∗ a

6 6 2 0 0 −1 −1

7 7 −1 −1 1 0 0

8 8 0 0 −1 1 1

Table 6.12: The character table of Σ(168) [61]. a = 1
2
(−1 + i

√
7)

Table 6.12 shows the character table given in [61].
Using the character table we can compute the tensor products:

3⊗ 3 = 3∗ ⊕ 6,

3⊗ 3∗ = 1⊕ 8,

3∗ ⊗ 3∗ = 3⊕ 6.

Here we have the interesting case6 that 3 ⊗ 3-tensor products of Σ(168) only
decompose in the “standard ways” covered by lemmata 6.2.1 and 6.2.4. So
we already know the basis vectors of the invariant subspaces, and normalizing
them we find the orthonormal bases of V3⊗V3 and V3⊗V3∗ , which are shown in
tables 6.13 and 6.14. (The basis vectors of V8 were obtained by extending u

3⊗3∗
1

to an orthonormal basis of V3 ⊗ V3∗ .)

6.4.3 The group Σ(36φ)

The generators of this group can be found in [61] and [63]. Since Fairbairn et
al. [61] only work with the collineation groups of Σ(nφ), they do not give the
character tables for Σ(nφ).

Fortunately there exists a computer algebra system, which is able to calculate
character tables and irreducible representations of finite groups from their gen-
erators. This program is called GAP [79]. (We already used GAP in section
6.3.5.)

6Side remark: It is another interesting feature that (to current knowledge) Σ(168) is the only
finite subgroup of SU(3) that possesses an irreducible 7-dimensional representation.
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Σ(168) 3⊗ 3/3∗ ⊗ 3∗ CGC

3/3∗ u
3⊗3
3 (1) = 1√

2
e23 − 1√

2
e32 IIIa(1,−1)

u
3⊗3
3 (2) = − 1√

2
e13 + 1√

2
e31

u
3⊗3
3 (3) = 1√

2
e12 − 1√

2
e21

6 u
3⊗3
6 (1) = e11 VIa

u
3⊗3
6 (2) = e22

u
3⊗3
6 (3) = e33

u
3⊗3
6 (4) = 1√

2
e23 + 1√

2
e32

u
3⊗3
6 (5) = 1√

2
e13 + 1√

2
e31

u
3⊗3
6 (6) = 1√

2
e12 + 1√

2
e21

Table 6.13: Clebsch-Gordan coefficients for 3⊗ 3 and 3∗ ⊗ 3∗ of Σ(168).

Σ(168) 3⊗ 3∗ CGC

1 u
3⊗3∗
1 = 1√

3
e11 + 1√

3
e22 + 1√

3
e33 Ia

8 u
3⊗3∗
8 (1) = e12 VIII

u
3⊗3∗
8 (2) = e13

u
3⊗3∗
8 (3) = e21

u
3⊗3∗
8 (4) = 1√

2
e11 − 1√

2
e22

u
3⊗3∗
8 (5) = e23

u
3⊗3∗
8 (6) = e31

u
3⊗3∗
8 (7) = e32

u
3⊗3∗
8 (8) = 1√

6
e11 + 1√

6
e22 − 2√

6
e33

Table 6.14: Clebsch-Gordan coefficients for 3⊗ 3∗ of Σ(168).
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The generators of Σ(36φ) are [63]:

A =




1 0 0
0 ω 0
0 0 ω2


 , B =




0 1 0
0 0 1
1 0 0


 , C =

1

ω − ω2




1 1 1
1 ω ω2

1 ω2 ω


 ,

with ω = e
2πi
3 . The character table calculated with GAP is shown in table 6.15.

Using the character table we can calculate the tensor products of the three-
dimensional representations. The results are shown in table 6.16.

Although the number of tensor products of three-dimensional irreducible rep-
resentations of Σ(36φ) is very high, there are only three types of Clebsch-Gordan
coefficients, which we will show now.

From the character table 6.15 we can calculate the relations between the inequiv-
alent three-dimensional irreducible representations of Σ(36φ), which are shown
in table 6.17.

Using the results shown in table 6.17 and applying lemma 5.1.3 we find that we
only need to consider the tensor products

31 ⊗ 31 = 34 ⊕ 35 ⊕ 36,

31 ⊗ 32 = 11 ⊕ 41 ⊕ 42,

32 ⊗ 32 = 33 ⊕ 37 ⊕ 38.

Before we can start to calculate bases of the invariant subspaces we have to find
out which representation listed in the character table the defining representation
(given at the beginning of this subsection) corresponds to. We proceed in the
following way:

• We calculate all group elements in the defining representation. This can be
done by multiplication of each generator with each, in the next step mul-
tiplying each then known group element with each, and so on, until all
group elements are found. An example for a Mathematica 6 program im-
plementing such an algorithm (used on the group Σ(216φ) (→ subsection
6.4.5)) can be found in appendix D.

• We calculate the traces of all group elements to obtain the characters.

• We compare the characters with those listed in the character table 6.15.
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Σ(36φ) C1(1) C2(9) C3(9) C4(12) C5(12) C6(9) C7(9)

11 1 1 1 1 1 1 1

12 1 1 1 1 1 1 −1

13 1 −1 −1 1 1 −1 b

14 1 −1 −1 1 1 −1 −b

31 3 a a∗ 0 0 −1 a

32 3 a∗ a 0 0 −1 a∗

33 3 a a∗ 0 0 −1 −a

34 3 a∗ a 0 0 −1 −a∗

35 3 −a∗ −a 0 0 1 c

36 3 −a∗ −a 0 0 1 −c

37 3 −a −a∗ 0 0 1 −c∗

38 3 −a −a∗ 0 0 1 c∗

41 4 0 0 −2 1 0 0

42 4 0 0 1 −2 0 0

C8(9) C9(9) C10(9) C11(9) C12(1) C13(9) C14(1)

11 1 1 1 1 1 1 1

12 −1 −1 −1 −1 1 −1 1

13 b −b −b −b 1 b 1

14 −b b b b 1 −b 1

31 −1 a∗ −1 a d a∗ d∗

32 −1 a −1 a∗ d∗ a d

33 1 −a∗ 1 −a d −a∗ d∗

34 1 −a 1 −a∗ d∗ −a d

35 b c∗ −b −c d∗ −c∗ d

36 −b −c∗ b c d∗ c∗ d

37 b −c −b c∗ d c d∗

38 −b c b −c∗ d −c d∗

41 0 0 0 0 4 0 4

42 0 0 0 0 4 0 4

Table 6.15: The character table of Σ(36φ) as calculated with GAP. a = −ω2,
b = −i, c = −e

7πi
6 , d = 3ω2.
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31 ⊗ 31 = 34 ⊕ 35 ⊕ 36 33 ⊗ 36 = 14 ⊕ 41 ⊕ 42

31 ⊗ 32 = 11 ⊕ 41 ⊕ 42 33 ⊗ 37 = 32 ⊕ 34 ⊕ 35

31 ⊗ 33 = 32 ⊕ 35 ⊕ 36 33 ⊗ 38 = 32 ⊕ 34 ⊕ 36

31 ⊗ 34 = 12 ⊕ 41 ⊕ 42 34 ⊗ 34 = 33 ⊕ 37 ⊕ 38

31 ⊗ 35 = 14 ⊕ 41 ⊕ 42 34 ⊗ 35 = 31 ⊕ 33 ⊕ 37

31 ⊗ 36 = 13 ⊕ 41 ⊕ 42 34 ⊗ 36 = 31 ⊕ 33 ⊕ 38

31 ⊗ 37 = 32 ⊕ 34 ⊕ 36 34 ⊗ 37 = 13 ⊕ 41 ⊕ 42

31 ⊗ 38 = 32 ⊕ 34 ⊕ 35 34 ⊗ 38 = 14 ⊕ 41 ⊕ 42

32 ⊗ 32 = 33 ⊕ 37 ⊕ 38 35 ⊗ 35 = 31 ⊕ 37 ⊕ 38

32 ⊗ 33 = 12 ⊕ 41 ⊕ 42 35 ⊗ 36 = 33 ⊕ 37 ⊕ 38

32 ⊗ 34 = 31 ⊕ 37 ⊕ 38 35 ⊗ 37 = 12 ⊕ 41 ⊕ 42

32 ⊗ 35 = 31 ⊕ 33 ⊕ 38 35 ⊗ 38 = 11 ⊕ 41 ⊕ 42

32 ⊗ 36 = 31 ⊕ 33 ⊕ 37 36 ⊗ 36 = 31 ⊕ 37 ⊕ 38

32 ⊗ 37 = 14 ⊕ 41 ⊕ 42 36 ⊗ 37 = 11 ⊕ 41 ⊕ 42

32 ⊗ 38 = 13 ⊕ 41 ⊕ 42 36 ⊗ 38 = 12 ⊕ 41 ⊕ 42

33 ⊗ 33 = 34 ⊕ 35 ⊕ 36 37 ⊗ 37 = 32 ⊕ 35 ⊕ 36

33 ⊗ 34 = 11 ⊕ 41 ⊕ 42 37 ⊗ 38 = 34 ⊕ 35 ⊕ 36

33 ⊗ 35 = 13 ⊕ 41 ⊕ 42 38 ⊗ 38 = 32 ⊕ 35 ⊕ 36

Table 6.16: Tensor products of the three-dimensional irreducible representa-
tions of Σ(36φ).

33 = 12 ⊗ 31 34 = 12 ⊗ 32

37 = 14 ⊗ 31 35 = 14 ⊗ 32

38 = 13 ⊗ 31 36 = 13 ⊗ 32

Table 6.17: Relations of the inequivalent three-dimensional irreducible repre-
sentations of Σ(36φ).
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We find characters with the following multiplicities

1× 3, 9× a, 9× a∗, 18×−a, 18×−a∗,

24× 0, 18× 1, 9×−1, 1× d, 1× d∗.

The only representations that allow these multiplicities of characters are 33 and
34 = 3∗3. From the character table alone one cannot decide whether 33 or 34

corresponds to the defining representation for the following reason: Consider
the generators A,B,C of the defining representation. In this representation we
have:

A∗ = A−1, B∗ = B, C∗ = C−1.

Thus the defining representation and its complex conjugate representation, in-
terpreted as matrix groups, consist of the same elements. Nevertheless the
defining representation and its complex conjugate are not equivalent. Since
the defining representation and its complex conjugate, interpreted as matrix
groups, consist of the same elements, these two inequivalent representations
cannot be distinguished from the character table.
This can also be verified from a different point of view. Let a be an element of a
matrix group G that fulfils

g ∈ G ⇒ g∗ ∈ G ∀g ∈ G.

Then the conjugate classes Ca and Ca∗ fulfil

(Ca)
∗ = Ca∗ .

This is true, because bab−1 = a′ ⇒ b∗a∗(b∗)−1 = a′∗. Thus the character table re-
mains invariant under interchange of the irreducible representations and their
complex conjugates, if at the same time the conjugate classes and their complex
conjugates are interchanged.7

Therefore we could choose the defining representation to be equivalent to 33

(and with the same right we could choose that it shall be equivalent to 34). Fur-
thermore we need generators for the one-dimensional irreducible representa-
tions, and we use GAP to obtain them:

11 : A 7→ 1, B 7→ 1, C 7→ 1,

12 : A 7→ 1, B 7→ 1, C 7→ −1,

13 : A 7→ 1, B 7→ 1, C 7→ i,

14 : A 7→ 1, B 7→ 1, C 7→ −i.

7Clearly one has to interchange all irreducible representations with their complex conjugates,
because the interchange of the conjugate classes affects all representations.
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Conjecture: Due to the choice of generators for the 1-dimensional representa-
tions, the freedom of choice for the defining representation being equivalent to
33 or 34 is no longer given. The reason for the disappearance of this freedom is
the following:
We have argued that the character table remains invariant under an interchange
of all irreducible representations with their complex conjugates, if at the same
time all conjugate classes are interchanged with their complex conjugates. Due
to the choice of the 1-dimensional irreducible representations, 13 and 14 = 1∗3
cannot be interchanged any longer, and thus also 33 and 34 should be fixed.

To find out which representation the defining representation corresponds to, we
investigate the following matrix representations constructed with GAP8:

33 : A 7→



ω2 ω2 −1
0 −ω2 −ω
0 1 0


 , B 7→



−ω −ω 0
ω 0 0
ω −1 ω


 , C 7→




1 1 −ω
ω2 0 0
−1 −1 0


 ,

34 : A 7→



ω −ω ω
0 0 ω2

0 −1 −ω


 , B 7→



−ω2 −1 0
ω 0 0
ω2 −ω2 ω2


 , C 7→




1 −1 1
1 0 0
0 1 0


 .

Let [D] denote the defining matrix representation given at the beginning of this
subsection, and let [33] and [34] denote the matrix representations calculated
with GAP . In subsection 6.3.5 we developed an algorithm to solve the equation

S−15(f)S = 5̂(f) ∀f ∈ gen(A5).

Using the same algorithm here we find

S−1[D(f)]S = [34(f)] f = A,B, C

with

S =




0 −1
3

1
3

− i√
3

1+i
√

3
6

−1+i
√

3
6

0 1+i
√

3
6

−1+i
√

3
6


 .

Thus the defining representation must be equivalent to 34 (the algorithm does
not find solutions of S−1[D(f)]S = [33(f)]). We will therefore use the matrices
A,B, C as (unitary) generators of the representation 34.

We can now calculate all other unitary generators of three-dimensional repre-
sentations via

8Since GAP was used to construct the 1-dimensional representations too, there is no danger
that the representations we will work with could be inconsistent.
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31 = 12 ⊗ 33,
37 = 13 ⊗ 33,
38 = 14 ⊗ 33,
34 = 3∗3,
32 = 12 ⊗ 34,
35 = 13 ⊗ 34,
36 = 14 ⊗ 34,

using the 1-dimensional irreducible representations constructed with GAP. Fur-
thermore we need unitary generators of 41 and 42. GAP can also calculate gener-
ators for these irreducible representations. The generators for the 4-dimensional
irreducible representations given by GAP are:

41 : A 7→




ω 0 0 0
0 ω2 0 0
0 0 ω 0
0 0 0 ω2


 , B 7→




ω 0 0 0
0 ω 0 0
0 0 ω2 0
0 0 0 ω2


 ,

C 7→




0 0 ω 0
ω2 0 0 0
0 0 0 ω2

0 ω 0 0


 ,

42 : A 7→




ω2 0 0 0
0 1 0 0
0 0 ω 0
0 0 0 1


 , B 7→




1 0 0 0
0 ω2 0 0
0 0 1 0
0 0 0 ω


 ,

C 7→




0 0 0 1
1 0 0 0
0 ω2 0 0
0 0 ω 0


 .

In tables 6.18 and 6.19 we list the Clebsch-Gordan coefficients of the tensor
products of three-dimensional irreducible representations of Σ(36φ). They were
calculated using a Mathematica 6 program realizing the algorithm described in
chapter 5. An example for this program can be found in appendix D. Since
the Clebsch-Gordan coefficients for 31⊗ 31 are real, lemma 5.1.4 tells us that the
coefficients of 32 ⊗ 32 = 3∗1 ⊗ 3∗1 and 31 ⊗ 31 are equal. The Clebsch-Gordan
coefficients for 32 ⊗ 31 can again be obtained by replacing eij 7→ eji in table 6.19
(→ proposition 4.4.3).
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Σ(36φ) 31 ⊗ 31 CGC

34 u
31⊗31
34

(1)=− 1√
2
e23 + 1√

2
e32 IIIa(1,−1)

(∗)

u
31⊗31
34

(2)= 1√
2
e13 − 1√

2
e31

u
31⊗31
34

(3)=− 1√
2
e12 + 1√

2
e21

35 u
31⊗31
35

(1)=− τ−√
12

e11 + 1
τ−

e23 + 1
τ−

e32 IIIb

u
31⊗31
35

(2)= 1
τ−

e13 − τ−√
12

e22 + 1
τ−

e31

u
31⊗31
35

(3)= 1
τ−

e12 + 1
τ−

e21 − τ−√
12

e33

36 u
31⊗31
36

(1)= τ+√
12

e11 + 1
τ+

e23 + 1
τ+

e32 IIIc

u
31⊗31
36

(2)= 1
τ+

e13 + τ+√
12

e22 + 1
τ+

e31

u
31⊗31
36

(3)= 1
τ+

e12 + 1
τ+

e21 + τ+√
12

e33

Table 6.18: Clebsch-Gordan coefficients for 31⊗ 31 of Σ(36φ). We use the abbre-

viation τ± =
√

2(3±√3). ((∗)...up to irrelevant phase factors.)

Σ(36φ) 31 ⊗ 32 CGC

11 u
31⊗32
11

= 1√
3
e11 + 1√

3
e22 + 1√

3
e33 Ia

41 u
31⊗32
41

(1) = ω2√
3
e12 + 1√

3
e23 + ω√

3
e31 IVb

u
31⊗32
41

(2) = ω2√
3
e13 + 1√

3
e21 + ω√

3
e32

u
31⊗32
41

(3) = ω2√
3
e12 + ω√

3
e23 + 1√

3
e31

u
31⊗32
41

(4) = ω2√
3
e13 + ω√

3
e21 + 1√

3
e32

42 u
31⊗32
42

(1) = ω√
3
e13 + ω√

3
e21 + ω√

3
e32 IVc

u
31⊗32
42

(2) = ω√
3
e11 + 1√

3
e22 + ω2√

3
e33

u
31⊗32
42

(3) = ω2√
3
e12 + ω2√

3
e23 + ω2√

3
e31

u
31⊗32
42

(4) = ω√
3
e11 + ω2√

3
e22 + 1√

3
e33

Table 6.19: Clebsch-Gordan coefficients for 31 ⊗ 32 of Σ(36φ). (ω = e
2πi
3 )
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6.4.4 The group Σ(72φ)

The generators of Σ(72φ) are [63]:

A =




1 0 0
0 ω 0
0 0 ω2


 , B =




0 1 0
0 0 1
1 0 0


 , C =

1

ω − ω2




1 1 1
1 ω ω2

1 ω2 ω


 ,

and

D =
1

ω − ω2




1 1 ω2

1 ω ω
ω 1 ω


 ,

with ω = e
2πi
3 , so Σ(36φ) must be a subgroup of Σ(72φ). The character table

calculated with GAP is shown in table 6.20.

Using the character table we can calculate the tensor products of the three-
dimensional representations. The results are shown in 6.21.

As in the case of Σ(36φ) all irreducible three-dimensional representations can be
constructed from two representations, e.g. 31 and 32 = 3∗1, as is shown in table
6.22.

Therefore for the calculation of the Clebsch-Gordan coefficients for Σ(72φ) we
have to consider the tensor products

31 ⊗ 31 = 38 ⊕ 62,

31 ⊗ 32 = 11 ⊕ 81,

32 ⊗ 32 = 37 ⊕ 61.

These tensor products are of the two types analysed when we investigated the
group Σ(168) in subsection 6.4.2, namely 3⊗ 3 = 3a + 6s and 3⊗ 3∗ = 1 + 8.

6.4.5 The group Σ(216φ)

Σ(216φ) is also known as the Hessian group [63]. This group is also mentioned in
[61]. Both references give the same generators, but Fairbairn et al. [61] list them
as generators of Σ(216) = Σ(216φ)/C. To test which group the given generators
belong to, one can for instance directly calculate all elements of the group by
multiplication of the generators. A Mathematica 6 program constructed for this
purpose can be found in appendix D. The result is that the generators given in
[61] and [63] generate Σ(216φ). As an additional result using the program one
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Σ(72φ) C1(1) C2(9) C3(9) C4(24) C5(9) C6(18) C7(18) C8(18)

11 1 1 1 1 1 1 1 1

12 1 1 1 1 1 −1 −1 −1

13 1 1 1 1 1 −1 −1 1

14 1 1 1 1 1 1 1 −1

2 2 −2 −2 2 −2 0 0 0

31 3 a a∗ 0 −1 a −1 a

32 3 a∗ a 0 −1 a∗ −1 a∗

33 3 a a∗ 0 −1 a −1 −a

34 3 a∗ a 0 −1 a∗ −1 −a∗

35 3 a a∗ 0 −1 −a 1 a

36 3 a∗ a 0 −1 −a∗ 1 a∗

37 3 a a∗ 0 −1 −a 1 −a

38 3 a∗ a 0 −1 −a∗ 1 −a∗

61 6 b b∗ 0 2 0 0 0

62 6 b∗ b 0 2 0 0 0

8 8 0 0 −1 0 0 0 0

C9(18) C10(18) C11(18) C12(18) C13(18) C14(18) C15(1) C16(1)

11 1 1 1 1 1 1 1 1

12 −1 1 1 −1 1 −1 1 1

13 1 −1 −1 −1 −1 1 1 1

14 −1 −1 −1 1 −1 −1 1 1

2 0 0 0 0 0 0 2 2

31 −1 −a 1 a∗ −a∗ a∗ c c∗

32 −1 −a∗ 1 a −a a c∗ c

33 1 a −1 a∗ a∗ −a∗ c c∗

34 1 a∗ −1 a a −a c∗ c

35 −1 a −1 −a∗ a∗ a∗ c c∗

36 −1 a∗ −1 −a a a c∗ c

37 1 −a 1 −a∗ −a∗ −a∗ c c∗

38 1 −a∗ 1 −a −a −a c∗ c

61 0 0 0 0 0 0 d d∗

62 0 0 0 0 0 0 d∗ d

8 0 0 0 0 0 0 8 8

Table 6.20: The character table of Σ(72φ) as calculated with GAP. a = −ω2,
b = 2ω2, c = 3ω2, d = 6ω2.
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31 ⊗ 31 = 38 ⊕ 62 33 ⊗ 36 = 12 ⊕ 8

31 ⊗ 32 = 11 ⊕ 8 33 ⊗ 37 = 34 ⊕ 62

31 ⊗ 33 = 36 ⊕ 62 33 ⊗ 38 = 13 ⊕ 8

31 ⊗ 34 = 14 ⊕ 8 34 ⊗ 34 = 37 ⊕ 61

31 ⊗ 35 = 34 ⊕ 62 34 ⊗ 35 = 12 ⊕ 8

31 ⊗ 36 = 13 ⊕ 8 34 ⊗ 36 = 31 ⊕ 61

31 ⊗ 37 = 32 ⊕ 62 34 ⊗ 37 = 13 ⊕ 8

31 ⊗ 38 = 12 ⊕ 8 34 ⊗ 38 = 33 ⊕ 61

32 ⊗ 32 = 37 ⊕ 61 35 ⊗ 35 = 38 ⊕ 62

32 ⊗ 33 = 14 ⊕ 8 35 ⊗ 36 = 11 ⊕ 8

32 ⊗ 34 = 35 ⊕ 61 35 ⊗ 37 = 36 ⊕ 62

32 ⊗ 35 = 13 ⊕ 8 35 ⊗ 38 = 14 ⊕ 8

32 ⊗ 36 = 33 ⊕ 61 36 ⊗ 36 = 37 ⊕ 61

32 ⊗ 37 = 12 ⊕ 8 36 ⊗ 37 = 14 ⊕ 8

32 ⊗ 38 = 31 ⊕ 61 36 ⊗ 38 = 35 ⊕ 61

33 ⊗ 33 = 38 ⊕ 62 37 ⊗ 37 = 38 ⊕ 62

33 ⊗ 34 = 11 ⊕ 8 37 ⊗ 38 = 11 ⊕ 8

33 ⊗ 35 = 32 ⊕ 62 38 ⊗ 38 = 37 ⊕ 61

Table 6.21: Tensor products of the three-dimensional irreducible representa-
tions of Σ(72φ).

33 = 14 ⊗ 31 34 = 14 ⊗ 32

35 = 13 ⊗ 31 36 = 13 ⊗ 32

37 = 12 ⊗ 31 38 = 12 ⊗ 32

Table 6.22: Relations of the inequivalent three-dimensional irreducible repre-
sentations of Σ(72φ).
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finds that the two generators A and B of the four generators A,B,C, D given in
[61] and [63] generate Σ(216φ) alone:

A =
1

ω − ω2




1 1 1
1 ω ω2

1 ω2 ω


 , B = ε




1 0 0
0 1 0
0 0 ω


 ,

C =




1 0 0
0 ω 0
0 0 ω2


 , D =




0 1 0
0 0 1
1 0 0


 ,

where ω = e
2πi
3 , ε = e

4πi
9 . Knowing these generators GAP can construct the

character table, which is shown in tables 6.23 and 6.24.
Remark: Since Σ(36φ) is generated by A,C, D it is a subgroup of Σ(216φ).

Using the character table we can calculate the tensor products of the three-
dimensional representations. The results are shown in 6.25.

All irreducible three-dimensional representations, except 31, can be constructed
from two representations, e.g. 32 and 36 = 3∗2, as is shown in table 6.26.

The irreducible representation 31 is different of the others, because of the fact
that it is not faithful. This can be easily seen from the character table. Obvi-
ously there is more than one element of the group that is mapped to 13 under
31, because several conjugate classes have character 3. (Let U ∈ SU(3), then
Tr(U) = 3⇐⇒ U = 13.) For further investigation of this representation we need
generators, which are provided by GAP:

31(A) =



−1 −1 −1

0 0 1
0 1 0


 , 31(B) =




1 0 0
−1 −1 −1

0 1 0


 .

Constructing the group 31(Σ(216φ)) using the Mathematica 6 program already
used to calculate all elements of 34(Σ(216φ)), we find that 31(Σ(216φ)) is a non-
Abelian group with 12 elements, and comparing the characters with those of A4

we find 31(Σ(216φ)) ' A4.

Due to lemma 5.1.3, for the Clebsch-Gordan coefficients we only need to con-
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Σ(216φ) C1(1) C2(9) C3(9) C4(24) C5(72) C6(36) C7(36) C8(36)

11 1 1 1 1 1 1 1 1

12 1 1 1 1 −a −a −a −a

13 1 1 1 1 −a∗ −a∗ −a∗ −a∗

21 2 −2 −2 2 −1 1 1 1

22 2 −2 −2 2 a∗ −a∗ −a∗ −a∗

23 2 −2 −2 2 a −a −a −a

31 3 3 3 3 0 0 0 0

32 3 a a∗ 0 0 d f E

33 3 a a∗ 0 0 E d f

34 3 a a∗ 0 0 f E d

35 3 a∗ a 0 0 E∗ d∗ f∗

36 3 a∗ a 0 0 d∗ f∗ E∗

37 3 a∗ a 0 0 f∗ E∗ d∗

61 6 b b∗ 0 0 f E d

62 6 b b∗ 0 0 d f E

63 6 b b∗ 0 0 E d f

64 6 b∗ b 0 0 f∗ E∗ d∗

65 6 b∗ b 0 0 E∗ d∗ f∗

66 6 b∗ b 0 0 d∗ f∗ E∗

81 8 0 0 −1 −1 0 0 0

82 8 0 0 −1 a 0 0 0

83 8 0 0 −1 a∗ 0 0 0

91 9 c c∗ 0 0 0 0 0

92 9 c∗ c 0 0 0 0 0

C9(72) C10(36) C11(36) C12(36) C13(9) C14(54) C15(54) C16(54)

11 1 1 1 1 1 1 1 1

12 −a∗ −a∗ −a∗ −a∗ 1 1 1 1

13 −a −a −a −a 1 1 1 1

21 −1 1 1 1 −2 0 0 0

22 a −a −a −a −2 0 0 0

23 a∗ −a∗ −a∗ −a∗ −2 0 0 0

31 0 0 0 0 3 −1 −1 −1

32 0 f∗ d∗ E∗ −1 −a 1 −a∗

33 0 d∗ E∗ f∗ −1 −a 1 −a∗

34 0 E∗ f∗ d∗ −1 −a 1 −a∗

35 0 d E f −1 −a∗ 1 −a

36 0 f d E −1 −a∗ 1 −a

37 0 E f d −1 −a∗ 1 −a

61 0 E∗ f∗ d∗ 2 0 0 0

62 0 f∗ d∗ E∗ 2 0 0 0

63 0 d∗ E∗ f∗ 2 0 0 0

64 0 E f d 2 0 0 0

65 0 d E f 2 0 0 0

66 0 f d E 2 0 0 0

81 −1 0 0 0 0 0 0 0

82 a∗ 0 0 0 0 0 0 0

83 a 0 0 0 0 0 0 0

91 0 0 0 0 −3 a −1 a∗

92 0 0 0 0 −3 a∗ −1 a

Table 6.23: The character table of Σ(216φ) as calculated with GAP. (Part 1) a =

−ω2, b = 2ω2, c = −3ω2, d = −e
10πi

9 , E = −e
4πi
9 , f = e

4πi
9 + e

10πi
9 .
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Σ(216φ) C17(1) C18(1) C19(12) C20(12) C21(12) C22(12) C23(12) C24(12)

11 1 1 1 1 1 1 1 1

12 1 1 −a −a −a∗ −a∗ −a∗ −a

13 1 1 −a∗ −a∗ −a −a −a −a∗

21 2 2 −1 −1 −1 −1 −1 −1

22 2 2 a∗ a∗ a a a a∗

23 2 2 a a a∗ a∗ a∗ a

31 3 3 0 0 0 0 0 0

32 −c −c∗ I j I∗ j∗ k∗ k

33 −c −c∗ j k j∗ k∗ I∗ I

34 −c −c∗ k I k∗ I∗ j∗ j

35 −c∗ −c j∗ k∗ j k I I∗

36 −c∗ −c I∗ j∗ I j k k∗

37 −c∗ −c k∗ I∗ k I j j∗

61 g g∗ −k −I −k∗ −I∗ −j∗ −j

62 g g∗ −I −j −I∗ −j∗ −k∗ −k

63 g g∗ −j −k −j∗ −k∗ −I∗ −I

64 g∗ g −k∗ −I∗ −k −I −j −j∗

65 g∗ g −j∗ −k∗ −j −k −I −I∗

66 g∗ g −I∗ −j∗ −I −j −k −k∗

81 8 8 2 2 2 2 2 2

82 8 8 b b b∗ b∗ b∗ b

83 8 8 b∗ b∗ b b b b∗

91 h h∗ 0 0 0 0 0 0

92 h∗ h 0 0 0 0 0 0

Table 6.24: The character table of Σ(216φ) as calculated with GAP. (Part 2) a =

−ω2, b = 2ω2, c = −3ω2, d = −e
10πi

9 , E = −e
4πi
9 , f = e

4πi
9 +e

10πi
9 , g = 6ω2, h = 9ω2,

I = 2e
4πi
9 + e

10πi
9 , j = −e

4πi
9 − 2e

10πi
9 , k = −e

4πi
9 + e

10πi
9 .
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31 ⊗ 31 = 11 ⊕ 12 ⊕ 13 ⊕ 31 ⊕ 31 33 ⊗ 34 = 36 ⊕ 65

31 ⊗ 32 = 91 33 ⊗ 35 = 11 ⊕ 81

31 ⊗ 33 = 91 33 ⊗ 36 = 12 ⊕ 82

31 ⊗ 34 = 91 33 ⊗ 37 = 13 ⊕ 83

31 ⊗ 35 = 92 34 ⊗ 34 = 37 ⊕ 66

31 ⊗ 36 = 92 34 ⊗ 35 = 12 ⊕ 82

31 ⊗ 37 = 92 34 ⊗ 36 = 13 ⊕ 83

32 ⊗ 32 = 36 ⊕ 65 34 ⊗ 37 = 11 ⊕ 81

32 ⊗ 33 = 37 ⊕ 66 35 ⊗ 35 = 33 ⊕ 61

32 ⊗ 34 = 35 ⊕ 64 35 ⊗ 36 = 34 ⊕ 62

32 ⊗ 35 = 13 ⊕ 83 35 ⊗ 37 = 32 ⊕ 63

32 ⊗ 36 = 11 ⊕ 81 36 ⊗ 36 = 32 ⊕ 63

32 ⊗ 37 = 12 ⊕ 82 36 ⊗ 37 = 33 ⊕ 61

33 ⊗ 33 = 35 ⊕ 64 37 ⊗ 37 = 34 ⊕ 62

Table 6.25: Tensor products of the three-dimensional irreducible representa-
tions of Σ(216φ).

33 = 12 ⊗ 32 35 = 13 ⊗ 36

34 = 13 ⊗ 32 37 = 12 ⊗ 36

Table 6.26: Relations of the inequivalent three-dimensional irreducible repre-
sentations of Σ(216φ).
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sider the following tensor products:

31 ⊗ 31 = 11 ⊕ 12 ⊕ 13 ⊕ 31 ⊕ 31,

31 ⊗ 32 = 91,

31 ⊗ 36 = 92,

32 ⊗ 32 = 36 ⊕ 65,

32 ⊗ 36 = 11 ⊕ 81,

36 ⊗ 36 = 32 ⊕ 63.

The Clebsch-Gordan coefficients for 31 ⊗ 31 can be found in subsection 6.3.1,
and the tensor products 31 ⊗ 32 and 31 ⊗ 36 are irreducible, thus the matrix M
of Clebsch-Gordan coefficients is an arbitrary unitary 9 × 9-matrix and can be
chosen to be the identity matrix 19.

As in the case of Σ(72φ) the remaining tensor products are of the types 3⊗ 3 =
3a + 6s and 3⊗ 3∗ = 1 + 8 (→ tables 6.13, 6.14).

6.4.6 The group Σ(360φ)

Generators of Σ(360φ) are provided by Miller et al. in [63]:

A =




0 1 0
0 0 1
1 0 0


 , B =




1 0 0
0 −1 0
0 0 −1


 ,

C =
1

2



−1 µ2 µ1

µ2 µ1 −1
µ1 −1 µ2


 , D =



−1 0 0
0 0 −ω
0 −ω2 0


 ,

with µ1 = 1
2
(−1 +

√
5), µ2 = 1

2
(−1 − √5) and ω = e

2πi
3 . Using these generators

GAP can calculate the character table, which is shown in table 6.27.

According to [63] Σ(60) = I ' A5 is generated by A, B and C. Therefore Σ(60)
is a subgroup of Σ(360φ). In subsection 6.3.5 we listed two matrices S and T
(given in [77]) that generate the icosahedral group I ' A5. Therefore one could
also use S, T and D as generators of Σ(360φ).

Using the character table we can calculate the tensor products of the three-
dimensional irreducible representations. The results are shown in 6.28.

Looking at the character table we find 34 = 3∗1 and 33 = 3∗2. Therefore all tensor
products listed in table 6.28 are either irreducible, or of the types 3⊗ 3 = 3a + 6s
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Σ(360φ) C1(1) C2(45) C3(90) C4(90) C5(45) C6(45) C7(1) C8(1) C9(90)

11 1 1 1 1 1 1 1 1 1

31 3 −1 a a∗ −a∗ −a c c∗ 1

32 3 −1 a a∗ −a∗ −a c c∗ 1

33 3 −1 a∗ a −a −a∗ c∗ c 1

34 3 −1 a∗ a −a −a∗ c∗ c 1

51 5 1 −1 −1 1 1 5 5 −1

52 5 1 −1 −1 1 1 5 5 −1

61 6 2 0 0 b b∗ d d∗ 0

62 6 2 0 0 b∗ b d∗ d 0

81 8 0 0 0 0 0 8 8 0

82 8 0 0 0 0 0 8 8 0

91 9 1 1 1 1 1 9 9 1

92 9 1 a a∗ a∗ a E E∗ 1

93 9 1 a∗ a a a∗ E∗ E 1

10 10 −2 0 0 −2 −2 10 10 0

151 15 −1 −a −a∗ −a∗ −a f f∗ −1

152 15 −1 −a∗ −a −a −a∗ f∗ f −1

C10(120) C11(72) C12(72) C13(72) C14(72) C15(72) C16(72) C17(120)

11 1 1 1 1 1 1 1 1

31 0 g j h I∗ I h∗ 0

32 0 j g I h∗ h I∗ 0

33 0 j g I∗ h h∗ I 0

34 0 g j h∗ I I∗ h 0

51 −1 0 0 0 0 0 0 2

52 2 0 0 0 0 0 0 −1

61 0 1 1 a a∗ a a∗ 0

62 0 1 1 a∗ a a∗ a 0

81 −1 g j g j j g −1

82 −1 j g j g g j −1

91 0 −1 −1 −1 −1 −1 −1 0

92 0 −1 −1 −a −a∗ −a −a∗ 0

93 0 −1 −1 −a∗ −a −a∗ −a 0

10 1 0 0 0 0 0 0 1

151 0 0 0 0 0 0 0 0

152 0 0 0 0 0 0 0 0

Table 6.27: The character table of Σ(360φ) as calculated by GAP. a = ω, b = 2ω2,
c = 3ω, d = 6ω, E = 9ω, f = 15ω, g = −e

4πi
5 −e

6πi
5 = 1

2
(1+

√
5), h = −e

22πi
15 −e

28πi
15 ,

I = −e
4πi
15 − e

16πi
15 , j = −e

2πi
5 − e

8πi
5 = 1

2
(1−√5).

31 ⊗ 31 = 34 ⊕ 62 32 ⊗ 33 = 1⊕ 82

31 ⊗ 32 = 93 32 ⊗ 34 = 91

31 ⊗ 33 = 91 33 ⊗ 33 = 32 ⊕ 61

31 ⊗ 34 = 1⊕ 81 33 ⊗ 34 = 92

32 ⊗ 32 = 33 ⊕ 62 34 ⊗ 34 = 31 ⊕ 61

Table 6.28: Tensor products of the three-dimensional irreducible representa-
tions of Σ(360φ).
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and 3 ⊗ 3∗ = 1 + 8. For these tensor products we had already constructed the
Clebsch-Gordan coefficients (→ subsection 6.4.2, tables 6.13, 6.14; → subsection
6.4.5).

6.4.7 The group ∆(3n2)

∆(3n2) is an infinite series of non-Abelian finite subgroups of SU(3) of order
3n2 (n ∈ N\{0, 1}). It has been intensively studied by Luhn, Nasri and Ramond
in [82], as well as by Bovier, Lüling and Wyler in [64]. Luhn et al. construct
conjugate classes, generators for all irreducible representations, character tables
and Clebsch-Gordan coefficients for ∆(3n2). We will concentrate especially on
the Clebsch-Gordan coefficients for tensor products of three-dimensional irre-
ducible representations.

It turns out that the structure of ∆(3n2) is mainly dependent on whether n is
divisible by 3 (n ∈ 3N\{0}) or not (n 6∈ 3N\{0}).

According to [82] ∆(3n2) is isomorphic to the group

(Zn × Zn) o Z3,

where o denotes the so-called semidirect product of two groups. Semidirect prod-
ucts GoH are characterized by the issue that H acts on G via a homomorphism

φ : H → Aut(G),

where Aut(G) is the set of homomorphisms of G onto itself. For a precise defi-
nition of the semidirect product we refer the reader to [83] (p.338).

∆(3n2) is generated by three generators a, c, d which fulfil [82]

a3 = e (generator of Z3),

cn = e, dn = e, cd = dc (generators of Zn × Zn).
(6.5)

Due to the semidirect product structure there is an action of Z3 on Zn × Zn,
which is given by [82]

φ(a)(c) = aca−1 = c−1d−1,

φ(a)(d) = ada−1 = c.
(6.6)

φ is a homomorphism

φ : Z3 → Aut(Zn × Zn),

which is given by φ(x)(y) = xyx−1 ∀x ∈ Z3, y ∈ Zn × Zn.
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∆(3n2) Representations number of representations parameter values

n ∈ 3N\{0} 1r,s 9 r, s = 0, 1, 2

3
(̃k,l)

n2−3
3 k, l = 1, ..., n− 1

(k, l) 6= (n
3 , n

3 ), ( 2n
3 , 2n

3 )

n 6∈ 3N\{0} 1r 3 r = 0, 1, 2

3
(̃k,l)

n2−1
3 k, l = 1, ..., n− 1

Table 6.29: Irreducible representations of ∆(3n2) as given in [82].

The relations (6.5) and (6.6) form the presentation of ∆(3n2). (The abstract gener-
ators together with their relations are called the presentation of a group.)

The irreducible representations are listed in table 6.29.

The generators of the irreducible representations as given by [82] are (ω = e
2πi
3 ,

η = e
2πi
n ):

1. n 6∈ 3N\{0}
1r : a 7→ ωr, c 7→ 1, d 7→ 1.

3(k,l) : a 7→



0 1 0
0 0 1
1 0 0


 , c 7→




ηl 0 0
0 ηk 0
0 0 η−k−l


 , d 7→




η−k−l 0 0
0 ηl 0
0 0 ηk


 .

2. n ∈ 3N\{0}
1r,s : a 7→ ωr, c 7→ ωs, d 7→ ωs.

3(k,l) : a 7→



0 1 0
0 0 1
1 0 0


 , c 7→




ηl 0 0
0 ηk 0
0 0 η−k−l


 , d 7→




η−k−l 0 0
0 ηl 0
0 0 ηk


 .

Remark: Though not named ∆(3n2) and only shortly mentioned, the group
∆(3n2) is also treated in [63]. Miller et al. describe a group (C) generated by

H =




α 0 0
0 β 0
0 0 γ


 , T =




0 1 0
0 0 1
1 0 0


 .

Setting α = ηl, β = ηk and γ = η−k−l one obtains generators of ∆(3n2). These
generators are related to those given in [82] via

3(k,l) : a 7→ T, c 7→ H, d 7→ T 2HT−2.
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From this we can also see that a and c alone generate ∆(3n2), and one could
discard d.

It turns out that the representations labeled by

(k, l), (−k − l, k), (l,−k − l)

are equivalent [82]. Considering the generators of 3(k,l), k, l ∈ Z would be al-
lowed, but one would overcount the non-equivalent representations. Therefore
Luhn et al. developed a “standard form” for the three-dimensional irreducible
representations, which is indicated by an index (̃k, l). The details of this stan-
dard form are explained in [82]. For we are only interested in the “types” of
Clebsch-Gordan coefficients that can occur, we can (and will) at many places
drop the notation (̃k, l).

The tensor products are [82]:

1. n 6∈ 3N\{0}
3(k,l) ⊗ 3(k′,l′) =δ(k′,l′),(−k,−l)(10 ⊕ 11 ⊕ 12)⊕

⊕ 3(k′+k,l′+l)⊕
⊕ 3(k′−k−l,l′+k)⊕
⊕ 3(k′+l,l′−k−l).

If (k′, l′) = (−k,−l), then the representation 3(k′+k,l′+l) = 3(0,0) has to be
cancelled from the right hand side of the tensor product, thus the dimen-
sions are correct.

2. n ∈ 3N\{0}

3(k,l) ⊗ 3(k′,l′) =
2∑

s=0

δ(k′,l′),(−k+sn/3,−l+sn/3)(10,s ⊕ 11,s ⊕ 12,s)⊕

⊕ 3(k′+k,l′+l)⊕
⊕ 3(k′−k−l,l′+k)⊕
⊕ 3(k′+l,l′−k−l).

Depending on (k, l) there are 0, 3 or 9 one-dimensional irreducible repre-
sentations in the tensor product (see later). If (k′, l′) = (−k + sn/3,−l +
sn/3) for an s ∈ {0, 1, 2}, then one of the three-dimensional representa-
tions becomes reducible and has to be cancelled from the right hand side
of the tensor product, thus the dimensions are correct.
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Remark: To be exact, one should write ˜ over all indices of three-dimensional
representations on the right hand side of the tensor products, but for the in-
vestigation of the general structure of Clebsch-Gordan coefficients this is not
necessary.

The Clebsch-Gordan coefficients for all tensor products are calculated in [82].
We will use their data, extract the information we need, and test, if the matrix
M of Clebsch-Gordan coefficients reduces the tensor product.

We start with the case n 6∈ 3N\{0}.

(i) n 6∈ 3N\{0}: In the notation of [82] the Clebsch-Gordan coefficients for

3(k,l) ⊗ 3(k′,l′) = δ(k′,l′),(−k,−l)(10 ⊕ 11 ⊕ 12)⊕ ...

are given by
〈3i′

(k′,l′), 3i
(k,l)|1r〉 = ωr(1−i)δi′,iδ(k′,l′),(−k,−l), (6.7)

which is in our notation:

u
3(k′,l′)⊗3(k,l)

1r
= ωr(1−i)δi′,i ei′ ⊗ ei.

Thus [82] give the Clebsch-Gordan coefficients for 3′ ⊗ 3. (δ(k′,l′),(−k,−l) just de-
notes that 1r is not contained in 3(k′,l′) ⊗ 3(k,l), if (k′, l′) 6= (−k,−l).)

The coefficients for
3(k′,l′) ⊗ 3(k,l) = 3(k′′,l′′) ⊕ ...

are given by [82]

〈3i′
(k′,l′), 3i

(k,l)|3i′′
(k′′,l′′)〉 = δ

(3)
i′′,i′−pδ

(3)
i′,i−qδ(∗), (6.8)

where δ
(3)
ij =

{
1 if imod3 = j mod3
0 else , and δ(∗) = δ0

@ k′′

l′′

1
A,Mp

2
4
0
@ k′

l′

1
A+Mq

0
@ k

l

1
A
3
5

.

q numbers the three-dimensional irreducible representations contained in the
tensor product:

q = 0, 1, 2 if (k′, l′) 6= (−k,−l),

q = 1, 2 if (k′, l′) = (−k,−l).

The missing of q = 0 is due to the fact that the tensor product contains only
two 3-dimensional irreducible representations if (k′, l′) = (−k,−l). The num-
ber p has to do with the choice of a “standard form” for the representations
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(see [82] for more information), it can take the values 0, 1, 2. The choice of p
only influences the order of the Clebsch-Gordan coefficients and furthermore
we don’t need to distinguish between equivalent representations, so we can
choose p := 0 for our purpose.9 Another simplification is the following: δ(∗) de-
termines 3(k′′,l′′) contained in the tensor product as a function of p and q, thus we
can always choose (k′′, l′′) in such a way that δ(∗) = 1. We can therefore proceed
in the following way:

1. We construct the Clebsch-Gordan coefficients setting p = 0, δ(∗) = 1.

2. We explicitly reduce the tensor product using the obtained Clebsch-Gordan
coefficients.

3. We read off (k′′, l′′) from the reduced tensor product.

(ia) (k′, l′) = (−k,−l): In this case we have:

3(−k,−l) ⊗ 3(k,l) = 10 ⊕ 11 ⊕ 12 ⊕ 3(−2k−l,k−l) ⊕ 3(l−k,−k−2l). (6.9)

Remark: 3(k,l) = 3∗(−k,−l).

The allowed values for q are 1 and 2. Using equations (6.7) and (6.8) we can
construct basis vectors of the invariant subspaces. We find

u
3(−k,−l)⊗3(k,l)

10
= e11 + e22 + e33,

u
3(−k,−l)⊗3(k,l)

11
= e11 + ω2e22 + ωe33,

u
3(−k,−l)⊗3(k,l)

12
= e11 + ωe22 + ω2e33,

u
3(−k,−l)⊗3(k,l)

3q=1
(1) = e12,

u
3(−k,−l)⊗3(k,l)

3q=1
(2) = e23,

u
3(−k,−l)⊗3(k,l)

3q=1
(3) = e31,

u
3(−k,−l)⊗3(k,l)

3q=2
(1) = e13,

u
3(−k,−l)⊗3(k,l)

3q=2
(2) = e21,

u
3(−k,−l)⊗3(k,l)

3q=2
(3) = e32.

9M is the matrix
(−1 −1

1 0

)
. Mp, p ∈ {0, 1, 2} maps a pair of indices (k, l)T onto the equiv-

alent pairs of indices (k, l)T , (−k − l, k)T , (l,−k − l)T .
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Normalizing the basis vectors we can form a unitary matrix M of Clebsch-
Gordan coefficients

M =




1√
3

1√
3

1√
3

0 0 0 0 0 0

0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
1√
3

ω2√
3

ω√
3

0 0 0 0 0 0

0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1
1√
3

ω√
3

ω2√
3

0 0 0 0 0 0




.

We will now test, if this matrix reduces the tensor product. We find:

M−1[3(−k,−l)(a)⊗ 3(k,l)(a)]M =




1 0 0 0 0 0 0 0 0
0 ω2 0 0 0 0 0 0 0
0 0 ω 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0 0




=

=




(11 ⊕ 12 ⊕ 13)(a) 0 0
0 3(−2k−l,k−l)(a) 0
0 0 3(−k+l,−k−2l)(a)


 ,

M−1[3(−k,−l)(c)⊗ 3(k,l)(c)]M =



13 0 0
0 3(−2k−l,k−l)(c) 0
0 0 3(−k+l,−k−2l)(c)


 ,

M−1[3(−k,−l)(d)⊗ 3(k,l)(d)]M =



13 0 0
0 3(−2k−l,k−l)(d) 0
0 0 3(−k+l,−k−2l)(d)


 ,

where 0 is the 3× 3-nullmatrix.
Thus M reduces the tensor product to exactly those representations given in
equation (6.9). Thus we have confirmed that the Clebsch-Gordan coefficients
are correct. We list them in table 6.30. It turns out that these Clebsch-Gordan
coefficients are equivalent to those listed in table 6.4 (A4), which can be easily
verified by reducing the Kronecker product [3 ⊗ 3] of A4 using the Clebsch-
Gordan coefficients given here (One obtains 1- and 3-dimensional irreducible
representations of A4 that are equivalent to those given in subsection 6.3.1).
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∆(3n2) 3(−k,−l) ⊗ 3(k,l) CGC

10 u
3(−k,−l)⊗3(k,l)

10
= 1√

3
e11 + 1√

3
e22 + 1√

3
e33 Ia

11 u
3(−k,−l)⊗3(k,l)

11
= 1√

3
e11 + ω2√

3
e22 + ω√

3
e33 Ib(∗)

12 u
3(−k,−l)⊗3(k,l)

12
= 1√

3
e11 + ω√

3
e22 + ω2√

3
e33 Ic(∗)

3(−2k−l,k−l) u
3(−k,−l)⊗3(k,l)

3(−2k−l,k−l)
(1) = e12 IIIa(1,0)

u
3(−k,−l)⊗3(k,l)

3(−2k−l,k−l)
(2) = e23

u
3(−k,−l)⊗3(k,l)

3(−2k−l,k−l)
(3) = e31

3(−k+l,−k−2l) u
3(−k,−l)⊗3(k,l)

3(−k+l,−k−2l)
(1) = e13 IIIa(0,1)

u
3(−k,−l)⊗3(k,l)

3(−k+l,−k−2l)
(2) = e21

u
3(−k,−l)⊗3(k,l)

3(−k+l,−k−2l)
(3) = e32

Table 6.30: Clebsch-Gordan coefficients for 3(−k,−l)⊗3(k,l) of ∆(3n2). n 6∈ 3N\{0}.
(Ib(∗), Ic(∗) → Ib and Ic up to an (irrelevant) phase factor.)

(ib) (k′, l′) 6= (−k,−l): In this case the three 1-dimensional irreducible repre-
sentations are replaced by a 3-dimensional irreducible representation.

3(k′,l′) ⊗ 3(k,l) = 3(k′+k,l′+l) ⊕ 3(k′−k−l,l′+k) ⊕ 3(k′+l,l′−k−l).

Proceeding exactly as before one finds that the Clebsch-Gordan coefficients given
in [82] are correct. We list the normalized coefficients in table 6.31.

(ii) n ∈ 3N\{0}: Luhn et al. [82] list the following Clebsch-Gordan coefficients
for the case n ∈ 3N\{0}:

〈3i′
(k′,l′), 3i

(k,l)|1r,s〉 = ωr(1−i)δ
(3)
i′,i±sδ(k′,l′),(−k,−l) if (k, l) = (0,±n

3
), (6.10)

〈3i′
(k′,l′), 3i

(k,l)|1r,s〉 = ωr(1−i)δ
(3)
i′,i−pδ(∗∗) if (k, l) 6= (0,±n

3
), (6.11)

where δ(∗∗) = δ0
@ k′

l′

1
A,Mp

0
@ −k + sn/3
−l + sn/3

1
A

. Again as before, the determination of

p ensures that the representations on the right hand side of the tensor product
have “standard form”. Since we don’t need to distinguish between equivalent
representations, we can choose p := 0. The Clebsch-Gordan coefficients for the
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∆(3n2) 3(k′,l′) 6=(−k,−l) ⊗ 3(k,l) CGC

3(k′+k,l′+l) u
3(k′,l′)⊗3(k,l)

3(k′+k,l′+l)
(1) = e11 IIId

u
3(k′,l′)⊗3(k,l)

3(k′+k,l′+l)
(2) = e22

u
3(k′,l′)⊗3(k,l)

3(k′+k,l′+l)
(3) = e33

3(k′−k−l,l′+k) u
3(k′,l′)⊗3(k,l)

3(k′−k−l,l′+k)
(1) = e12 IIIa(1,0)

u
3(k′,l′)⊗3(k,l)

3(k′−k−l,l′+k)
(2) = e23

u
3(k′,l′)⊗3(k,l)

3(k′−k−l,l′+k)
(3) = e31

3(k′+l,l′−k−l) u
3(k′,l′)⊗3(k,l)

3(k′+l,l′−k−l)
(1) = e13 IIIa(0,1)

u
3(k′,l′)⊗3(k,l)

3(k′+l,l′−k−l)
(2) = e21

u
3(k′,l′)⊗3(k,l)

3(k′+l,l′−k−l)
(3) = e32

Table 6.31: Clebsch-Gordan coefficients for 3(k′,l′)6=(−k,−l) ⊗ 3(k,l) of ∆(3n2). n 6∈
3N\{0}.

3-dimensional irreducible representations are the same as in (i).

As is shown in [82] there are the following cases:

(iia): k, l, k′, l′ are multiples of n
3
. In this case 3(k,l)⊗ 3(k′,l′) contains either 0 or 9

one-dimensional irreducible representations. The Clebsch-Gordan coefficients
for 0 one-dimensional representations (3 three-dimensional representations) are
the same as for (i). The split-up into 9 one-dimensional representations occurs
if (k, l) = (−k′,−l′) = (0,±n

3
). We only need to consider the case l = +n

3
, since

l′ = −l (therefore l = −n
3

just corresponds to reversing the order of the factors
of the tensor product) . The reducing matrix M derived from equation (6.10) is
given by

M =
1√
3




1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 1 1 1
0 0 0 1 1 1 0 0 0
0 0 0 1 ω2 ω 0 0 0
1 ω2 ω 0 0 0 0 0 0
0 0 0 0 0 0 1 ω2 ω
0 0 0 0 0 0 1 ω ω2

0 0 0 1 ω ω2 0 0 0
1 ω ω2 0 0 0 0 0 0




.
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∆(3n2) 3(0,−n
3
) ⊗ 3(0, n

3
) CGC

10,0 u
3(0,−n

3 )⊗3(0, n
3 )

10,0
= 1√

3
e11 + 1√

3
e22 + 1√

3
e33 Ia

12,0 u
3(0,−n

3 )⊗3(0, n
3 )

12,0
= 1√

3
e11 + ω2√

3
e22 + ω√

3
e33 Ib(∗)

11,0 u
3(0,−n

3 )⊗3(0, n
3 )

12,0
= 1√

3
e11 + ω√

3
e22 + ω2√

3
e33 Ic(∗)

10,1 u
3(0,−n

3 )⊗3(0, n
3 )

10,1
= 1√

3
e13 + 1√

3
e21 + 1√

3
e32 Id

12,1 u
3(0,−n

3 )⊗3(0, n
3 )

11,1
= 1√

3
e13 + ω2√

3
e21 + ω√

3
e32 Ie

11,1 u
3(0,−n

3 )⊗3(0, n
3 )

12,1
= 1√

3
e13 + ω√

3
e21 + ω2√

3
e32 If

10,2 u
3(0,−n

3 )⊗3(0, n
3 )

10,2
= 1√

3
e12 + 1√

3
e23 + 1√

3
e31 Ig

12,2 u
3(0,−n

3 )⊗3(0, n
3 )

11,2
= 1√

3
e12 + ω2√

3
e23 + ω√

3
e31 Ih

11,2 u
3(0,−n

3 )⊗3(0, n
3 )

12,2
= 1√

3
e12 + ω√

3
e23 + ω2√

3
e31 Ii

Table 6.32: Clebsch-Gordan coefficients for 3(0,−n
3
) ⊗ 3(0, n

3
) of ∆(3n2). n ∈

3N\{0}. ((∗)... up to an (irrelevant) phase factor)

Testing the coefficients as in case (ia) we find that they reduce the tensor product
to nine 1-dimensional representations.10 We list the normalized coefficients in
table 6.32.
Remark: 3(0, n

3
) = 3∗(0,−n

3
).

(iib): k, l, k′, l′ are not all multiples of n
3
. The coefficients for the 1-dimensional

representations are determined by equation (6.11). Again we set p := 0, and we
see that δ(∗∗) becomes

δ0
@ k′

l′

1
A,

0
@ −k + sn/3
−l + sn/3

1
A
.

This corresponds to the analysis of of the tensor product 3(−k,−l) ⊗ 3k,l, thus the
coefficients are the same as in case (ia). The coefficients for the three-dimensional

10Remark: When one reduces the tensor product using the coefficients given by [82], one
finds that the order of the 1-dimensional representations obtained is different to the expected
one. There may be an error in the construction of the reducing matrix M from equation (6.10),
or the error is already in equation (6.10). It seems as the order would become right, if ωr(1−i)

was replaced by ωr(i−1) in equation (6.10). Table 6.32 shows the representations in the order one
gets when one uses M for the reduction. However, the order of the representations is completely
irrelevant for our studies.
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representations are equal to case (ia) too. Trying to reduce the tensor product
using these coefficients one finds that they are correct.

6.4.8 The group ∆(6n2)

The infinite series ∆(6n2) (n ∈ N\{0, 1}) of finite subgroups of SU(3) has been
intensively studied by Escobar and Luhn in [68], as well as by Bovier, Lüling
and Wyler in [64]. Escobar et al. give all important information on ∆(6n2),
including generators, conjugate classes, character tables, tensor products and
Clebsch-Gordan coefficients. We will now summarize those properties of the
groups given in [68] that we will need for our purpose.

According to [68] ∆(6n2) is isomorphic to the semidirect product group

(Zn × Zn) o S3.

∆(6n2) is generated by four generators a, b, c, d fulfilling [68]

a3 = b2 = (ab)2 = e (generators of S3),

cn = dn = e, cd = dc (generators of Zn × Zn).
(6.12)

Due to the semidirect product structure there is an action of the group S3 on the
group Zn × Zn, which is given by [68]

φ(a)(c) = aca−1 = c−1d−1,

φ(a)(d) = ada−1 = c,

φ(b)(c) = bcb−1 = d−1,

φ(b)(d) = bdb−1 = c−1.

(6.13)

Similar to the case of ∆(3n2) φ is a homomorphism

φ : S3 → Aut(Zn × Zn),

which is given by φ(x)(y) = xyx−1 ∀x ∈ S3, y ∈ Zn × Zn.

Table 6.33 shows the irreducible representations of ∆(6n2).

The generators of ∆(6n2) for the three-dimensional representations 31(l) have
the form

A31(l)
=




0 1 0
0 0 1
1 0 0


 , B31(l)

=




0 0 1
0 1 0
1 0 0


 ,

C31(l)
=




ηl 0 0
0 η−l 0
0 0 1


 , D31(l)

=




1 0 0
0 ηl 0
0 0 η−l


 ,
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∆(6n2) Representations number of representations parameter values

n ∈ 3N\{0} 1r 2 r = 1, 2

2i 4 i = 1, 2, 3, 4

3j(l) 2(n− 1) j = 1, 2; l = 1, ..., n− 1

6
(̃k,l)

n(n−3)
6 k, l = 0, ..., n− 1

(k, l) 6= (n
3 , n

3 ), ( 2n
3 , 2n

3 )

(k + l) mod n 6= 0

(k, l) 6= (0, l), (k, 0)

n 6∈ 3N\{0} 1r 2 r = 1, 2

21 1

3j(l) 2(n− 1) j = 1, 2; l = 1, ..., n− 1

6
(̃k,l)

(n−1)(n−2)
6 k, l = 0, ..., n− 1

(k + l) mod n 6= 0

(k, l) 6= (0, l), (k, 0)

Table 6.33: Irreducible representations of ∆(6n2) as given in [68]. The indices k
and l have a precise mathematical meaning when refering to the generators of
the representations. In fact they can take all integer values, but then some of the
representations listed above would be reducible or equivalent. The restrictions
for k,l ensure that every irreducible representation occurs exactly once in the
above table.
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where η = e
2πi
n [68].

The generators of 32(l) are the same, except that B32(l)
= −B31(l)

. From the explicit
form of the generators one can easily see that 3i(l) = 3i(lmodn) ∀l. It is also clear
what happens if (l+ l′) mod n = 0. Then C3i(l)

= D3i(l)
= 13, and we end up with

a 3-dimensional representation of the group S3, which breaks up into [68]

3i(0) = 21 ⊕ 1i.

Remark: Though not named ∆(6n2) and only shortly mentioned, the group
∆(6n2) is also treated in [63]. Miller et al. describe a group (D) (→ subsection
6.4.11) generated by

H =




α 0 0
0 β 0
0 0 γ


 , T =




0 1 0
0 0 1
1 0 0


 , R =




a 0 0
0 0 c
0 b 0


 .

Setting α = ηl, β = η−l, γ = 1 and a = b = c = 1 one obtains generators of
∆(6n2). These generators are related to those given in [68] via

31(l) : A31(l)
= T, B31(l)

= TR, C31(l)
= H, D31(l)

= T 2HT−2.

From this we can also see that A,B and C alone generate ∆(6n2), and one could
discard D.

The generators of the 6-dimensional irreducible representations are [68]:

A6(k,l)
=

(
A1 0
0 A2

)
, B6(k,l)

=

(
0 13

13 0

)
,

C6(k,l)
=

(
C1 0
0 C2

)
, D6(k,l)

=

(
D1 0
0 D2

)
,

with

A1 = AT
2 =




0 1 0
0 0 1
1 0 0


 , C1 = D−1

2 =




ηl 0 0
0 ηk 0
0 0 η−l−k


 ,

C2 = D−1
1 =




ηl+k 0 0
0 η−l 0
0 0 η−k


 .

0 denotes the 3× 3-nullmatrix.

Remark: Care must be taken especially for the six-dimensional representations.
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They can be labeled by two integer numbers k and l. It turns out that the repre-
sentations labeled by

(k, l), (−k − l, k), (l,−k − l), (−l,−k), (k + l,−l), (−k, k + l)

are equivalent, which we denote by an index (̃k, l), as in the similar situation of
the 3-dimensional representations of ∆(3n2).

The tensor products we will need are:

31(l) ⊗ 31(l′) = 31(l+l′) ⊕ 6
(̃l,−l′)

,

31(l) ⊗ 32(l′) = 32(l+l′) ⊕ 6
(̃l,−l′)

,

32(l) ⊗ 32(l′) = 31(l+l′) ⊕ 6
(̃l,−l′)

.

(6.14)

Note that some of the 6-dimensional representations occurring in the tensor
products (6.14) can be reducible [68], namely

(6(−l,l), 6(0,−l), 6(l,0)) ∼ 6(l,0) ∼ 31(l) ⊕ 32(l)

and
(6(n

3
, n
3
), 6( 2n

3
, 2n

3
)) ∼ 22 ⊕ 23 ⊕ 24.

In tables 6.34 and 6.35 we give the Clebsch-Gordan coefficients for the tensor
products (6.14), where we suppose that the 3- and 6-dimensional representa-
tions do not break up into lower dimensional representations. (These cases will
be treated separately.)

Escobar et al. write 6
(̃l,−l′)

for all representations equivalent to 6(l,−l′). We will
write the representation one gets by explicitly reducing the given tensor prod-
uct using the given Clebsch-Gordan coefficients. From explicit reduction one

finds that (̃l,−l′) takes the value (−l, l − l′) when one uses the Clebsch-Gordan
coefficients given in tables 6.34 and 6.35. Therefore we can express equations
(6.14) in the following form:

3i(l) ⊗ 3j(l′) = 3κ(i,j)(l+l′) ⊕ 6(−l,l−l′),

where κ(i, j) = 2− δij , i, j ∈ {1, 2}.

We have already investigated how the Clebsch-Gordan coefficients behave un-
der general basis transformations (→ proposition 5.1.1). We will now concen-
trate on a useful special case.
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∆(6n2) 31(l) ⊗ 31(l′) / 32(l) ⊗ 32(l′) CGC

31(l+l′) u
31(l)⊗31(l′)/32(l)⊗32(l′)
31(l+l′)

(1) = e11 IIId

u
31(l)⊗31(l′)/32(l)⊗32(l′)
31(l+l′)

(2) = e22

u
31(l)⊗31(l′)/32(l)⊗32(l′)
31(l+l′)

(3) = e33

6(−l,l−l′) u
31(l)⊗31(l′)/32(l)⊗32(l′)
6(−l,l−l′)

(1) = e12 VIb

u
31(l)⊗31(l′)/32(l)⊗32(l′)
6(−l,l−l′)

(2) = e23

u
31(l)⊗31(l′)/32(l)⊗32(l′)
6(−l,l−l′)

(3) = e31

u
31(l)⊗31(l′)/32(l)⊗32(l′)
6(−l,l−l′)

(4) = e32

u
31(l)⊗31(l′)/32(l)⊗32(l′)
6(−l,l−l′)

(5) = e21

u
31(l)⊗31(l′)/32(l)⊗32(l′)
6(−l,l−l′)

(6) = e13

Table 6.34: Clebsch-Gordan coefficients for 31(l)⊗31(l′) and 32(l)⊗32(l′) of ∆(6n2)
as given in [68].

∆(6n2) 31(l) ⊗ 32(l′) = 32(l+l′) ⊕ 6(−l,l−l′) CGC

32(l+l′) u
31(l)⊗32(l′)
32(l+l′)

(1) = e11 IIId

u
31(l)⊗32(l′)
32(l+l′)

(2) = e22

u
31(l)⊗32(l′)
32(l+l′)

(3) = e33

6(−l,l−l′) u
31(l)⊗32(l′)
6(−l,l−l′)

(1) = e12 VIb

u
31(l)⊗32(l′)
6(−l,l−l′)

(2) = e23

u
31(l)⊗32(l′)
6(−l,l−l′)

(3) = e31

u
31(l)⊗32(l′)
6(−l,l−l′)

(4) = −e32

u
31(l)⊗32(l′)
6(−l,l−l′)

(5) = −e21

u
31(l)⊗32(l′)
6(−l,l−l′)

(6) = −e13

Table 6.35: Clebsch-Gordan coefficients for 31(l) ⊗ 32(l′) of ∆(6n2) as given in
[68].
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6.4.9 Proposition. Let T be a matrix representation of a tensor product, let M
be the matrix of Clebsch-Gordan coefficients which reduces T , and let U be
an invertible block-diagonal matrix, where the dimensions of the blocks equal
those of the blocks of the reduced tensor product R = M−1TM . Then MU
reduces T too, and if the blocks of R commute with the blocks of U , then
(MU)−1TMU = R.

Proof.
(MU)−1T (MU) = U−1 M−1TM︸ ︷︷ ︸

R

U = U−1RU.

If U is block-diagonal, U−1RU is block-diagonal too, and if the blocks of R com-
mute with the corresponding blocks of U we have U−1RU = R.

6.4.10 Corollary. Let M be a matrix of Clebsch-Gordan coefficients in a given
basis, and let U be an invertible block-diagonal matrix, then there exists a basis
in which the Clebsch-Gordan coefficients are given by MU . Especially each
column of M can be multiplied with a phase factor.

Proof. This follows directly from proposition 6.4.9. The action of U on the Clebsch-
Gordan coefficients can be interpreted as a basis transformation Sλ in the sense
of proposition 5.1.1. If U is a diagonal phase matrix, M 7→ MU means multipli-
cation of each column of M with a phase factor.

6.4.11 Definition. Let Cλ
ijk and Dλ

ijk be Clebsch-Gordan coefficients for two ten-
sor products. We call the Clebsch-Gordan coefficients equivalent up to basis trans-
formations or simply equivalent, if there exists a basis transformation in the sense
of proposition 5.1.1 such that Cλ

ijk
′ = Dλ

ijk.

From corollary 6.4.10 follows that, if we are only interested in Clebsch-Gordan
coefficients up to basis transformations, we can multiply each basis vector of the
invariant subspaces by arbitrary phase factors. Therefore the Clebsch-Gordan
coefficients given in table 6.35 are equivalent to those shown in table 6.34.

Now to the cases where the 3- or 6-dimensional representations contained in
the tensor product are reducible.

(i) 3r(0) = 1r ⊕ 21 This case occurs in 3i(l) ⊗ 3j(l′) if (l + l′) mod n = 0. Since
l = l′ = 0 is not allowed (then the factors of the product would be reducible),
we have to consider l + l′ = n⇒ l′ = n− l.

31(l) ⊗ 31(n−l) = 11 ⊕ 21 ⊕ 6
(l̃,l−n)

,

31(l) ⊗ 32(n−l) = 12 ⊕ 21 ⊕ 6
(l̃,l−n)

,

32(l) ⊗ 32(n−l) = 11 ⊕ 21 ⊕ 6
(l̃,l−n)

.
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There is no l ∈ {1, ..., n−1} s.t. 6
(l̃,l−n)

is reducible, thus we only have to analyse
the split-up 3r(0) = 1r ⊕ 21.

Reduction of 31(0):

A31(0)
=




0 1 0
0 0 1
1 0 0


 , B31(0)

=




0 0 1
0 1 0
1 0 0


 ,

C31(0)
=




1 0 0
0 1 0
0 0 1


 , D31(0)

=




1 0 0
0 1 0
0 0 1


 ,

For the reduction of 31(0) we will use the following useful lemma:

6.4.12 Lemma. Let D contain a one-dimensional irreducible representation 1,
then all D(a), a ∈ G have at least one common eigenvector v, and D(a)v =
(1(a))v.

Proof. By definition there exists a basis such that [D] has the following block
form: (

[1] 0
0 X

)
,

where 0 are appropriate null vectors. In this basis the vector
(
1 0 ... 0

)T is
an eigenvector to all [D(a)], and the eigenvalue is 1(a).

Using this lemma we will do the following:

1. We search for the common eigenvectors of 31(0)(f), f = A,B, C, D to the
eigenvalue 11(f) = 1.

2. We construct an orthonormal basis of C3 having the common eigenvec-
tor as first vector. A matrix S having these basisvectors as columns will
reduce the representation 31(0) via

[31(0)] 7→ S−1[31(0)]S = [11]⊕ [21].

A common eigenvector of A31(0)
, B31(0)

, C31(0)
and D31(0)

to the eigenvalue 1 is

v =
1√
3




1
1
1


 .
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∆(6n2) 31(l) ⊗ 31(n−l) /31(l) ⊗ 32(n−l)/ 32(l) ⊗ 32(n−l) CGC

11/12/11 u1 = 1√
3
e11 + 1√

3
e22 + 1√

3
e33 Ia

21 u21
(1) = 1√

3
e11 + ω2√

3
e22 + ω√

3
e33 IIb

u21
(2) = 1√

3
e11 + ω√

3
e22 + ω2√

3
e33

Table 6.36: Clebsch-Gordan coefficients for 31(l)⊗31(n−l), 31(l)⊗32(n−l) and 32(l)⊗
32(n−l) of ∆(6n2). The basis vectors of the 6-dimensional invariant subspace are
not shown. They are the same as in tables 6.34 and 6.35.

We extend v to an orthonormal basis of C3 using the other eigenvectors of A31(0)

(⇒ S is unitary).

S =
1√
3




1 1 1
1 ω ω2

1 ω2 ω


 ,

S−1A31(0)
S =




1 0 0
0 ω 0
0 0 ω2


 , S−1B31(0)

S =




1 0 0
0 0 ω
0 ω2 0


 .

Therefore we have found

21 : A 7→
(

ω 0
0 ω2

)
, B 7→

(
0 ω
ω2 0

)
, C,D 7→

(
1 0
0 1

)
.

Since only the sign of the generator B32 is different to the representation 31, S
reduces 32 too, and one gets

22 : A 7→
(

ω 0
0 ω2

)
, B 7→

(
0 −ω
−ω2 0

)
, C, D 7→

(
1 0
0 1

)
.

The basis vectors of the invariant subspaces V11
and V21

are given by

u1r
= Sj1u3r

(j),

u21
(1) = Sj2u3r

(j),

u21
(2) = Sj3u3r

(j).

Thus we have found the new Clebsch-Gordan coefficients, which we list in table
6.36.
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(ii) 6(l,0) = 31(l) ⊕ 32(l) Here the reduction is not as easy as in case (i). To solve
the problem, we will use the (slightly adapted) algorithm explained in chapter
5 on the Clebsch-Gordan decomposition

6(l,0) ⊗ 11 = 31(l) ⊕ 32(l).

The Clebsch-Gordan coefficients for

Da ⊗Db =
⊕

λ

Dλ

fulfil
[Dλ]ir[(D

−1
a )T ]js[(D

−1
b )T ]ktC

λ
ijk = Cλ

rst.

Here we will deal with the special case [Db] = 1. Setting Cλ
ij := Cλ

ij1 we get

[Dλ]ir[(D
−1
a )T ]jsC

λ
ij = Cλ

rs.

We can interpret this equation as an eigenvalue-equation

NC = C

with

C =




C11
...

C1na

C21
...

Cnλna




and N =




[Dλ]11[(D
−1
a )T ]11 ... [Dλ]nλ1[(D

−1
a )T ]na1

...
...

[Dλ]1nλ
[(D−1

a )T ]1na ... [Dλ]nλnλ
[(D−1

a )T ]nana


 .

Using the known algorithm with the new matrix N and the generators given in
[68] we can calculate the matrix of “reduction coefficients” S for 6(l,0).

S =
1√
2




0 0 1 0 0 1
1 0 0 1 0 0
0 1 0 0 1 0
1 0 0 −1 0 0
0 0 1 0 0 −1
0 1 0 0 −1 0




As in case (i) we find the basis vectors of the new invariant subspaces by

u31(l)
(j) = Skju6(l,0)

(k) j = 1, 2, 3,

u32(l)
(j) = Sk j+3u6(l,0)

(k) j = 1, 2, 3.
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In which tensor products can 6(l,0) occur? We already know that

3i(l) ⊗ 3j(l′) = 3κ(i,j)(l+l′) ⊕ 6(−l,l−l′).

Therefore the only possibility to get 6(l,0) is

3i(−l) ⊗ 3j(−l) = 3κ(i,j)(−2l) ⊕ 6(l,0) = 3κ(i,j)(−2l) ⊕ 31(l) ⊕ 32(l). (6.15)

Since l = 0 is not allowed (then 3i(l) would be reducible), all representations on
the right hand side of equation (6.15) are irreducible, except l = ±n

2
, which is of

course only possible, if n ∈ 2N\{0}. If l = ±n
2

we have

3i(±n
2
) ⊗ 3j(±n

2
) = 1κ(i,j) ⊕ 21 ⊕ 31(∓n

2
) ⊕ 32(∓n

2
). (6.16)

The coefficients of the Clebsch-Gordan decomposition (6.15) are listed in tables
6.37 and 6.38. The Clebsch-Gordan coefficients for

31(−l) ⊗ 32(−l) = 32(−2l) ⊕ 31(l) ⊕ 32(l)

are shown in table 6.38. These coefficients are of the same type as those listed in
table 6.37, only the roles of 31(l) and 32(l) are interchanged.

The Clebsch-Gordan coefficients for the decomposition (6.16) can be obtained
from tables 6.37 and 6.38 by replacing the basis vectors of the invariant subspace
V3κ(i,j)(−2l)

with the basis vectors given in table 6.36 (decomposition of 3κ(i,j)(0)) .

(iii) 6(n
3

, n
3
), 6( 2n

3
, 2n

3
) According to [68] 6(n

3
, n
3
) and 6( 2n

3
, 2n

3
) of ∆(6n2) (n ∈ 3N\{0})

are reducible to
22 ⊕ 23 ⊕ 24.

This automatically means that 6(n
3

, n
3
) and 6( 2n

3
, 2n

3
) are equivalent (because they

are direct sums of the same representations). Therefore we only need to con-
sider one of these two representations. We choose 6(n

3
, n
3
). [68] give the following

generators for 22, 23 and 24:

22 : A 7→
(

ω 0
0 ω2

)
, B 7→

(
0 1
1 0

)
, C,D 7→

(
ω2 0
0 ω

)
,

23 : A 7→
(

ω 0
0 ω2

)
, B 7→

(
0 1
1 0

)
, C,D 7→

(
ω 0
0 ω2

)
,

24 : A 7→
(

1 0
0 1

)
, B 7→

(
0 1
1 0

)
, C,D 7→

(
ω 0
0 ω2

)
.
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∆(6n2) 31(−l) ⊗ 31(−l)/32(−l) ⊗ 32(−l) CGC

31(−2l) u
31(−l)⊗31(−l)/32(−l)⊗32(−l)

31(−2l)
(1) = e11 IIId

u
31(−l)⊗31(−l)/32(−l)⊗32(−l)

31(−2l)
(2) = e22

u
31(−l)⊗31(−l)/32(−l)⊗32(−l)

31(−2l)
(3) = e33

31(l) u
31(−l)⊗31(−l)/32(−l)⊗32(−l)

31(l)
(1) = 1√

2
e23 + 1√

2
e32 IIIa(1,1)

u
31(−l)⊗31(−l)/32(−l)⊗32(−l)

31(l)
(2) = 1√

2
e13 + 1√

2
e31

u
31(−l)⊗31(−l)/32(−l)⊗32(−l)

31(l)
(3) = 1√

2
e12 + 1√

2
e21

32(l) u
31(−l)⊗31(−l)/32(−l)⊗32(−l)

32(l)
(1) = 1√

2
e23 − 1√

2
e32 IIIa(1,−1)

u
31(−l)⊗31(−l)/32(−l)⊗32(−l)

32(l)
(2) = − 1√

2
e13 + 1√

2
e31

u
31(−l)⊗31(−l)/32(−l)⊗32(−l)

32(l)
(3) = 1√

2
e12 − 1√

2
e21

Table 6.37: Clebsch-Gordan coefficients for 31(−l) ⊗ 31(−l) and 32(−l) ⊗ 32(−l) of
∆(6n2).

∆(6n2) 31(−l) ⊗ 32(−l) CGC

32(−2l) u
31(−l)⊗32(−l)

32(−2l)
(1) = e11 IIId

u
31(−l)⊗32(−l)

32(−2l)
(2) = e22

u
31(−l)⊗32(−l)

32(−2l)
(3) = e33

31(l) u
31(−l)⊗32(−l)

31(l)
(1) = 1√

2
e23 − 1√

2
e32 IIIa(1,−1)

u
31(−l)⊗32(−l)

31(l)
(2) = − 1√

2
e13 + 1√

2
e31

u
31(−l)⊗32(−l)

31(l)
(3) = 1√

2
e12 − 1√

2
e21

32(l) u
31(−l)⊗32(−l)

32(l)
(1) = 1√

2
e23 + 1√

2
e32 IIIa(1,1)

u
31(−l)⊗32(−l)

32(l)
(2) = 1√

2
e13 + 1√

2
e31

u
31(−l)⊗32(−l)

32(l)
(3) = 1√

2
e12 + 1√

2
e21

Table 6.38: Clebsch-Gordan coefficients for 31(−l) ⊗ 32(−l) of ∆(6n2).
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Using the adapted algorithm that we have already used to reduce 6(l,0) we find
the following matrix of “reduction coefficients”

S =
1√
3




0 ω2 ω 0 1 0
0 ω ω2 0 1 0
0 1 1 0 1 0
ω2 0 0 ω 0 1
ω 0 0 ω2 0 1
1 0 0 1 0 1




.

The general structure of tensor products of 3-dimensional irreducible represen-
tations of ∆(6n2) is described by

3i(l) ⊗ 3j(l′) = 3κ(i,j)(l+l′) ⊕ 6(−l,l−l′).

(−l, l − l′) = (n
3
, n

3
) ⇒ l = −n

3
, l′ = −2n

3
. Since l and l′ are exponents of η = e

2πi
n ,

we can replace them by l + αn, l′ + βn, where α, β ∈ Z. Thus we can set l =
2n
3

, l′ = n
3
. The tensor products we are interested in are

3i( 2n
3

) ⊗ 3j(n
3
) = 3κ(i,j)(0) ⊕ 6(n

3
, n
3
) = 1κ(i,j) ⊕ 21 ⊕ 22 ⊕ 23 ⊕ 24.

The Clebsch-Gordan coefficients for 1κ(i,j) and 21 can be found in table 6.36. The
remaining coefficients are listed in tables 6.39 and 6.40 (they can be calculated
using the matrix S as in cases (i) and (ii).) Comparing tables 6.39 and 6.40 we see
that the Clebsch-Gordan coefficients only differ in sign, thus they are equivalent
up to basis transformations.

As in the section on ∆(3n2) one can test the Clebsch-Gordan coefficients for
∆(6n2) by using them to reduce the tensor products. In this way one finds that
they are all correct.

6.4.9 The new SU(3)-subgroups found by the FFK/BLW collab-
oration

The history of the new finite SU(3)-subgroups obtained by the FFK/BLW col-
laboration begins with the study of so-called Z-metacyclic groups investigated
by Bovier et al. in [65].

6.4.13 Definition. The cyclic group Zm, m ∈ N\{0}, is defined as

Zm = {0, 1, 2, ..., m− 1}
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∆(6n2) 31( 2n
3

) ⊗ 31(n
3
) CGC

22 u
3
1( 2n

3 )
⊗31( n

3 )

22
(1) = 1√

3
e13 + ω√

3
e21 + ω2√

3
e32 IIc

u
3
1( 2n

3 )
⊗31( n

3 )

22
(2) = ω2√

3
e12 + ω√

3
e23 + 1√

3
e31

23 u
3
1( 2n

3 )
⊗31( n

3 )

23
(1) = ω√

3
e12 + ω2√

3
e23 + 1√

3
e31 IId

u
3
1( 2n

3 )
⊗31( n

3 )

23
(2) = 1√

3
e13 + ω2√

3
e21 + ω√

3
e32

24 u
3
1( 2n

3 )
⊗31( n

3 )

24
(1) = 1√

3
e12 + 1√

3
e23 + 1√

3
e31 IIe

u
3
1( 2n

3 )
⊗31( n

3 )

24
(2) = 1√

3
e13 + 1√

3
e21 + 1√

3
e32

Table 6.39: Clebsch-Gordan coefficients for 31( 2n
3

)⊗31(n
3
) of ∆(6n2) (n ∈ 3N\{0}).

The remaining basis vectors can be found in table 6.36.

∆(6n2) 31( 2n
3

) ⊗ 32(n
3
) CGC

22 u
3
1( 2n

3 )
⊗32( n

3 )

22
(1) = − 1√

3
e13 − ω√

3
e21 − ω2√

3
e32 IIc(∗)

u
3
1( 2n

3 )
⊗32( n

3 )

22
(2) = ω2√

3
e12 + ω√

3
e23 + 1√

3
e31

23 u
3
1( 2n

3 )
⊗32( n

3 )

23
(1) = ω√

3
e12 + ω2√

3
e21 + 1√

3
e31 IId(∗)

u
3
1( 2n

3 )
⊗32( n

3 )

23
(2) = − 1√

3
e13 − ω2√

3
e21 − ω√

3
e32

24 u
3
1( 2n

3 )
⊗32( n

3 )

24
(1) = 1√

3
e12 + 1√

3
e23 + 1√

3
e31 IIe(∗)

u
3
1( 2n

3 )
⊗32( n

3 )

24
(2) = − 1√

3
e13 − 1√

3
e21 − 1√

3
e32

Table 6.40: Clebsch-Gordan coefficients for 31( 2n
3

)⊗32(n
3
) of ∆(6n2) (n ∈ 3N\{0}).

The remaining basis vectors can be found in table 6.36. ((∗)... up to irrelevant
phase factors)
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together with the composition

a ◦ b := (a + b)modm,

where + denotes the addition of natural numbers. Zm is an Abelian group iso-
morphic to the group Zm.

In [65] BLW have analysed groups of the form

Zm o Zn,

where s denotes the so-called semidirect product of groups. For our consider-
ations it is not necessary to further explain the structure of these semidirect
products. For more information on the Z-metacyclic groups we refer the reader
to [65]. The endresult of the investigations of FFK/BLW [61, 64, 65, 66] is that
some Z-metacyclic groups are “new” finite SU(3)-subgroups, namely

Tm := Zm o Z3,

where m must contain at least one prime factor of the form 3k + 1, k ∈ N\{0}.
The smallest group fulfilling this condition is the group T7, which has already
been applied to lepton physics [84, 85]. If m contains a factor q consisting of
powers of primes which are neither 3 nor of the form 3k + 1, k ∈ N\{0}, then
according to [66] Zm o Z3 can be written as a direct product

(Z3rp o Z3)× Zq

with m = 3rpq, where p is a product of powers of primes of the form 3k + 1,
k ∈ N\{0}. Fairbairn and Fulton [66] now concentrate on the group Z3rp o
Z3, because Zq is a trivial finite subgroup of SU(3), thus (Z3rp o Z3) × Zq is a
finite subgroup of SU(3) if and only if Z3rp o Z3 is a finite subgroup of SU(3).
According to [66] Z3rp o Z3 is a finite subgroup of SU(3) if r = 0, 1. Fairbairn
and Fulton [66] give generators for both cases:

A =




0 1 0
0 0 1
1 0 0


 , B =




e
2πi
p 0 0

0 e
2πia

p 0

0 0 e
2πia2

p


 ,

• r = 0 : 1 + a + a2 = 0modp,

• r = 1 : 1 + a + a2 = 0mod3p.
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Let ρ = e
2πi
p , then the generator B can be written as

B =




ρ 0 0
0 ρa 0
0 0 ρ−1−a


 .

In this form A and B look similar to the generators of the representation 3(k,l) of
∆(3n2):

3(k,l) : a 7→



0 1 0
0 0 1
1 0 0


 , c 7→




ηl 0 0
0 ηk 0
0 0 η−k−l


 ; η = e

2πi
n .

(In subsection 6.4.7 we mentioned a third generator d, but we later found that
d can be expressed through a and c.) Comparing A,B with a, c we find that if
ρ = η

A = 3(k,l)(a), B = 3(a,1)(c).

Thus
Z3rp o Z3 ' 3(a,1)(∆(3p2)).

We conclude that faithful 3-dimensional representations of Z3rp o Z3 can be in-
terpreted as (not necessarily faithful) 3-dimensional representations of ∆(3p2).
This automatically includes that all possible Clebsch-Gordan coefficients for
3 ⊗ 3-tensor products of Z3rp o Z3 are included in the list of Clebsch-Gordan
coefficients for ∆(3p2).

Let us as an example consider the group T7 = Z7 o Z3, which is of the form
Z3rp o Z3 with r = 0, p = 7.
Since r = 0 we have to solve the equation

1 + a + a2 = 0mod7

to determine a = 2. Thus T7 is isomorphic to

3(a,1)(∆(3p2)) = 3(2,1)(∆(3 · 72)) = 3(2,1)(∆(147)).

Next we have to consider groups of the form (Z3rp o Z3)× Zq. For this purpose
let us consider a more general group G×A, where G is an arbitrary finite group
and A is a finite Abelian group.

6.4.14 Theorem. Let G be a finite group and A a finite Abelian group. Then:
G × A is isomorphic to a finite subgroup of SU(3) ⇒ A is isomorphic to Z3 or
the trivial group {e}.
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Proof. By definition (→ definition A.2.11) G× A is given by

G× A = {(g, a)|g ∈ G, a ∈ A; (g, a) ◦ (g′, a′) = (g ◦ g′, a ◦ a′)}.

G × A is isomorphic to a finite subgroup of SU(3) if and only if there exists an
isomorphism φ : G× A → φ(G× A) ⊂ SU(3). From

(g, a) ◦ (e, a′) = (g ◦ e, a ◦ a′) = (e ◦ g, a′ ◦ a) = (e, a′) ◦ (g, a)

it follows that (e, a′) commutes with all elements of G×A⇒ φ((e, a′)) commutes
with all elements of φ(G×A). Since {φ((e, a))|a ∈ A} is a group whose elements
commute with all elements of φ(G × A) it must be a subgroup of the center of
φ(G × A). Per assumption φ(G × A) is a finite subgroup of SU(3), thus using
corollary 6.4.3 we find that {φ((e, a))|a ∈ A} is either {13} or {13, ω13, ω

213},
where ω = e

2πi
3 . Since φ is an isomorphism we find that the Abelian group A

must be isomorphic to {e} or Z3.

As a corollary we find that (Z3rp o Z3) × Zq can be a finite subgroup of SU(3)
only if q = 1 or q = 3, but q = 1 corresponds to Z3rp o Z3 and following [66]
q = 3 is not allowed, thus (Z3rp o Z3) × Zq do not form subgroups of SU(3) for
q 6= 1.

Theorem 6.4.14 gives another new insight into the problem of finite subgroups
of SU(3). Let G be a finite subgroup of SU(3) that does not already contain the
center C = {13, ω13, ω

213} of SU(3), then we can construct G×C and it will be a
new finite subgroup of SU(3). This procedure may lead to new finite subgroups
of SU(3), but it will not lead to new Clebsch-Gordan coefficients, because of
similar arguments as used in the proof of lemma 5.1.3 (commutativity of ωn13

with all elements of the group).

As mentioned in section 6.1 Miller et al. [63] list two series (C) and (D) of finite
subgroups of SU(3) which could contain new groups that have not been found
by the FFK/BLW collaboration. In the next two subsections we will concentrate
on these two series.

6.4.10 The group (C)

In their listing of finite subgroups of SU(3) Miller et al. [63] list two series of
non-Abelian groups, namely (C) and (D). In this subsection we will investigate
the properties of (C).
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Miller et al. [63] define (C) as a finite subgroup of SU(3) generated by the two
matrices

H =




α 0 0
0 β 0
0 0 γ


 , T =




0 1 0
0 0 1
1 0 0


 .

In subsection 6.4.7 we already found that the series ∆(3n2) is a special case of
(C). Let us investigate the generators of (C) in more detail. H must be an element
of SU(3), thus α, β, γ ∈ U(1). Since (C) is a finite group there exists an n s.t.
αn = βn = γn = 1. It follows

H =




ηa 0 0
0 ηb 0
0 0 ηc


 ,

where η = e
2πi
n . From detH = 1 it follows that c = −a− b, thus

H =




ηa 0 0
0 ηb 0
0 0 η−a−b


 .

In this form we can see that H and T generate the representation 3(b,a) of ∆(3n2)
(→ subsection 6.4.7).

6.4.11 The group (D)

(D) is a series of groups generated by H,T of (C) and the generator

R =




x 0 0
0 0 y
0 z 0


 .

From unitarity it follows that x, y, z ∈ U(1), and detR = 1 implies z = − 1
xy

.
Obviously x is an eigenvalue of R, thus it must be of some finite order m (Rm =

13 ⇒ xm = 1) ⇒ x = e
2πig

m , g ∈ Z,m ∈ N\{0}. Let us now look at all eigenvalues
λi of R. We find

λ1 = x, λ2 =
i√
x
, λ3 = − i√

x
,

where
√

x denotes one of the two squareroots of x. Thus the eigenvalues of R
do not restrict y (and z).
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We have to analyse y and z further in order to ensure that (D) is a finite group.
Analysing some products of the generators H, T,R one finds

R2 =




x2 0 0
0 − 1

x
0

0 0 − 1
x


 , (RT 2)2 =



− 1

y
0 0

0 y2 0
0 0 − 1

y


 .

This gives us a restriction on y. To ensure that (RT 2)2 is of finite order y must

be of the form y = e
2πig′

m′ , g′ ∈ Z,m′ ∈ N\{0}. Let us now compare x and y:

x = e
2πig

m , y = e
2πig′

m′ , g, g′ ∈ Z; m,m′ ∈ N\{0}
Since g

m
, g′

m′ ∈ Q there exists a common denominator d ∈ N\{0} s.t.

∃r, s ∈ Z :
g

m
=

r

d
,

g′

m′ =
s

d
.

Defining δ := e
2πi
d we find x = δr, y = δs and

R =




δr 0 0
0 0 δs

0 −δ−r−s 0


 , r, s ∈ Z.

δd = 1 ⇒ r, s ∈ {0, 1, ..., d − 1}. The same argument holds for the generator H
(⇒ a, b ∈ {0, 1, ..., n− 1}). Our final result for the generators of the group (D) is

H =




ηa 0 0
0 ηb 0
0 0 η−a−b


 , T =




0 1 0
0 0 1
1 0 0


 , R =




δr 0 0
0 0 δs

0 −δ−r−s 0


 ,

where η = e
2πi
n , δ = e

2πi
d ; n, d ∈ N\{0}; a, b ∈ {0, 1, ..., n−1}; r, s ∈ {0, 1, ..., d−1}.

Therefore (D) is a six-parametric series of finite groups

D(n, a, b; d, r, s).

Note that we have not analysed for which n, a, b, d, r, s the group (D) is a non-
Abelian finite subgroup of SU(3). For this purpose we would have to check for
which parameter values (D) has a faithful irreducible 3-dimensional represen-
tation.

Remark: In subsection 6.4.8 we found that the representation 31(l) of ∆(6n2) is
given by the generators

H ′ =




ηl 0 0
0 η−l 0
0 0 1


 , T ′ =




0 1 0
0 0 1
1 0 0


 , R′ =




1 0 0
0 0 1
0 1 0


 ,
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where η = e
2πi
n . Comparing to the group (D) we find

D(n, l,−l; 1, r, s) = D(n, l,−l; d, 0, 0) = 31(l)(∆(6n2)).

Its rich structure leaves the possibility that the series (D) contains some finite
subgroups of SU(3) which have not been analysed yet, but we will end our
systematic analysis of the finite subgroups of SU(3) here, let us just give an
example for a group that has not been considered yet.

Using the computer algebra system GAP one can easily search for new groups
by “trial and error”. For example one finds the group D(2, 1, 1; 3, 1, 0) of order
72. Using GAP one can easily check that S4 and Z3 are invariant subgroups of
D(2, 1, 1; 3, 1, 0), and that

D(2, 1, 1; 3, 1, 0) ' S4 × Z3,

which is a finite subgroup of SU(3) that we had missed up to now.

6.5 Summary of the derived Clebsch-Gordan coeffi-
cients

We have now analysed all known non-Abelian finite subgroups of SU(3) that
have 3-dimensional irreducible representations (except the series (D) described
in subsection 6.4.11). In contrast to the infinite number of these subgroups we
found that the number of non-equivalent Clebsch-Gordan coefficients is quite
small. We will now list all possible Clebsch-Gordan decompositions of ten-
sor products of 3-dimensional irreducible representations of those finite sub-
groups of SU(3) we have studied, the groups where these decompositions can
occur, and the tables where the corresponding Clebsch-Gordan coefficients (up
to basis transformations) can be found. For the sake of clarity we will only list
the dimensions of the representations. Since we don’t have a good method
to check whether two sets of Clebsch-Gordan coefficients are equivalent up
to basis transformations, the list could contain tensor products for which the
Clebsch-Gordan coefficients are equivalent.

Another very interesting question is, what types of Clebsch-Gordan coefficients
are possible for Da ⊗Db = D ⊕ ... when one fixes the dimension of D (dimDa =
dimDb = 3). Instead of Da⊗Db = D⊕ ... we will also write Da⊗Db → D. From
table 6.41 we find that the possible dimensions of D for the groups we analysed
can take all values from 1 to 9, except 7. We also see that there are only few
groups with representations that fulfil

3⊗ 3 → 4 or 3⊗ 3 → 5.
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Two sets of Clebsch-Gordan coefficients {Γi}i and {Γ′i}i are equivalent if and
only if there exist unitary matrices SA, SB and Sλ s.t.

Γ′i = S−1
A Γm(S−1

B )T (Sλ)mi. (6.17)

(see definition 6.4.11 and proposition 5.1.1). Therefore one can test whether
{Γi}i and {Γ′i}i are equivalent by solving equation (6.17). In contrast to the in-
variance equations (4.6), which are linear in the unknown matrices Γi, equation
(6.17) is nonlinear in the unknown matrices SA, SB and Sλ. Since we don’t have
a systematic method to solve this nonlinear equation, we will in general not be
able to test the different sets of Clebsch-Gordan coefficients on equivalence.

Remark: By now we have always talked about Clebsch-Gordan coefficients
for the reduction of tensor products to a direct sum of irreducible representa-
tions. Suppose we are interested in “reduction coefficients” for a decomposi-
tion Da ⊗Db = Dc ⊕ ..., where Dc is reducible. If Dc decomposes into irreducible
representations D1, ..., Dn, the reduction coefficients can be obtained by combin-
ing the bases of VD1 , ..., VDn to a basis of VDc .

In the following we will go through all tables of Clebsch-Gordan coefficients
listed in table 6.41 and extract all Clebsch-Gordan coefficients. We will now not
give the coefficients by listing the basis vectors ui = Γijkej ⊗ ek of the invariant
subspaces, but by showing the matrices Γi ((Γi)jk := Γijk).

1-dimensional representations

Going through all tensor products listed in table 6.41 that contain 1-dimensional
representations we find the following possible Clebsch-Gordan coefficients (ig-
noring irrelevant phase factors):

Γ =
1√
3




1 0 0
0 1 0
0 0 1


 , Γ =

1√
3




1 0 0
0 ω 0
0 0 ω2


 , Γ =

1√
3




1 0 0
0 ω2 0
0 0 ω


 ,

Γ =
1√
3




0 0 1
1 0 0
0 1 0


 , Γ =

1√
3




0 0 1
ω2 0 0
0 ω 0


 , Γ =

1√
3




0 0 1
ω 0 0
0 ω2 0


 ,

Γ =
1√
3




0 1 0
0 0 1
1 0 0


 , Γ =

1√
3




0 1 0
0 0 ω2

ω 0 0


 , Γ =

1√
3




0 1 0
0 0 ω
ω2 0 0


 .

Claim: All these Clebsch-Gordan coefficients are equivalent.

Proof. From proposition 5.1.1 we know the transformation properties of Clebsch-
Gordan coefficients under basis transformations:

Γi 7→ Γ′i = S−1
A Γm(S−1

B )T (Sλ)mi,
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where SA, SB and Sλ are unitary matrices. In the case of 1-dimensional repre-
sentations we have Sλ ∈ C, thus we can absorb it into (S−1

B )T and get

Γ′ = S−1
A Γ(S−1

B )T .

All matrices Γ listed above are proportional to unitary matrices Γ̃ = 1
λ
Γ (λ ∈ R+,

here: λ = 1√
3
), hence Γ̃ is diagonalizeable (see theorem 5.2.1).

⇒ ∃A,B (unitary): AΓ̃B = D,

where D is a diagonal phase matrix.

⇒ AΓ̃B(AΓ̃B)∗ = 13 ⇒ A︸︷︷︸
=:S−1

A

Γ B(AΓ̃B)∗︸ ︷︷ ︸
=:(S−1

B )T

= λ13.

Therefore the only possible Clebsch-Gordan coefficients for 1-dimensional rep-
resentations (up to basis transformations) are

Γ =
1√
3




1 0 0
0 1 0
0 0 1


 .

Due to the simple structure of equation (6.17) in the case of 1-dimensional rep-
resentations it was possible to prove equivalence. When one goes over to higher
dimensional representations equation (6.17) becomes of course more and more
complicated. We will not systematically analyse the remaining sets of Clebsch-
Gordan coefficients on equivalence. However we can use one simple rule to
detect equivalence in at least some cases: Two sets of Clebsch-Gordan coefficients
(for fixed dimension of Dλ in Da⊗Db = Dλ⊕ ...) which only differ by phase factors or
order of the basis vectors of the invariant subspace are equivalent up to basis transfor-
mations.

Following this rule we can easily list all (not obviously equivalent) Clebsch-
Gordan coefficients, by just going through all tables listed in table 6.41. Doing
this one finds only one special case which needs further explanation:

A4 : 3⊗ 3 = 1⊕ 1′ ⊕ 1′′ ⊕ 3⊕ 3.

This decomposition (which also occurs within ∆(3n2) and Σ(216φ)) is special,
because the same 3-dimensional irreducible representation 3 occurs twice in 3⊗



130 Chapter 6. The finite subgroups of SU(3)

3. Therefore the vectorspace of solutions of the invariance equations is two-
dimensional. The two linearly independent sets of Clebsch-Gordan coefficients
are

Γ1 =




0 0 0
0 0 1
0 0 0


 , Γ2 =




0 0 0
0 0 0
1 0 0


 , Γ3 =




0 1 0
0 0 0
0 0 0


 ,

and

Γ′1 =




0 0 0
0 0 0
0 1 0


 , Γ′2 =




0 0 1
0 0 0
0 0 0


 , Γ′3 =




0 0 0
1 0 0
0 0 0


 .

The general form of the Clebsch-Gordan coefficients is therefore 2-parametric:

Γ̃j =
αΓj + βΓ′j√
|α|2 + |β|2 , Γ̃′j =

β∗Γj − α∗Γ′j√
|α|2 + |β|2 ,

with two complex parameters α, β ((α, β) ∈ C2\{(0, 0)}). Thus the basis vectors
of the invariant subspaces become

u3(1) =
1√

|α|2 + |β|2 (αe23 + βe32),

u3(2) =
1√

|α|2 + |β|2 (αe31 + βe13),

u3(3) =
1√

|α|2 + |β|2 (αe12 + βe21)

for the first invariant subspace, and

u′3(1) =
1√

|α|2 + |β|2 (β∗e23 − α∗e32),

u′3(2) =
1√

|α|2 + |β|2 (β∗e31 − α∗e13),

u′3(3) =
1√

|α|2 + |β|2 (β∗e12 − α∗e21)

for the second invariant subspace. Thus the Clebsch-Gordan coefficients for

A4 : 3⊗ 3 → 3
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have the general form

Γ1(α, β) =
1√

|α|2 + |β|2




0 0 0
0 0 α
0 β 0


 ,

Γ2(α, β) =
1√

|α|2 + |β|2




0 0 β
0 0 0
α 0 0


 ,

Γ3(α, β) =
1√

|α|2 + |β|2




0 α 0
β 0 0
0 0 0


 ,

with (α, β) ∈ C2\{(0, 0)}. Fixing α, β the coefficients of the second 3-dimensional
invariant subspace are determined by Γ′j(α, β) = Γj(β

∗,−α∗).

We will call Γj(α, β) the Clebsch-Gordan coefficients of type IIIa(α,β). When one
goes through the tables of Clebsch-Gordan coefficients of this chapter one finds
that IIIa(1,1) and IIIa(1,−1) occur within the study of S4. In principle IIIa(1,1) and
IIIa(1,−1) could be treated as independent types of coefficients (because of the
fixed α and β). On the other hand they are included in the more general type
IIIa(α,β).

Going through the lists of Clebsch-Gordan coefficients listed in table 6.41, one
also finds some other types of Clebsch-Gordan coefficients which are special
cases of type IIIa(α,β). As an example, for 3(−k,−l) ⊗ 3(k,l) of ∆(3n2) there occur
Clebsch-Gordan coefficients of type IIIa(1,0) and IIIa(0,1). We will also include
these types in the list.

The different types of Clebsch-Gordan coefficients are listed in table 6.42.

Type Clebsch-Gordan coefficients

Ia Γ = 1√
3




1 0 0

0 1 0

0 0 1




Ib Γ = 1√
3




ω2 0 0

0 ω 0

0 0 1




Ic Γ = 1√
3




ω 0 0

0 ω2 0

0 0 1



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Type Clebsch-Gordan coefficients

Id Γ = 1√
3




0 0 1

1 0 0

0 1 0




Ie Γ = 1√
3




0 0 1

ω2 0 0

0 ω 0




If Γ = 1√
3




0 0 1

ω 0 0

0 ω2 0




Ig Γ = 1√
3




0 1 0

0 0 1

1 0 0




Ih Γ = 1√
3




0 1 0

0 0 ω2

ω 0 0




Ii Γ = 1√
3




0 1 0

0 0 ω

ω2 0 0




IIa Γ1 = 1√
2




0 0 0

0 1 0

0 0 −1


, Γ2 = 1√

6




−2 0 0

0 1 0

0 0 1




IIb Γ1 = 1√
3




1 0 0

0 ω2 0

0 0 ω


, Γ2 = 1√

3




1 0 0

0 ω 0

0 0 ω2




IIc Γ1 = 1√
3




0 0 1

ω 0 0

0 ω2 0


, Γ2 = 1√

3




0 ω2 0

0 0 ω

1 0 0



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Type Clebsch-Gordan coefficients

IId Γ1 = 1√
3




0 ω 0

0 0 ω2

1 0 0


, Γ2 = 1√

3




0 0 1

ω2 0 0

0 ω 0




IIe Γ1 = 1√
3




0 1 0

0 0 1

1 0 0


, Γ2 = 1√

3




0 0 1

1 0 0

0 1 0




IIIa(α,β) Γ1 = 1
nαβ




0 0 0

0 0 α

0 β 0


 , Γ2 = 1

nαβ




0 0 β

0 0 0

α 0 0


 , Γ3 = 1

nαβ




0 α 0

β 0 0

0 0 0




IIIa(1,1) Γ1 = 1√
2




0 0 0

0 0 1

0 1 0


 , Γ2 = 1√

2




0 0 1

0 0 0

1 0 0


 , Γ3 = 1√

2




0 1 0

1 0 0

0 0 0




IIIa(1,−1) Γ1 = 1√
2




0 0 0

0 0 1

0 −1 0


 , Γ2 = 1√

2




0 0 −1

0 0 0

1 0 0


 , Γ3 = 1√

2




0 1 0

−1 0 0

0 0 0




IIIa(1,0) Γ1 =




0 0 0

0 0 1

0 0 0


 , Γ2 =




0 0 0

0 0 0

1 0 0


 , Γ3 =




0 1 0

0 0 0

0 0 0




IIIa(0,1) Γ1 =




0 0 0

0 0 0

0 1 0


 , Γ2 =




0 0 1

0 0 0

0 0 0


 , Γ3 =




0 0 0

1 0 0

0 0 0




IIIb Γ1 =




− τ−√
12

0 0

0 0 1
τ−

0 1
τ−

0


 , Γ2 =




0 0 1
τ−

0 − τ−√
12

0

1
τ−

0 0


 , Γ3 =




0 1
τ−

0

1
τ−

0 0

0 0 − τ−√
12




IIIc Γ1 =




τ+√
12

0 0

0 0 1
τ+

0 1
τ+

0


 , Γ2 =




0 0 1
τ+

0 τ+√
12

0

1
τ+

0 0


 , Γ3 =




0 1
τ+

0

1
τ+

0 0

0 0 τ+√
12



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Type Clebsch-Gordan coefficients

IIId Γ1 =




1 0 0

0 0 0

0 0 0


 , Γ2 =




0 0 0

0 1 0

0 0 0


 , Γ3 =




0 0 0

0 0 0

0 0 1




IVa Γ1 = 1√
3




1 0 0

0 1 0

0 0 1


,

Γ2 =




0
√

1
6

(
3−√5

)
0

1
2 (−1 +

√
5)

√
3+
√

5
9−3

√
5

0 0

0 0 0


,

Γ3 =




0 0
√

1
6

(
3 +

√
5
)

0 0 0
−1+

√
5

2
√

3
0 0


,

Γ4 =




0 0 0

0 0
√

1
6

(
3−√5

)

0 1
2 (−1 +

√
5)

√
3+
√

5
9−3

√
5

0




IVb Γ1 = 1√
3




0 ω2 0

0 0 1

ω 0 0


 , Γ2 = 1√

3




0 0 ω2

1 0 0

0 ω 0


,

Γ3 = 1√
3




0 ω2 0

0 0 ω

1 0 0


 , Γ4 = 1√

3




0 0 ω2

ω 0 0

0 1 0




IVc Γ1 = 1√
3




0 0 ω

ω 0 0

0 ω 0


 , Γ2 = 1√

3




ω 0 0

0 1 0

0 0 ω2


,

Γ3 = 1√
3




0 ω2 0

0 0 ω2

ω2 0 0


 , Γ4 = 1√

3




ω 0 0

0 ω2 0

0 0 1



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Type Clebsch-Gordan coefficients

Va Γ1 = 1√
2




0 0 0

0 1 0

0 0 −1


 , Γ2 = 1√

6




−2 0 0

0 1 0

0 0 1


 , Γ3 = 1√

2




0 0 0

0 0 1

0 1 0


,

Γ4 = 1√
2




0 0 1

0 0 0

1 0 0


 , Γ5 = 1√

2




0 1 0

1 0 0

0 0 0




Vb Γ1 =




−
√

5
3

2 0 0

0 −3+
√

5
4
√

3
0

0 0 3+
√

5
4
√

3


 , Γ2 =




1
2 0 0

0 1
4

(−1−√5
)

0

0 0 1
4

(−1 +
√

5
)


,

Γ3 =




0 0 0

0 0
√

1
6

(
3 +

√
5
)

0 −−1+
√

5
2
√

3
0


 , Γ4 =




0 0 −−1+
√

5
2
√

3

0 0 0√
1
6

(
3 +

√
5
)

0 0


,

Γ5 =




0
√

1
6

(
3 +

√
5
)

0

−−1+
√

5
2
√

3
0 0

0 0 0




VIa Γ1 =




1 0 0

0 0 0

0 0 0


 , Γ2 =




0 0 0

0 1 0

0 0 0


 , Γ3 =




0 0 0

0 0 0

0 0 1


,

Γ4 = 1√
2




0 0 0

0 0 1

0 1 0


 , Γ5 = 1√

2




0 0 1

0 0 0

1 0 0


 , Γ6 = 1√

2




0 1 0

1 0 0

0 0 0




VIb Γ1 =




0 1 0

0 0 0

0 0 0


 , Γ2 =




0 0 0

0 0 1

0 0 0


 , Γ3 =




0 0 0

0 0 0

1 0 0


,

Γ4 =




0 0 0

0 0 0

0 1 0


 , Γ5 =




0 0 0

1 0 0

0 0 0


 , Γ6 =




0 0 1

0 0 0

0 0 0



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Type Clebsch-Gordan coefficients

VIII Γ1 =




0 1 0

0 0 0

0 0 0


 , Γ2 =




0 0 1

0 0 0

0 0 0


 , Γ3 =




0 0 0

1 0 0

0 0 0


,

Γ4 = 1√
2




1 0 0

0 −1 0

0 0 0


 , Γ5 =




0 0 0

0 0 1

0 0 0


 , Γ6 =




0 0 0

0 0 0

1 0 0


,

Γ7 =




0 0 0

0 0 0

0 1 0


 , Γ8 = 1√

6




1 0 0

0 1 0

0 0 −2




IX Γ1 =




1 0 0

0 0 0

0 0 0


 , Γ2 =




0 1 0

0 0 0

0 0 0


 , Γ3 =




0 0 1

0 0 0

0 0 0


,

Γ4 =




0 0 0

1 0 0

0 0 0


 , Γ5 =




0 0 0

0 1 0

0 0 0


 , Γ6 =




0 0 0

0 0 1

0 0 0


,

Γ7 =




0 0 0

0 0 0

1 0 0


 , Γ8 =




0 0 0

0 0 0

0 1 0


 , Γ9 =




0 0 0

0 0 0

0 0 1




Table 6.42: The possible types of Clebsch-Gordan coefficients for
tensor products of the 3-dimensional irreducible representations
of the studied finite subgroups of SU(3) in matrix form. Remark:
This list maybe contains equivalent sets of Clebsch-Gordan coeffi-
cients.
ω = e

2πi
3 ; nαβ =

√
|α|2 + |β|2, α, β ∈ U(1); τ± =

√
2(3±√3).

The types of Clebsch-Gordan coefficients listed in table 6.42 are also indicated in
all tables of Clebsch-Gordan coefficients in this chapter. In table 6.43 we present
a list showing which groups allow tensor products that lead to a given type of
Clebsch-Gordan coefficients. The corresponding tensor products can be found
by going through the subsections treating the groups, and especially by going
through the tables of Clebsch-Gordan coefficients in these subsections.

At last in table 6.44 we list all Clebsch-Gordan coefficients for 3⊗3-tensor prod-
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ucts of 3-dimensional irreducible representations of (known) finite subgroups
of SU(3), the groups for which the decompositions occur and the tables where
the coefficients can be found.

Remark: When we treated tensor products of the form 3 ⊗ 3′ with 3 6= 3′ we
(most times) did not mention the Clebsch-Gordan coefficients for 3′ ⊗ 3. They
can be obtained by replacing eij 7→ eji, which corresponds to Γi 7→ ΓT

i in table
6.42.

Looking at table 6.44 we notice that we have found 17 types of Clebsch-Gordan
decompositions (of which some could be equivalent) for 3 ⊗ 3-tensor products
of 3-dimensional irreducible representations of finite subgroups of SU(3).
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CGC-type Groups

Ia A4, S4, A5, Σ(168), Σ(36φ), Σ(72φ), Σ(216φ), Σ(360φ), ∆(3n2), ∆(6n2)

Ib A4, Σ(216φ), ∆(3n2)

Ic A4, Σ(216φ), ∆(3n2)

Id,Ie,...,Ii ∆(6n2)

IIa S4

IIb ∆(6n2)

IIc ∆(6n2)

IId ∆(6n2)

IIe ∆(6n2)

IIIa(α,β) A4, Σ(216φ)

IIIa(1,1) A4, S4, Σ(216φ), ∆(6n2)

IIIa(1,−1) A4, S4, A5, Σ(168), Σ(36φ), Σ(72φ), Σ(216φ), Σ(360φ), ∆(3n2), ∆(6n2)

IIIa(1,0) ∆(3n2)

IIIa(0,1) ∆(3n2)

IIIb Σ(36φ)

IIIc Σ(36φ)

IIId ∆(3n2), ∆(6n2)

IVa A5

IVb Σ(36φ)

IVc Σ(36φ)

Va A5

Vb A5

VIa Σ(168), Σ(72φ), Σ(216φ), Σ(360φ), ∆(6n2)

VIb ∆(6n2)

VIII Σ(168), Σ(72φ), Σ(216φ), Σ(360φ)

IX Σ(216φ), Σ(360φ)

Table 6.43: Known finite subgroups of SU(3) that allow a given
type of Clebsch-Gordan coefficients. We don’t list double covers
G̃ of finite subgroups G of SO(3). (C) and (D) are not listed either.
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C
lebsch-G

ordan
coefficients

for
3⊗

3
G

roups
C

G
C

s

Ia+Ib+Ic+IIIa
(1

,−
1
) +IIIa

(1
,1

)
A

4 ,Σ
(216φ

)
6.4

Ia+IIa+IIIa
(1

,−
1
) +IIIa

(1
,1

)
S

4
6.7

Ia+IIIa
(1

,−
1
) +V

a
A

5
6.9

IV
a+V

b
A

5
6.10

IIIa
(1

,−
1
) +V

Ia
Σ

(168),Σ
(72φ
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(216φ
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(360φ

),∆
(6n

2)
6.13

Ia+V
III

Σ
(168),Σ

(72φ
),Σ

(216φ
),Σ

(360φ
)

6.14

IIIa
(1

,−
1
) +IIIb+IIIc

Σ
(36φ

)
6.18

Ia+IV
b+IV

c
Σ

(36φ
)

6.19

IX
Σ

(216φ
),Σ

(360φ
)

Ia+Ib+Ic+IIIa
(1

,0
) +IIIa

(0
,1

)
∆

(3n
2)

6.30

IIId+IIIa
(1

,0
) +IIIa

(0
,1

)
∆

(3n
2)

6.31

Ia+Ib+Ic+Id+Ie+If+Ig+Ih+Ii
∆

(3n
2)

6.32

IIId+V
Ib

∆
(6n

2)
6.35

Ia+IIb+V
Ib

∆
(6n

2)
6.35+6.36

IIId+IIIa
(1

,1
) +IIIa

(1
,−

1
)

∆
(6n

2)
6.37,6.38

Ia+IIb+IIIa
(1

,1
) +IIIa

(1
,−

1
)

∆
(6n

2)
6.36+6.37,6.36+6.38

Ia+IIb+IIc+IId+IIe
∆

(6n
2)

6.36+6.39,6.36+6.40
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Chapter 7
The application of finite family
symmetry groups to the lepton sector

After the systematic analysis of the finite subgroups of SU(3) we want to inves-
tigate the applications of finite family symmetry groups to the lepton sector.

7.1 G-invariant Higgs potentials

So far we have only considered G-invariant Yukawa-couplings, but of course
we want the whole Lagrangian to be G-invariant. The remaining part, which
we had not analysed up to now, is the Lagrangian of the Higgs fields.
At first we have to generalize the Lagrangian for one standard model Higgs
doublet to several standard model Higgs doublets. This has to be done keeping
SU(2)I×U(1)Y -invariance in mind. The easiest way to ensure gauge invariance
is to construct a Lagrangian consisting of building blocks of the structures

(Dµφi)
†(Dµφj) and φ†iφj.

Constructing the Lagrangian from these building blocks Lorentz-invariance is
ensured too. We make the following ansatz for the Lagrangian of the Higgs
fields:

LHiggs = Aij(Dµφi)
†(Dµφj)− V (φ), (7.1)

where
V (φ) = µ2Bij(φ

†
iφj) + λCijkl(φ

†
iφj)(φ

†
kφl). (7.2)

G-invariance of LHiggs can be ensured by appropriate choice of the coefficients
Aij, Bij and Cijkl.

140
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The condition for G-invariance is

LHiggs(φ) = LHiggs(Dφφ),

where Dφ is a representation of G. As in chapter 4 we will write [Dφ] for the ma-
trix representation of Dφ, but for the sake of simplicity we will write φ instead
of [φ] for the matrix representation of the vector φ.

7.1.1 Proposition. The Higgs Lagrangian (7.1) is invariant under φ 7→ Dφφ if

[Dφ]
∗
ia[Dφ]jbAij = Aab,

[Dφ]
∗
ia[Dφ]jbBij = Bab,

[Dφ]
∗
ia[Dφ]jb[Dφ]

∗
kc[Dφ]ldCijkl = Cabcd.

Proof. The calculation is identical for all three statements. For Bij we find:

Bij(φ
†
iφj) 7→ Bij[Dφ]

∗
ia[Dφ]jb︸ ︷︷ ︸

Bab

(φ†aφb) = Bab(φ
†
aφb).

7.1.2 Proposition. Let Aij, Bij, Cijkl be the coefficients of a G-invariant Higgs
Lagrangian in a given basis defined by the choice of the matrix representation
[Dφ] of the operator Dφ. Under the basis transformation

[Dφ] 7→ S−1[Dφ]S

the coefficients Aij, Bij, Cijkl transform as

Aij 7→ S∗aiSbjAab,

Bij 7→ S∗aiSbjBab,

Cijkl 7→ S∗aiSbjS
∗
ckSdlCabcd.

(7.3)

Proof. As in the proof of proposition 7.1.1 the calculation is identical for all three
statements, thus we will only investigate the transformation property of Bij . G-
invariance is given if

[Dφ]
∗
ia[Dφ]jbBij = Bab.

In the new basis this condition becomes

(S−1)∗ip[Dφ]
∗
pqS

∗
qa(S

−1)jr[Dφ]rsSsbB
′
ij = B′

ab

[Dφ]
∗
pq{(S−1)∗ipB

′
ij(S

−1)jr}[Dφ]rsS
∗
qaSsb = B′

ab/ · (S−1)∗at(S
−1)bu

[Dφ]
∗
pt{(S−1)∗ipB

′
ij(S

−1)jr︸ ︷︷ ︸
Bpr

}[Dφ]ru = (S−1)∗atB
′
ab(S

−1)bu︸ ︷︷ ︸
Btu

.



142 Chapter 7. The application of finite family symmetry groups to the lepton sector

Thus
(S−1)∗atB

′
ab(S

−1)bu = Btu ⇒ B′
ij = S∗aiSbjBab.

7.1.3 Lemma. Under the basis transformation

[Dφ] 7→ S−1[Dφ]S

the Higgs potential V (φ) transforms as

V (φ) 7→ V ′(φ) = V (Sφ).

Proof. Again the calculation is identical for all parts of the Higgs potential, thus
we will only investigate one part of it. From proposition 7.1.2 we know that

Bij(φ
†
iφj) 7→ S∗aiSbjBab(φ

†
iφj) = Bab(Sφ)†a(Sφ)b.

7.2 G-invariant Lagrangians

We now want to consider a general G-invariant Lagrangian and investigate its
properties.

Let a, b transform as
a 7→ Daa, b 7→ Dbb,

then from corollary 4.4.2 we know that Dφ is determined by

(D−1
a )† ⊗ (D−1

b )T =
⊕

σ

Dσ,

in the way that Dφ can take all values Dσ occurring in (D−1
a )† ⊗ (D−1

b )T . Of
course one can combine some of the Dσ to a reducible representation

Dφ = D1 ⊕ ...⊕Dm,

where D1, ..., Dm are irreducible representations occurring in Da⊗Db. This cor-
responds to including m independent G-invariant Yukawa-couplings in the La-
grangian. The most general G-invariant Yukawa-coupling is then given by

LYukawa = −
m∑

σ=1

gσΓσ
ijkājφ

(σ)
i bk + H.c., (7.4)
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where gσ are arbitrary coupling constants, Γσ
ijk are the Clebsch-Gordan coeffi-

cients for (D−1
a )† ⊗ (D−1

b )T → Dσ and φ(σ) transforms as

φ(σ) 7→ Dσφ(σ)

under G.
In addition one will get a Higgs Lagrangian of the form:

LHiggs =
m∑

σ=1

(Aσ
ij(Dµφ

(σ)
i )†(Dµφ

(σ)
j ))− V (φ(1), ..., φ(m)), (7.5)

where

V (φ(1), ..., φ(m)) =
m∑

ρ,σ=1

µ2
ρσB

ρσ
ij (φ

(ρ)†
i φ

(σ)
j )+

+
m∑

ρ,σ,τ,ω=1

λρστωCρστω
ijkl (φ

(ρ)†
i φ

(σ)
j )(φ

(τ)†
k φ

(ω)
l ).

(7.6)

Please do not be confused by the nomenclature Dµ for the covariant derivative
and Dσ for a representation of G. In the Lagrangian only the covariant deriva-
tive occurs.

Remark: In this chapter we don’t use Einstein’s summation convention on Greek
indices, except it are Lorentz indices.

Let us investigate the properties of the coefficients Aσ
ij , B

ρσ
ij and Cρστω

ijkl . The claim
for G-invariance of the Higgs Lagrangian (7.5) leads to the conditions

[Dσ]∗ia[D
σ]jbA

σ
ij = Aσ

ab,

[Dρ]∗ia[D
σ]jbB

ρσ
ij = Bρσ

ab ,

[Dρ]∗ia[D
σ]jb[D

τ ]∗kc[D
ω]ldC

ρστω
ijkl = Cρστω

abcd .

(The proof works completely analogous to the proof of proposition 7.1.1.) The
transformation properties under basis transformations

[Dσ] 7→ S−1
σ [Dσ]Sσ (σ = 1, ..., m)

are completely analogous to proposition 7.1.2:

Aσ
ij 7→ (Sσ)∗ai(Sσ)bjA

σ
ab,

Bρσ
ij 7→ (Sρ)

∗
ai(Sσ)bjB

ρσ
ab ,

Cρστω
ijkl 7→ (Sρ)

∗
ai(Sσ)bj(Sτ )

∗
ck(Sω)dlC

ρστω
abcd .

(Again the proof works completely analogous to the proof of proposition 7.1.2.)
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7.2.1 Lemma. Under a basis transformation

[Dσ] 7→ S−1
σ [Dσ]Sσ (σ = 1, ..., m)

the G-invariant Higgs potential (7.6) transforms as

V (φ(1), ..., φ(m)) 7→ V ′(φ(1), ..., φ(m)) = V (S1φ
(1), ..., Smφ(m)).

Proof. The proof works in the same way as the proof of lemma 7.1.3.

7.2.2 Proposition. Let

M :=

(
m∑

σ=1

gσv
(σ)
j√
2

Γσ
j

)†

be the mass matrix corresponding to the Yukawa-coupling (7.4), where we have
defined (Γσ

i )jk := Γσ
ijk and v

(σ)
j is defined via

〈0|φ(σ)
j (x)|0〉 =

1√
2

(
0

v
(σ)
j

)
.

Then under the basis transformation

[Da] 7→ S−1
a [Da]Sa,

[Db] 7→ S−1
b [Db]Sb,

[Dσ] 7→ S−1
σ [Dσ]Sσ (σ = 1, ..., m)

M transforms as
M 7→ S†bMSa.

Proof. Γσ
ijk are Clebsch-Gordan coefficients for

(D−1
a )† ⊗ (D−1

b )T = Dσ ⊕ ... .

[D−1
a ]† and [D−1

b ]T transform as

[D−1
a ]† 7→ S†a[D

−1
a ]†(S−1

a )†,

[D−1
b ]T 7→ ST

b [D−1
b ]T (S−1

b )T

and thus, using proposition 5.1.1, Γσ
i transforms as

Γσ
i 7→ S†aΓ

σ
mSb(Sσ)mi.

We also have to take into account that the Higgs potential changes under

[Dσ] 7→ S−1
σ [Dσ]Sσ,

and thus v
(σ)
j are not invariant under basis change. 〈0|φ(σ)|0〉 are defined by the

condition:
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V (φ(1), ..., φ(m)) has a minimum at (〈0|φ(1)|0〉, ..., 〈0|φ(m)|0〉), i.s.

V (〈0|φ(1)|0〉, ..., 〈0|φ(m)|0〉) = min.

In the new basis this equation becomes (→ lemma 7.2.1)

V (S1〈0|φ(1)|0〉′, ..., Sm〈0|φ(m)|0〉′) = min.

From this we find

〈0|φ(σ)|0〉 7→ 〈0|φ(σ)|0〉′ = S−1
σ 〈0|φ(σ)|0〉 ⇒ v

(σ)
j 7→ (S−1

σ )jkv
(σ)
k .

The transformation property of M is therefore given by

M† 7→
m∑

σ=1

gσ(S−1
σ )jkv

(σ)
k√

2
S†aΓ

σ
mSb(Sσ)mj = S†aM†Sb ⇒M 7→ S†bMSa.

Before we turn to the lepton sector, let us further investigate the coefficients Aσ
ij

and Bρσ
ij of the Higgs Lagrangian (7.5).

7.2.3 Proposition. Let LHiggs be a G-invariant Lagrangian of the form (7.5), then

Aσ
ij = Aσδij,

Bρσ
ij = βρσδij if Dρ ∼ Dσ,

Bρσ
ij = 0 if Dρ 6∼ Dσ.

(βρσ is a complex number.)

Proof. We will only investigate the coefficients Bρσ
ij , the analysis of Aσ

ij is in-
cluded in the analysis of Bρσ

ij as the special case ρ = σ.

G-invariance of LHiggs requires

[Dρ]∗ia[D
σ]jbB

ρσ
ij = Bρσ

ab ,

which is in matrix form
[Dρ]†Bρσ[Dσ] = Bρσ.

This can be rewritten as

([Dρ]−1)†Bρσ = Bρσ[Dσ].



146 Chapter 7. The application of finite family symmetry groups to the lepton sector

Since Dρ, Dσ are representations of a finite group, they are equivalent to unitary
representations, thus ((Dρ)−1)† ∼ Dρ, and we find

[Dρ]Bρσ = Bρσ[Dσ].

Using Schur’s lemma (→ lemma A.3.15) and the fact that Dρ and Dσ are irre-
ducible, we notice that there are the following two possibilities:

1. Dρ 6∼ Dσ ⇒ Bρσ = 0.

2. Dρ ∼ Dσ ⇒ Bρσ = βρσ1, with a complex number βρσ.

We now want to concentrate on the lepton sector. From proposition 7.2.3 we
know that Aσ

ij = Aσδij . To keep analogy to the Higgs Lagrangian of the standard
model we set Aσ = 1 ∀σ ∈ {1, ..., m}.

The total G-invariant Lagrangian of our model becomes

L = −1

2
Tr(WλρW

λρ)− 1

4
B̃λρB̃

λρ+

+
m∑

τ=1

(Dµφ
(τ)
i )†(Dµφ

(τ)
i )− V (φ(1), ..., φ(m))+

+ l̄′γµDµl
′ + ν̄γµDµν+

− (
∑

σ

gσΓ
(cl)σ
ijk D̄′

jLφ
(σ)
i l′kR + H.c.)+

− (
∑

ρ

gρΓ
(ν)ρ
ijk D̄′

jLφ̃i
(ρ)

νkR + H.c.),

(7.7)

where

B̃λρ is the field strength tensor of the U(1)Y -gauge field,

l′L,R =




e′L,R

µ′L,R

τ ′L,R


, νL,R =




νeL,R

νµL,R

ντL,R


, D′

L =




D′
eL

D′
µL

D′
τL


, D′

αL =

(
ναL

α′L

)
,

ν = νL + νR, l′ = l′L + l′R, φ̃ = iτ 2φ∗, τ 2 =

(
0 −i
i 0

)
.
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m is the total number of Higgs doublets of the model. ρ and σ label the Higgs
doublets that interact with the left- and right-handed singlets, respectively. The
index τ runs over all Higgs doublets.
As always, the representations under which the φ(τ) transform are determined
by the claim for G-invariance of the two Yukawa-couplings

L(cl)
Yukawa = −(

∑
σ

gσΓ
(cl)σ
ijk D̄′

jLφ
(σ)
i l′kR + H.c.),

L(ν)
Yukawa = −(

∑
ρ

gρΓ
(ν)ρ
ijk D̄′

jLφ̃i
(ρ)

νkR + H.c.).

Remark: Due to the extended Higgs sector the formulae for the vector boson
masses are different to those of the standard model.

We will now investigate G-invariance under

l′L,R 7→ [Dcl
L,R]l′L,R,

νL,R 7→ [Dν
L,R]νL,R,

φ(σ) 7→ [Dσ]φ(σ),

φ̃(ρ) 7→ [Dρ]φ̃(ρ).

(7.8)

Since ναL and α′L are members of an SU(2)I-doublet they must transform equally,
thus

[Dcl
L ] = [Dν

L] (⇔ Dcl
L = Dν

L).

In order to ensure that l̄′γµDµl
′+ ν̄γµDµν and

∑m
τ=1(Dµφ

(τ)
i )†(Dµφ

(τ)
i ) are invari-

ant under the transformation (7.8) we have to assume that [Dcl
L,R], [Dν

L,R] and
[Dτ ] are unitary. G-invariance of the Yukawa-couplings can be achieved by ap-
propriate choice of Γ

(cl)σ
ijk and Γ

(ν)ρ
ijk :

• Γ
(cl)σ
ijk are Clebsch-Gordan coefficients for

((Dcl
L)−1)† ⊗ ((Dcl

R)−1)T = Dσ ⊕ ...

• Γ
(ν)ρ
ijk are Clebsch-Gordan coefficients for

((Dcl
L)−1)† ⊗ ((Dν

R)−1)T = Dρ ⊕ ...

We already found that only unitary matrix representations [Dcl
L,R] and [Dν

L,R] are
allowed, thus we can also write

Dcl
L ⊗Dcl∗

R = Dσ ⊕ ..., Dcl
L ⊗Dν∗

R = Dρ ⊕ ... .



148 Chapter 7. The application of finite family symmetry groups to the lepton sector

7.3 Lepton masses and mixing

We now know how to construct the fermionic parts of G-invariant Lagrangians
of the type (7.7). The main objects we are interested in are the mass matrices.
From the Lagrangian (7.7) we find (using the mass matrix definition of subsec-
tion 1.2.1)

(Mcl)† =
∑

σ

gσv
(σ)
i√
2

Γ
(cl)σ
i , (Mν)† =

∑
ρ

gρv
(ρ)
i√
2

Γ
(ν)ρ
i ,

where v
(σ)
i and v

(ρ)
i are defined via the vacuum expectation values

〈0|φ(σ)
j (x)|0〉 =

1√
2

(
0

v
(σ)
j

)
,

〈0|φ̃(ρ)
j (x)|0〉 =

1√
2

(
v

(ρ)
j

0

)
.

We already know that the mass matrices are basis dependent, their transforma-
tion properties under basis change were developed in proposition 7.2.2. Any
observable physical quantity must not be basis dependent, and in fact it will
turn out that the lepton masses and the mixing matrix are indeed not depen-
dent on the basis.

7.3.1 Theorem. The lepton masses and the lepton mixing matrix corresponding
to the G-invariant Lagrangian (7.7) do not depend on the choice of basis.

Proof. The lepton masses are obtained by bidiagonalization of the mass matri-
ces. Looking at the proof of theorem 1.2.1 we find that the lepton masses are the
positive square roots of the eigenvalues of MclMcl† and MνMν†. Under basis
change

[Dcl
L,R] 7→ (Scl

L,R)−1[Dcl
L,R]Scl

L,R,

[Dν
L,R] 7→ (Sν

L,R)−1[Dν
L,R]Sν

L,R,

[Dσ] 7→ S−1
σ [Dσ]Sσ,

[Dρ] 7→ S−1
ρ [Dρ]Sρ

(from the unitarity of [Dcl
L,R] and [Dν

L,R] it follows that Scl
L,R and Sν

L,R must be
unitary too) MclMcl† and MνMν† transform as (→ proposition 7.2.2):

MclMcl† 7→ (Scl
R)†Mcl Scl

L (Scl
L )†︸ ︷︷ ︸

13

Mcl†Scl
R = (Scl

R)†MclMcl†Scl
R
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and in a similar manner

MνMν† 7→ (Sν
R)†Mν Scl

L (Scl
L )†︸ ︷︷ ︸

13

Mν†Sν
R = (Sν

R)†MνMν†Sν
R.

The unitary transformations Scl
R and Sν

R do not change the eigenvalues ofMclMcl†

and MνMν†, thus the lepton masses are basis independent.
Now for the mixing matrix. Bidiagonalization of Mcl and Mν leads to

Mcl = VclM̂clU †
cl, Mν = VνM̂νU †

ν

In the new basis these equations become

(Mcl)′ = (Scl
R)†MclScl

L = (Scl
R)†Vcl︸ ︷︷ ︸
V ′cl

M̂cl U †
clS

cl
L︸ ︷︷ ︸

U ′cl
†

,

(Mν)′ = (Sν
R)†MνScl

L = (Sν
R)†Vν︸ ︷︷ ︸
V ′ν

M̂ν U †
νS

cl
L︸ ︷︷ ︸

U ′ν†

.

Thus under basis transformation

Ucl 7→ (Scl
L )†Ucl, Uν 7→ (Scl

L )†Uν ,

and the lepton mixing matrix
U := U †

clUν

remains invariant under basis transformation.

Theorem 7.3.1 justifies our treatment of the Clebsch-Gordan coefficients in chap-
ter 6 - we only need them up to basis transformations.

7.4 Model building with finite family symmetry groups

A model realizing finite family symmetry groups in the lepton sector can be
constructed in the following manner:

1. Choose a finite group G and three-dimensional irreducible representa-
tions D

(cl)
L,R and D

(ν)
R (D(ν)

L = D
(cl)
L ). (The restriction on irreducible repre-

sentations is not necessary in general, we just restrict on 3-dimensional
irreducible representations, because these are the representations we had
studied in this thesis.)
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2. Construct a G-invariant Lagrangian of the form (7.7) by appropriate choice
of Clebsch-Gordan coefficients as described in section 7.2. The construc-
tion of the coefficients for the Higgs Lagrangian will need a similar study
as the study of G-invariant Yukawa-couplings in chapter 4. If one uses
the vacuum expectation values as free parameters, one does not need to
consider the G-invariant Higgs Lagrangian at all.

3. Construct the mass matricesMcl andMν . They will contain the following
free parameters (if the Higgs Lagrangian is ignored as described in 2.):

gσ, v
(σ)
j , gρ, v

(ρ)
j .

4. One could now try to fit the free parameters in order to obtain the desired
lepton masses and mixing angles. Due to the high number of parameters
this may need usage of a computer. Also the masses and mixing angles
as functions of the free parameters would be quite interesting, but bidiag-
onalization is unlikely to work analytically in the presence of many free
parameters. However, there are at least four functions of the free parame-
ters that can be easily calculated by hand, namely

Tr(MclMcl†) = m2
e + m2

µ + m2
τ ,

Tr(MνMν†) = m2
ν1

+ m2
ν2

+ m2
ν3

,

det(MclMcl†) = (memµmτ )
2,

det(MνMν†) = (mν1mν2mν3)
2.

7.5 Example for a model involving a finite family
symmetry group

Let us at last give a short example for a model involving a finite family symme-
try group. Let us choose the group Σ(36φ) which has been investigated in sub-
section 6.4.3. Σ(36φ) has 8 non-equivalent three-dimensional irreducible repre-
sentations, which can all be constructed from 31 and 3∗1 by multiplication with
one-dimensional representations. Let for example

Dcl
L = 31, D

cl
R = Dν

R = 3∗1.

For the Higgs doublets we have to consider the tensor products

((Dcl
L)−1)† ⊗ ((Dcl

R)−1)T = 31 ⊗ 31 = 34 ⊕ 35 ⊕ 36,

((Dcl
L)−1)† ⊗ ((Dν

R)−1)T = 31 ⊗ 31 = 34 ⊕ 35 ⊕ 36.
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Now we can for example consider a 6-Higgs doublet model based on 35 and 36:

φ(σ) 7→ [35]φ
(σ), φ̃(ρ) 7→ [36]φ̃

(ρ).

Because we only consider one irreducible representation for the Higgs doublets
there will be no summation over σ and ρ in the Lagrangian. We can now con-
struct the mass matrices from the Clebsch-Gordan coefficients for the decompo-
sitions

((Dcl
L)−1)† ⊗ ((Dcl

R)−1)T = 31 ⊗ 31 = 35 ⊕ ... ⇒ Γ
(cl)
i ,

((Dcl
L)−1)† ⊗ ((Dν

R)−1)T = 31 ⊗ 31 = 36 ⊕ ... ⇒ Γ
(ν)
j .

From tables 6.18 and 6.42 we can read off

Γ
(cl)
1 =



− τ−√

12
0 0

0 0 1
τ−

0 1
τ−

0


 , Γ

(cl)
2 =




0 0 1
τ−

0 − τ−√
12

0
1

τ−
0 0


 , Γ

(cl)
3 =




0 1
τ−

0
1

τ−
0 0

0 0 − τ−√
12


 ,

Γ
(ν)
1 =




τ+√
12

0 0

0 0 1
τ+

0 1
τ+

0


 , Γ

(ν)
2 =




0 0 1
τ+

0 τ+√
12

0
1

τ+
0 0


 , Γ

(ν)
3 =




0 1
τ+

0
1

τ+
0 0

0 0 τ+√
12




where τ± =
√

2(3±√3). Using these Clebsch-Gordan coefficients we find the
mass matrices

Mcl =
g∗σ√
2




−v
(σ)
1 τ−√

12

v
(σ)
3

τ−
v
(σ)
2

τ−
v
(σ)
3

τ−
−v

(σ)
2 τ−√

12

v
(σ)
1

τ−
v
(σ)
2

τ−
v
(σ)
1

τ−
−v

(σ)
3 τ−√

12




†

,

Mν =
g∗ρ√
2




v
(ρ)
1 τ+√

12

v
(ρ)
3

τ+

v
(ρ)
2

τ+
v
(ρ)
3

τ+

v
(ρ)
2 τ+√

12

v
(ρ)
1

τ+
v
(ρ)
2

τ+

v
(ρ)
1

τ+

v
(ρ)
3 τ+√

12




†

.

We find that this simple model has 8 complex parameters

gσ, gρ, v
(σ)
1 , v

(σ)
2 , v

(σ)
3 , v

(ρ)
1 , v

(ρ)
2 , v

(ρ)
3 .

gσ and gρ can be absorbed into v
(σ)
1 , v

(σ)
2 , v

(σ)
3 , v

(ρ)
1 , v

(ρ)
2 , v

(ρ)
3 , thus we have 6 com-

plex parameters, which correspond to 12 real parameters. Since one can absorb
two phases into the fermion fields, there are 10 real free parameters.



Chapter 8
Conclusions

In this thesis we systematically analysed finite family symmetry groups and
their application to the lepton sector. Especially we investigated the finite sub-
groups of SU(3) in detail. We defined and studied G-invariant Yukawa-cou-
plings and found a direct relation between G-invariant Yukawa-couplings and
Clebsch-Gordan coefficients of finite family symmetry groups.
An important result from the study of (finite) family symmetry groups in the
lepton sector is the fact that the lepton mass matrices and the lepton mixing ma-
trix are directly related to the Clebsch-Gordan decompositions of tensor prod-
ucts of representations of finite family symmetry groups in a basis-independent
way. As a consequence the lepton masses and the mixing matrix become group
properties to some extent. Such models may be helpful tools to understand lep-
ton physics beyond the standard model. Our work opens many possibilities for
future studies in this field, for example

• Construction of G-invariant φ4-Lagrangians for the Higgs doublets. This
would restrict the vacuum expectation values (VEVs) of the Higgs dou-
blets.

• Consideration of models with Majorana neutrinos.

• Concentration onto concrete models (seesaw mechanism,...). Are there in-
teresting models that give results in agreement with the experiments with-
out a big amount of fine tuning? These models may be interesting objects
of study using computer supported methods.

• Extension of the analysis to finite subgroups of U(3).

• The theory can also be used on the quark mixing problem. Can one repro-
duce the CKM matrix using G-invariant Yukawa-couplings?
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• Suppose there exists a model involving a finite family symmetry group,
which reproduces well experimental values for the lepton masses and the
lepton mixing matrix. What can this finite family symmetry group tell us
about underlying, more general theories? Could such theories “explain”
the existence of the three generations of fermions?

I hope that the analysis performed in this work will help to answer these ques-
tions.



Appendix A
Basic definitions and theorems in
group theory

In this section we will briefly discuss the basic definitions and theorems of the
theory of finite groups and their representations. Many of the definitions and
theorems presented here follow the classic textbook [67].
Other good resources are the books [86],[87] and [88].

Convention: If not stated otherwise we will always use Einstein’s summation
convention.

A.1 General definitions and theorems in group the-
ory

A.1.1 Definition. A group (G, ◦) is a set G together with a composition

◦ : G×G −→ G

such that

1. a ◦ (b ◦ c) = (a ◦ b) ◦ c ∀a, b, c ∈ G.

2. ∃e ∈ G : e ◦ a = a ∀a ∈ G.

3. ∀a ∈ G : ∃a−1 ∈ G : a−1 ◦ a = e.

e is called identity, a−1 is called the inverse of a.

A.1.2 Proposition. Let (G, ◦) be a group, then
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1. a ◦ e = a ∀a ∈ G.

2. a ◦ a−1 = e ∀a ∈ G.

3. e is unique.

4. ∀a ∈ G : ∃!a−1 : a−1 ◦ a = e.

Proof.

2. a ◦ a−1 = e ◦ (a ◦ a−1) = ((a−1)−1 ◦ a−1) ◦ a ◦ a−1 =
= (a−1)−1 ◦ (a−1 ◦ a) ◦ a−1 = (a−1)−1 ◦ a−1 = e.

1. a ◦ e = a ◦ (a−1 ◦ a) =[using 2.]= e ◦ a = a.

3. Let e and e′ be identity elements: e = e ◦ e′ = e′.

4. Let f and f ′ be inverse elements of a: e = a ◦ f = a ◦ f ′ =⇒ a−1 ◦ a ◦ f =
a−1 ◦ a ◦ f ′ =⇒ e ◦ f = e ◦ f ′ =⇒ f = f ′.

A.1.3 Definition. Two elements a, b of a group G commute if a ◦ b = b ◦ a.
If a ◦ b = b ◦ a ∀a, b ∈ G, G is called commutative or Abelian.
The number of different elements of a group is called order of the group, i.s.
ord(G).
If ord(G) ∈ N\{0}, G is called finite.
an := a ◦ ... ◦ a︸ ︷︷ ︸

n

, a0 := e.

Let a ∈ G: The smallest number n ∈ N\{0} s.t. an = e, is called order of a, i.s.
ord(a). If an 6= e ∀n ∈ N\{0}, a is said to be of order infinity, i.s. ord(a) = ∞.

Convention: From now on we will often write G instead of (G, ◦) and ab instead
of a ◦ b.

A.1.4 Definition. Two groups G and G′ are called isomorphic, i.s. G ' G′, if
∃φ : G → G′ bijective with:

φ(ab) = φ(a)φ(b) ∀a, b ∈ G.

A.1.5 Definition. The symmetric group Sn of order n is the group of all permuta-
tions of n elements. Permutations of n elements are bijective mappings of a set
of n different elements onto itself. ord(Sn) = n! . The product of permutations
is understood in the sense of composition of functions (φψ := φ ◦ ψ).
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Example:

φ : {1, 2, 3} → {1, 2, 3}
φ(1) = 3, φ(2) = 1, φ(3) = 2

is a permutation of 3 elements.

Convention: We will often write permutations as tables, e.g.
(

... i ...

... j ...

)

is a permutation that maps i on j. The permutation φ from the example above
would be written as (

1 2 3
3 1 2

)
.

Permutations can be written as products of cycles (cyclic permutations):

(
i i + 1 ... i + m

i + 1 i + 2 ... i

)
= (i i + 1 ... i + m).

Example:
(

1 2 3 4 5 6 7 8
2 3 1 5 4 7 6 8

)
= (1 2 3)(4 5)(6 7)(8) = (1 2 3)(4 5)(6 7).

(Cycles containing only one element are often suppressed.)

Cycles are invariant under cyclic permutations of their elements, e.g.

(1 2 3) = (3 1 2) = (2 3 1),

but
(1 2 3) 6= (1 3 2).

A.1.6 Definition. A subset H ⊂ G of a group (G, ◦) is called subgroup, if (H, ◦)
is a group.
If H 6= G and H 6= {e}, H is called proper subgroup of G. {e} and G are the trivial
subgroups of G.
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A.1.7 Proposition. (Criterion for subgroups of finite groups) A subset H of a
finite group G is a subgroup if and only if

h1 ◦ h2 ∈ H ∀h1, h2 ∈ H.

Proof.

=⇒ : Clear by definition of a group.

⇐= : Because G is finite ∃n 6= 0 : hn = e for any h ∈ H ⇒ e ∈ H and
h−1 = hn−1 ∈ H ⇒ H is a group.

A.1.8 Theorem. (Cayley) Every group of order n is isomorphic to a subgroup
of Sn.

Proof. We construct an isomorphism: Let b ∈ G = {a1, ..., an}.

φ : b 7→ φ(b) =

(
a1 ... an

ba1 ... ban

)
.

ba1, ..., ban are the elements of the group G in a new order, so φ is a map of G to
a subset of Sn. We will now show that φ is an isomorphism.

φ(b)φ(c) =

(
a1 ... an

ba1 ... ban

)
·
(

a1 ... an

ca1 ... can

)
=

=

(
a1 ... an

ba1 ... ban

)
·
(

ba1 ... ban

bca1 ... bcan

)
=

=

(
a1 ... an

(bc)a1 ... (bc)an

)
= φ(bc).

φ(G) is a group, because

φ(e)φ(ai) = φ(ai).

φ(a−1)φ(a) = φ(e).

It follows that φ is an isomorphism of G on a subgroup of Sn.

A.1.9 Definition. Let G be an n-dimensional subgroup of Sn with the following
property:

G 3 a 6= e : a(..., i, ...) = (..., a(i), ...) 6= (..., i, ...) ∀i ∈ {1, 2, ..., n}.
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(a leaves no element unchanged.) Then G is called a regular permutation group
and the elements of G are called regular permutations.

A.1.10 Corollary. Every group of order n is isomorphic to a regular subgroup
of Sn.

Proof. In the explicit construction of the isomorphism in the proof of Cayley’s
theorem (theorem A.1.8) one can see that the permutation group φ(G) is regular.

A.1.11 Theorem. (Lagrange) Let G be a finite group of order n, and H ⊂ G a
subgroup of G with order m. Then m is a divisor of n.

Proof.

If H ⊃ G ⇒ H = G ⇒ n = m ⇒ m is a divisor of n.

If H 6⊃ G, let a2 be an element of G that is not contained in H .
H = {e, h2, ..., hm}.
a2H := {a2e, a2h2, ..., a2hm}.

All a2hi are different, because a2hi = a2hj ⇒ hi = hj .
a2hi 6∈ H , because else: a2hi = hj ∈ H ⇒ a2 = hih

−1
j ∈ H ⇒ contradiction

to a2 6∈ H .

We now have won two disjoint subsets of G. If H ∪ a2H 6= G ⇒ take an
element a3 ∈ G, a3 6∈ (H ∪ a2H) ⇒ H, a2H, a3H are disjoint subsets of G
(by the same arguments as before).

Continue till G = H ∪ a2H ∪ ... ∪ asH , G is divided into s disjoint subsets
with m elements. ⇒ n = s ·m.

A.1.12 Definition. Let G = H ∪a2H ∪ ...∪asH as in the proof of theorem A.1.11.
It follows n = s·m. s is called index of the subgroup H under G. The sets aiH are
called left cosets of H in G. The cosets are not subgroups of G, because e 6∈ aiH .

A.2 Conjugate classes, invariant subgroups, homo-
morphisms

A.2.1 Definition. b ∈ G is conjugate to a ∈ G, i.s. b ∼ a, if ∃u ∈ G : uau−1 = b.

A.2.2 Definition and Proposition. A relation ∼ is called equivalence relation if
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1. a ∼ a.

2. a ∼ b ⇔ b ∼ a.

3. a ∼ b, b ∼ c ⇒ a ∼ c.

The relation conjugate ∼ is an equivalence relation.

Proof.

1. eae−1 = a ⇒ a ∼ a.

2. uau−1 = b ⇒ u−1bu = u−1b(u−1)−1 = a ⇒ a ∼ b ⇔ b ∼ a.

3. uau−1 = b, vbv−1 = c ⇒ (vu)a(vu)−1 = c ⇒ a ∼ b, b ∼ c ⇒ a ∼ c.

A.2.3 Definition. Given an equivalence relation ∼, a set M can be divided into
equivalence classes Ci such that

1. ai ∼ bi ∀ai, bi ∈ Ci.

2. ai 6∼ bj if ai ∈ Ci, bj ∈ Cj, i 6= j.

3. M =
⋃

i Ci.

The equivalence classes to the equivalence relation “conjugate” are called con-
jugate classes.

A.2.4 Definition. Let H be a subgroup of G, a ∈ G.

aHa−1 := {aha−1|h ∈ H}
is a conjugate subgroup of H in G.

If aHa−1 = H ∀a ∈ G, H is called an invariant subgroup in G.

A.2.5 Criterion. A subgroup H of G is invariant if and only if it consists of
complete conjugate classes of G.

Proof.

=⇒ : Let H be an invariant subgroup. h ∈ H ⇒ all conjugates aha−1 are
elements of H ⇒ H contains the conjugate class of h.

⇐= : Let H be a subgroup consisting of conjugate classes. Suppose ∃a ∈ G :
aha−1 = f 6∈ H . f ∼ h ⇒ f is an element of the conjugate class of
h ⇒ f ∈ H ⇒ contradiction.
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A.2.6 Definition. A group is called simple if it contains no proper invariant sub-
group.
A group is called semisimple if none of its proper invariant subgroups is Abelian.

A.2.7 Definition. Coset multiplication:

(aH)(bH) := {(ah1)(bh2)|h1, h2 ∈ H}.

The set of all cosets of an invariant subgroup H ⊂ G together with the composi-
tion “coset multiplication” forms a group, the factor group G/H . (e = H, (aH)−1 =
a−1H .)

A.2.8 Proposition. Let G be a finite group and let H ⊂ G be an invariant sub-
group of G. Then

ord(G/H) =
ord(G)

ord(H)
.

Proof. Every coset gH , g ∈ G has ord(H) elements, thus the number of different
cosets is ord(G)

ord(H)
= ord(G/H).

A.2.9 Definition. A mapping φ : G → G′ is called homomorphism, if

φ(ab) = φ(a)φ(b) ∀a, b ∈ G.

A.2.10 Proposition. Properties of homomorphisms: Let φ : G → G′ be a homo-
morphism, then

1. φ(e) = e′.

2. φ(a−1) = φ(a)−1.

Proof.

1. φ(a) = φ(ea) = φ(e)φ(a) ⇒ φ(e) = e′.

2. e′ = φ(e) = φ(aa−1) = φ(a)φ(a−1) ⇒ φ(a−1) = φ(a)−1.

A.2.11 Definition. Let G,G′ be groups. The direct product G×G′ is defined by

G×G′ := ({(a, a′)|a ∈ G, a′ ∈ G′}, (a, a′) ◦ (b, b′) = (a ◦ b, a′ ◦ b′)).

Remark: ord(G×G′) = ord(G) · ord(G′).
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A.3 Representations

A.3.1 Definition. Let D(G) be a group of operators on a vectorspace V . A ho-
momorphism

D : G → D(G)

is called representation of the group G on the vectorspace V , and V is called
representation space. dimV is called dimension of the representation.
If D(G) is a group of linear operators on V , D is called a linear representation.
If the linear operators in D(G) are represented as matrices, D is called a matrix
representation of G.

Convention: In this work we will only consider linear representations. There-
fore by “representation” we will always mean “linear representation”.
We will only consider finite dimensional representations, so all usual operations
of linear algebra (det, Tr,...) are well defined.

A.3.2 Proposition. Properties of representations:

1. D(ab) = D(a)D(b) ∀a, b ∈ G.

2. D(a−1) = D(a)−1.

3. D(e) = idV .

Proof. By definition. (Homomorphism. See proposition A.2.10.)

A.3.3 Corollary. Let D be a representation of a group G, then

det(D(a)) 6= 0 ∀a ∈ G.

Proof. D(a) ∈ D(G) ⇒ ∃D(a)−1 = D(a−1) ∈ D(G) ⇒ D(a) invertible.

A.3.4 Definition. A representation D : G → D(G) is called faithful, if D is an
isomorphism.

A.3.5 Definition. A representation D′ is equivalent to a representation D, i.s.
D′ ∼ D, if there exists an invertible linear operator C such that

D′(a) = CD(a)C−1 ∀a ∈ G.

A.3.6 Definition. A representation is called unitary if D(a) is unitary for all a ∈
G.

A.3.7 Theorem. Let G be a finite group. Then every representation D(G) is
equivalent to a unitary representation.
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Proof. Let x, y ∈ V . Define

〈x, y〉 :=
1

ord(G)

∑
a∈G

(D(a)x, D(a)y).

where (·, ·) is a Hermitian scalar product, thus 〈·, ·〉 is a Hermitian scalar
product too. Furthermore 〈·, ·〉 is invariant under D(G), because

〈D(a)x, D(a)y〉 =
1

ord(G)

∑

b∈G

(D(b)D(a)x,D(b)D(a)y) =

=
1

ord(G)

∑

b∈G

(D(ba)x,D(ba)y) =

=
1

ord(G)

∑

ba∈G

(D(ba)x,D(ba)y) =

= 〈x, y〉.

Let {ui}i and {vj}j be orthonormal bases with respect to (·, ·) and 〈·, ·〉.
Then there exists a linear operator T such that vi = Tui.
⇒ 〈Tx, Ty〉 = x∗i yj〈Tui, Tuj〉 = x∗i yj〈vi, vj〉 = x∗i yjδij = x∗i yj(ui, uj) =
(x, y).

Define D′(a) := T−1D(a)T . It follows:

(D′(a)x,D′(a)y) = (T−1D(a)Tx, T−1D(a)Ty) =

= [(x, y) = 〈Tx, Ty〉] =

= 〈D(a)Tx, D(a)Ty〉 =

= 〈Tx, Ty〉 =

= (x, y).

So D′ is unitary with respect to the (arbitrary) Hermitian scalar product
(·, ·).

A.3.8 Definition. Let D be a representation of a group G on a vectorspace V . A
subspace W ⊂ V is called invariant if D(a)W ⊂ W ∀a ∈ G.
Because D(a) is invertible it follows that D(a)W = W .
{0} and V are the trivial invariant subspaces of V .

A.3.9 Definition. A representation D(G) is called irreducible, if there is no non-
trivial invariant subspace of V .
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A.3.10 Definition. Let V1 and V2 be vectorspaces. The direct sum of V1 and V2,
i.s. V1 ⊕ V2, is defined by

V1 ⊕ V2 :={(v1, v2)|v1 ∈ V1, v2 ∈ V2;

(v1, v2) + (w1, w2) = (v1 + w1, v2 + w2),

λ(v1, v2) = (λv1, λv2)}.
Instead of the pair (v1, v2) we will write v1 ⊕ v2.

Let D1 and D2 be representations of a group G on the vectorspaces V1 and V2.
The direct sum of the representations D1 and D2, i.s. D1⊕D2, on the vectorspace
V1 ⊕ V2 is defined by

(D1 ⊕D2)(a)(v1 ⊕ v2) := D1(a)v1 ⊕D2(a)v2 ∀a ∈ G.

If [D] is the matrix representation of D in a certain basis, then the matrix repre-
sentation of D := D1 ⊕D2 is given by

[D(a)] =

(
[D1(a)] 0

0 [D2(a)]

)
,

where 0 are null matrices (with appropriate dimensions).

A.3.11 Definition. A representation D(G) is called completely reducible, if it can
be written as a direct sum of irreducible representations.

D = D1 ⊕ · · · ⊕Dn on V = V1 ⊕ · · · ⊕ Vn.

A.3.12 Theorem. Every finite dimensional unitary representation of a finite group
is completely reducible.

Proof. Let D be a finite dimensional unitary representation of a finite group G.

• If D is irreducible, it is obviously completely reducible.

• D is not irreducible. ⇒ There exists a nontrivial invariant subspace W ⊂
V :

D(a)W = W ∀a ∈ G.

W⊥ := {x ∈ V |(x,w) = 0 ∀w ∈ W}, where (·, ·) is the Hermitian scalar
product.
Claim: W⊥ is an invariant subspace. This is true, because:
Let v ∈ W⊥, w ∈ W .

0 = (v, w) = (D(a)v,D(a)w︸ ︷︷ ︸
∈W

) ⇒ D(a)v ∈ W⊥.
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⇒ W⊥ is an invariant subspace. ⇒ V = W ⊕W⊥ is a decomposition of V
into invariant subspaces.

We now take for W the smallest nontrivial invariant subspace of V . (This
means that W has the smallest possible positive dimension.)
⇒ The restriction of D on W , i.s. D|W , is irreducible.

• If D|W⊥ is irreducible, D|V is completely reducible.

• If D|W⊥ is not irreducible⇒ Performing the same procedure as before D|V
can be decomposed into a direct sum of irreducible representations:

V = V1 ⊕ · · · ⊕ Vn D|V = D|V1 ⊕ · · · ⊕D|Vn .

⇒ D is completely reducible.

A.3.13 Corollary. Every finite dimensional representation of a finite group is
completely reducible.

Proof. As seen in the proof of theorem A.3.7 any representation D is unitary
w.r.t.

〈x, y〉 :=
1

ord(G)

∑
a∈G

(D(a)x,D(a)y).

⇒ By the same arguments as in the proof of theorem A.3.12 D is completely
reducible.

A.3.14 Sublemma. Let V be a finite dimensional vectorspace over C. Then ev-
ery linear operator on V has at least one eigenvalue.

Proof. The eigenvalues λ of an operator A are uniquely characterized by

det(A− λid) = 0.

det(A − λid) is a polynomial of order dimV in λ. From the fundamental theo-
rem of algebra we know that there exists at least one zero of the polynomial,
therefore it exists at least one eigenvalue λ.

A.3.15 Lemma. (Schur) Let D1 and D2 be finite dimensional irreducible repre-
sentations of a finite group G on the vectorspaces V1 and V2.
Let A : V1 → V2 be a linear operator s.t.

D2(a)A = AD1(a) ∀a ∈ G.

Then:
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1. If D1 6∼ D2 ⇒ A = 0.

2. If D1 = D2 ⇒ ∃λ ∈ C : A = λid.

Proof.

1. ker(A) := {v ∈ V1|A(v1) = 0} (kernel of A).
Let v ∈ ker(A): AD1(a)v = D2(a)Av = D2(a)0 = 0.
⇒ D1(a)ker(A) ⊂ ker(A) ⇒ ker(A) is an invariant subspace.
Because D1 is irreducible, it follows that ker(A) = {0}, or ker(A) = V1.

First case: ker(A) = V1 ⇒ A = 0.
Second case: ker(A) = {0} ⇒ D2(a)A(V1) 6= {0}.
⇒ A(V1) is an invariant subspace of V2 ⇒ A(V1) = V2, because D2 is
irreducible.
⇒ A(V1) = V2 and ker(A) = {0} ⇒ A is an isomorphism.
⇒ AD1(a)A−1 = D2(a) ⇒ D1 ∼ D2.

2. D1 = D2 ⇒ V1 = V2 ⇒
D2(a)(A− λid) = (A− λid)D1(a)

By sublemma A.3.14 every linear operator has at least one eigenvalue (∈
C).
⇒ Let λ be this eigenvalue ⇒ (A− λid) is singular.
⇒ ker(A− λid) 6= {0} ⇒ ker(A− λid) = V1 (see proof of 1.)
⇒ A− λid = 0 ⇒ A = λid.

This very elegant and compact proof follows [88](p.55).

A.4 Orthogonality relations

A.4.1 Lemma. Let G be a finite group with order g = ord(G), and let D(G) be
an n-dimensional irreducible representation of G. Then

∑
a∈G

Dij(a)Dkl(a
−1) =

g

n
δjkδil.

(Dij means the ij-component of the matrix representation of D w.r.t. a chosen
basis.)
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Proof. We define
A :=

∑
a∈G

D(a)BD(a−1)

with an arbitrary linear operator B on V .

Claim: D(a)A = AD(a). This is true, because:

D(a)A =
∑

b∈G

D(a)D(b)BD(b−1) =

=
∑

b∈G

D(ab)BD(b−1)D(a−1)D(a) =

=
∑

b∈G

D(ab)BD((ab)−1)D(a) =

=
∑

ab∈G

D(ab)BD((ab)−1)D(a) = AD(a).

Using Schur’s lemma 2 (lemma A.3.15 2.) it follows: A = λid for a λ ∈ C.

We now set Bij = δilδjm for fixed l, m. It follows

Aij =
∑
a∈G

Dik(a)BkpDpj(a
−1) =

=
∑
a∈G

Dik(a)δklδpmDpj(a
−1) =

=
∑
a∈G

Dil(a)Dmj(a
−1) = λ(l, m)δij.

λ(l, m) can be determined by setting i = j:

Aii = λ(l, m)δii = nλ(l, m) =

=
∑
a∈G

Dil(a)Dmi(a
−1) =

=
∑
a∈G

Dmi(a
−1)Dil(a) =

=
∑
a∈G

Dml(e) = gδml.

⇒ λ(l,m) =
g

n
δlm ⇒

∑
a∈G

Dil(a)Dmj(a
−1) =

g

n
δlmδij.
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A.4.2 Lemma. Let D(1) and D(2) be two non-equivalent irreducible representa-
tions of G (dimV1 = n1, dimV2 = n2). Then

∑
a∈G

D
(2)
il (a)D

(1)
mj(a

−1) = 0 ∀i, j, l,m.

Proof. We define
A :=

∑
a∈G

D(2)(a)BD(1)(a−1)

with an arbitrary linear operator B : V1 → V2. Completely analogous to the
proof of lemma A.4.1 we have

D(2)(a)A = AD(1)(a) ∀a ∈ G.

Using Schur’s lemma 1 (lemma A.3.15 1.) it follows A = 0. By choosing Bij =
δilδjm for fixed l,m as in the proof of lemma A.4.1 we obtain:

∑
a∈G

D
(2)
il (a)D

(1)
mj(a

−1) = 0 ∀i, j, l,m.

A.4.3 Theorem. Let D(α), α ∈ {1, ..., k} be all non-equivalent irreducible rep-
resentations of a finite group G on vectorspaces Vα (dimVα = nα). Then the
following orthogonality relation holds:

∑
a∈G

D
(α)
il (a)D

(β)
mj (a

−1) =
g

nα

δαβδijδlm.

Proof. {D(α)
ij (a)}α,i,j are functions (with the discrete variable a), which are ele-

ments in a vectorspace (the so called group space).
We define a scalar product on the group space:

(D
(α)
ij , D

(β)
kl ) :=

1

g

∑
a∈G

D
(α)
ij (a)D

(β)
kl (a−1).

From lemma A.4.1 and lemma A.4.2 we deduce

(D
(α)
ij , D

(β)
kl ) = 0 for α 6= β,

and
(D

(α)
ij , D

(α)
kl ) =

1

nα

δjkδil.

It follows

(D
(α)
il , D

(β)
mj ) =

1

nα

δαβδijδlm ⇒
∑
a∈G

D
(α)
il (a)D

(β)
mj (a

−1) =
g

nα

δαβδijδlm.
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To formulate the orthogonality relations in an elegant way, we will now define
a scalar product similar to the product in the proof of theorem A.4.3.

A.4.4 Definition and Proposition. Let D(α) and D(β) be representations of a
finite group G. We define a scalar product on the group space by

(D
(α)
ij , D

(β)
kl ) :=

1

ord(G)

∑
a∈G

D
(α)
ij (a)D

(β)
kl (a−1).

1. Let D be an n-dimensional irreducible representation, then

(Dij, Dkl) =
1

n
δjkδil.

2. Let D(1) and D(2) be two non-equivalent irreducible representations of G,
then

(D
(1)
ij , D

(2)
kl ) = 0 ∀i, j, k, l.

3. Let D(α), α ∈ {1, ..., k} be all non-equivalent irreducible representations
of a finite group G on vectorspaces Vα (dimVα = nα), then

(D
(α)
ij , D

(β)
kl ) =

1

nα

δαβδjkδil.

Proof. This proposition directly follows from lemma A.4.1, lemma A.4.2 and
theorem A.4.3.

A.5 Characters and their orthogonality relations

A.5.1 Definition and Proposition. Let A, B be different matrix representations
of a linear operator φ. Then Tr(A) = Tr(B) =: Tr(φ).

Proof. Because A,B are matrix representations of the same linear operator, there
exists an invertible matrix C such that A = CBC−1. ⇒ Tr(A) = Tr(CBC−1) =
Tr(C−1CB) = Tr(B).

A.5.2 Definition. Let D be a representation of G 3 a. χD(a) := Tr(D(a)) is called
character of a in the representation D.

A.5.3 Definition. Hermitian scalar product for characters:

(χD1 , χD2) :=
1

ord(G)

∑
a∈G

χD1(a
−1)χD2(a).
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A.5.4 Proposition. Properties of characters:

1. If a and b are conjugate elements of G, then

χD(a) = χD(b).

2. If D and D′ are equivalent, then

χD(a) = χD′(a) ∀a ∈ G.

3. χD(a−1) = χ∗D(a).

4. Let D1 and D2 be representations of G, then

χD1⊕D2(a) = χD1(a) + χD2(a).

5. D1 6∼ D2 ⇒ (χD1 , χD2) = 0.

6. D irreducible ⇔ (χD, χD) = 1.

Proof.

1. Because of the invariance of the trace. (See definition and proposition
A.5.1.)

2. See 1.

3. Every representation is equivalent to a unitary representation, and equiv-
alent representations have the same characters. Thus we can assume that
D is unitary for all calculations involving only characters.
⇒ D(a)† = D(a−1)⇒ TrD(a)† = TrD(a−1)⇒ χ∗D(a) = χD(a−1).

4. This is easy to see in the matrix representation of D1 ⊕D2.

5. D1 6∼ D2 ⇒ From definition and proposition A.4.4 2. follows:

(D
(1)
ij , D

(2)
kl ) = 0 ∀i, j, k, l.⇒ (D

(1)
ii , D

(2)
kk ) = 0 ⇒ (χD1 , χD2) = 0.

6. ⇒: From definition and proposition A.4.4 3. follows:

(D
(α)
ij , D

(α)
kl ) =

1

nα

δjkδil ⇒ (χ(α), χ(α)) =
1

nα

δikδik =
nα

nα

= 1.
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⇐: Suppose (χD, χD) = 1 with D not irreducible. ⇒ D can be decom-
posed into irreducible representations D(α):

D(a) =
k⊕

α=1

D(α)(a)

with k ≥ 2. It follows:

(χD, χD) =
∑

α,β

(χ(α), χ(β)) =

=
k∑

α=1

(χ(α), χ(α))︸ ︷︷ ︸
1

+
∑

α6=β

(χ(α), χ(β))

︸ ︷︷ ︸
0

= k ≥ 2.

⇒ contradiction to (χD, χD) = 1.

A.5.5 Theorem. Orthogonality of characters: Let D(α), α ∈ {1, ..., k} be all
non-equivalent irreducible representations of a finite group G on vectorspaces
Vα (dimVα = nα), then

(χ(α), χ(β)) = δαβ.

Proof. From definition and proposition A.4.4:

(D
(α)
ij , D

(β)
kl ) =

1

nα

δαβδjkδil.

Forming the trace leads to:

(χ(α), χ(β)) = (D
(α)
ii , D

(β)
kk ) =

1

nα

δαβδjkδjk = δαβ.

A.5.6 Proposition. Using the orthogonality relation for characters one can easily
calculate how often an irreducible representation is contained in a reducible
representation.
Let D be an arbitrary representation. D can be decomposed into a direct sum of
non-equivalent irreducible representations.

D(a) =
⊕

α

bαD(α)(a) χD(a) = bαχ(α)(a)
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with bα ∈ N. α labels the non-equivalent irreducible representations.
Using the orthogonality relation for characters (theorem A.5.5) one gets

bα = (χ(α), χD).

A.5.7 Lemma. Let D(α), α ∈ {1, ..., k} be all non-equivalent irreducible repre-
sentations of a finite group G, and let Ci (i ∈ {1, ..., c}) be the conjugate classes
of G. Then

k ≤ c.

Proof. Let ci be the number of elements in Ci.

∑
a∈Ci

χ(α)(a−1)χ(β)(a) = ciχ
(α)(a−1)χ(β)(a) = ciχ

(α)∗(a)χ(β)(a).

(χ(α), χ(β)) =
1

ord(G)

c∑
i=1

ciχ
(α)∗
i χ

(β)
i = δαβ,

with χ
(α)
i = χ(α)(ai), where ai ∈ Ci arbitrary. (

√
ci

ord(G)
χ

(α)
i )i are elements in

a c-dimensional vectorspace, and vectors with different α are orthogonal and
unequal 0.
⇒ There are k orthogonal vectors in a c-dimensional vectorspace.

⇒ k ≤ c.

A.6 General theorems

A.6.1 Definition. Let G = {a1, ..., ag} be a group of order g. The regular represen-
tation R(G) on V = Rg is defined by

aiaj = Rjk(ai)ak.

By corollary A.1.10 ai can be interpreted as a regular permutation, and therefore
R(G) is called regular representation.

A.6.2 Proposition.

χR(a) =

{
0 for a 6= e.
g for a = e.
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Proof.
aiaj = Rjk(ai)ak = apj

⇒ Rjk(ai) = δpjk.

We form the trace:
Tr(R(ai)) = Rjj(ai) = δpjj.

Because the permutation aj 7→ aiaj = apj
is regular we find

δpjj =

{
0 for ai 6= e.
g for ai = e.

A.6.3 Theorem. Let D(α) be the non-equivalent irreducible representations of a
group G with order g on vectorspaces Vα (dimVα = nα). Then

∑
α

n2
α = g.

Proof. Let Ci (i ∈ {1, ..., c}) be the conjugate classes of G.
We decompose the regular representation into non-equivalent irreducible rep-
resentations ⇒

χR(ai) =
∑

α

bαχ(α)(ai),

where ai ∈ Ci arbitrary.

Consider now the conjugate class containing e:

χR(e) = g χ(α)(e) = TrD(α)(e) = dimVα = nα.

χR(e) =
∑

α

bαχ(α)(e) ⇒ g =
∑

α

bαnα.

By proposition A.5.6

bα = (χ(α), χR) =
1

g

∑
a∈G

χ(α)(a−1)χR(a) =
1

g
χ(α)(e)χR(e) = χ(α)(e) = nα.

It follows
g =

∑
α

bαnα =
∑

α

n2
α.
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A.6.4 Corollary. Let D(α) be the non-equivalent irreducible representations of a
group G on vectorspaces Vα (dimVα = nα), and let R(G) be the regular represen-
tation of G. Then

R =
⊕

α

nαD(α).

A.6.5 Definition. Let G be a finite group. The group algebra A(G) is the set

A(G) := {A =
∑

b∈G

Abb|Ab ∈ C}.

together with the compositions

Addition:
A + B =

∑

b∈G

Abb +
∑

b∈G

Bbb :=
∑

b∈G

(Ab + Bb)b.

Scalar multiplication:

λA = λ
∑

b∈G

Abb :=
∑

b∈G

(λAb)b.

Multiplication:

AB = (
∑

b∈G

Abb)(
∑

d∈G

Bdd) :=
∑

b,d∈G

(AbBd)bd.

With addition and scalar multiplication A(G) becomes a vectorspace over C.
Including the multiplication the vectorspace A(G) becomes an algebra over C.

A.6.6 Definition. Let Ci = {ai
1, ..., a

i
ci
} (i ∈ {1, ..., c},

∑
i ci = ord(G)) be the

conjugate classes of a finite group G. For every conjugate class Ci we define a
corresponding element of the group algebra.

Ci :=

ci∑
j=1

ai
j

A.6.7 Definition and Proposition.

CiCj = cijkCk

with cijk ∈ N. cijk are called structure constants of the finite group G.
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Proof. The proposition follows if CiCj is a sum of all elements of complete con-
jugate classes. This is the case if

a(CiCj)a
−1 = CiCj ∀a ∈ G.

This immediately follows from the definition of a conjugate class:

aCia
−1 = Ci ⇒ a(CiCj)a

−1 = (aCia
−1)(aCja

−1) = CiCj.

A.6.8 Sublemma. Let D be an n-dimensional irreducible representation of a
finite group G with conjugate classes Ci = {ai

1, ..., a
i
ci
} (i ∈ {1, ..., c},

∑
i ci =

ord(G)), and let χi = χD(ai
j). Then

ciχicjχj = n
∑

l

cijlclχl.

In this sublemma (and the proof of the sublemma) we do not use Einstein’s
summation convention!

Proof. We define the linear operators Di:

Di :=
∑
a∈Ci

D(a).

Analogous to Ci the operators Di are invariant under Di 7→ D(a)DiD(a)−1.

⇒ [Di, D(a)] = 0 ∀a ∈ G.

Using Schur’s lemma (lemma A.3.15) we get

Di = λiid.

We calculate the trace:

TrDi =
∑
a∈Ci

χD(ai) = λiTr(id) = λin.

∑
a∈Ci

χD(ai) = ciχi ⇒ ciχi = nλi ⇒ λi =
ciχi

n
.

CiCj =
∑

l

cijlCl ⇒ DiDj =
∑

l

cijlDl ⇒ λiλj =
∑

l

cijlλl.

Using λi = ciχi

n
we get
ciχi

n
· cjχj

n
=

∑

l

cijl
clχl

n
⇒ ciχicjχj = n

∑

l

cijlclχl.
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A.6.9 Sublemma. Let Ci be a conjugate class, then

C−1
i := {a−1|a ∈ Ci}

is also a conjugate class.

Proof. Let a, b ∈ Ci, a ∼ b ⇒ ∃u ∈ G : a = ubu−1.

⇒ a−1 = u−1b−1u =: vb−1v−1.

⇒ ∃v ∈ G : a−1 = vb−1v−1 ⇒ a−1 ∼ b−1 ∀a, b ∈ Ci.

⇒ C−1
i is a conjugate class.

A.6.10 Sublemma. Let Ci = {ai
1, ..., a

i
ci
} be the conjugate classes of a finite group

G, and let C−1
j =: Cj′ . Furthermore let C1 := {e}. Then the following equality

holds for the structure constants:

cij1 = ciδij′ (⇔ cij′1 = ciδij).

In this sublemma (and its proof) we do not use Einstein’s summation conven-
tion!

Proof.

CiC
−1
i = {e, e, ..., e︸ ︷︷ ︸

ci

, ...} ⇒ CiC−1
i = cie + ... = CiCi′ = cii′1C1 + ...

⇒ cii′1 = ci.

CiC
−1
j = CiCj′ does not contain e if i 6= j.

⇒ cij′1 = 0 if i 6= j.

⇒ cij′1 = ciδij.

Clearly j′′ = j ⇒ cij′′1 = ciδij′ .

⇒ cij1 = ciδij′ .

A.6.11 Lemma. Let D(α), α ∈ {1, ..., k} be all non-equivalent irreducible repre-
sentations of a group G with order g, and let Ci (i ∈ {1, ..., c}) be the conjugate
classes of G. Then

k ≥ c.



176 Appendix A. Basic definitions and theorems in group theory

Proof. In this proof we do not use Einstein’s summation convention!
Consider D(α) with characters χ

(α)
i , where i denotes the conjugate class. From

sublemma A.6.8 we know

ciχ
(α)
i cjχ

(α)
j = nα

∑

l

cijlclχ
(α)
l .

We sum over α and get

cicj

k∑
α=1

χ
(α)
i χ

(α)
j =

∑

l

cijlcl

k∑
α=1

nαχ
(α)
l .

From corollary A.6.4
∑k

α=1 nαχ
(α)
l = χR

l , where χR is the character of the regular
representation. If we denote the conjugate class {e} with C1, using proposition
A.6.2 we see χR

l = gδ1l.
It follows

cicj

k∑
α=1

χ
(α)
i χ

(α)
j = gcij1c1 = gcij1.

From sublemma A.6.10 we know that cij1 = ciδij′ , so

cicj

k∑
α=1

χ
(α)
i χ

(α)
j = gciδij′ ⇒

k∑
α=1

χ
(α)
i χ

(α)
j =

g

cj

δij′ .

We now use proposition A.5.4 3.: χ(a−1) = χ∗(a). Therefore χ
(α)
j = χ

(α)∗
j′ .

⇒
k∑

α=1

χ
(α)
i χ

(α)∗
j′ =

g

cj

δij′ ⇒
k∑

α=1

χ
(α)
i χ

(α)∗
j =

g

cj

δij,

where we have also used cj′ = cj .

This has the form of a Hermitian scalar product, thus we can interpret χi as
orthogonal vectors in a k-dimensional unitary vectorspace.

⇒ c orthogonal vectors in a k-dimensional vectorspace ⇒ k ≥ c.

A.6.12 Theorem. The number of non-equivalent irreducible representations of
a finite group is equal to the number of conjugate classes of the group, i.s.

k = c.

Proof. From lemma A.5.7 we know k ≤ c, from lemma A.6.11 we know k ≥ c.

⇒ k = c.
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A.7 Tensor products of representations

A.7.1 Definition. Let V1 and V2 be vectorspaces over R(C). The tensor product of
V1 and V2, i.s. V1 ⊗ V2, is defined by

V1 ⊗ V2 := Span({v1 ⊗ v2|v1 ∈ V1, v2 ∈ V2})
with

(αv1 + βw1)⊗ v2 = αv1 ⊗ v2 + βw1 ⊗ v2,

v1 ⊗ (αv2 + βw2) = αv1 ⊗ v2 + βv1 ⊗ w2.

If V1 and V2 are Euclidian (unitary) we furthermore define

〈v1 ⊗ v2, w1 ⊗ w2〉 = 〈v1, w1〉 · 〈v2, w2〉.
A.7.2 Definition. Let A1 and A2 be linear operators on V1 and V2. We define the
tensor product of the operators A1 and A2, i.s. A1 ⊗ A2, by

(A1 ⊗ A2)(aijvi ⊗ vj) = aij(A1vi)⊗ (A2vj) ∀v = aijvi ⊗ vj ∈ V1 ⊗ V2.

⇒ A1 ⊗ A2 is a linear operator on V1 ⊗ V2.

Let A1 and A2 be linear operators on V1 and V2 (dimV1 = n1, dimV2 = n2), and let
{vi}i be a basis of V1 and {wj}j be a basis of V2.

⇒A1vi = A1jivj,

A2wk = A2lkwl,

where [A1ij] and [A2kl] are the matrix representations of A1 and A2 w.r.t. the
bases {vi}i and {wj}j .

(A1 ⊗ A2)(vi ⊗ wk) = (A1vi)⊗ (A2wk) = A1jiA2lk(vj ⊗ wl).

⇒ [A1ijA2kl] is the matrix representation of A1 ⊗ A2 in the basis {vj ⊗ wl}jl.
If we interpret the components aij of vectors in V1 ⊗ V2 as n1n2-column-vectors

v = aijvi ⊗ vj → [v] =




a11

a12
...

a1n2

a21
...

an1n2




,
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we can interpret the matrix representation of A1⊗A2 as the (n1n2)·(n1n2)-matrix

[A1 ⊗ A2] =




A111 · [A2ij] ... A11n1 · [A2ij]
...

...
A1n11 · [A2ij] ... A1n1n1 · [A2ij]


 .

A.7.3 Definition. The matrix [A1⊗A2] is called Kronecker product of the matrices
[A1] and [A2].

⇒ The Kronecker product is the matrix representation of the tensor product.

A.7.4 Definition. Let D1 and D2 be representations of a group G on vectorspaces
V1 and V2 (dimV1 = n1, dimV2 = n2). The tensor product (Kronecker product) of
the representations D1 and D2, i.s. D1 ⊗ D2, is defined as the tensor product
of the linear operators D1 and D2, therefore D1 ⊗ D2 is an n1n2-dimensional
representation of G on V1 ⊗ V2.

A.7.5 Proposition.
χD1⊗D2 = χD1 · χD2 .

Proof. We calculate the character of D1 ⊗D2 using the matrix representation:

Tr[D1 ⊗D2] = D111 · Tr[D2ij] + ... + D1n1n1 · Tr[D2ij] =

= Tr[D1kl]Tr[D2ij]

⇒ Tr(D1 ⊗D2) = TrD1 · TrD2 ⇒ χD1⊗D2 = χD1 · χD2 .

A.7.6 Proposition. Let D be a representation of a group G on a vectorspace V
(dimV = n > 1), then the product D ⊗D is reducible (even if D is irreducible).

Proof. Let {ej}j be a basis of V (j = 1, ..., n). ⇒ {ei ⊗ ej}ij is a basis of V ⊗ V .

⇒ (D ⊗D)(ei ⊗ ej) = DkiDlj︸ ︷︷ ︸
(D⊗D)ki,lj

(ek ⊗ el).

⇒ (D ⊗D)(ej ⊗ ei) = (D ⊗D)kj,li(ek ⊗ el).

Calculating the sum and the difference of these equations we get

(D⊗D)(
1

2
(ei⊗ ej ± ej ⊗ ei)) =

1

2
((D⊗D)ki,lj ± (D⊗D)kj,li)(

1

2
(ek⊗ el± el⊗ ek)),

where we have used that AijBij = AijB(ij) for symmetric A.
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We conclude that

Span(
1

2
(ek ⊗ el + el ⊗ ek)) = Span(e(k ⊗ el))

and
Span(

1

2
(ek ⊗ el − el ⊗ ek)) = Span(e[k ⊗ el])

are invariant subspaces of V ⊗ V . ⇒ D ⊗D is reducible.

A.8 The Clebsch-Gordan-series

A.8.1 Definition. Let D be a representation of a finite group G. The representa-
tion D∗ which is defined by

[D∗] = [D]∗,

is called complex conjugate representation of D.

The representation D̄, which is defined by

[D̄] = [D−1]T ,

is called adjoint representation of D.

Remark: For finite groups D∗ and (D−1)T are equivalent, because D is equiva-
lent to a unitary representation.

A.8.2 Proposition.

1. χD̄(a) = χD(a−1).

2. χD∗ = χ∗D.

Proof.

1. χD̄(a) = Tr([D(a)−1]T ) = Tr([D(a)−1]) = Tr([D(a−1)]) = χD(a−1).

2. χD∗ = Tr(D∗) = Tr([D]∗) = Tr(D)∗ = χ∗D.

A.8.3 Definition. Let D(α) be the non-equivalent irreducible representations of
a finite group G. In general the tensor product

D(α) ⊗D(β)
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is not irreducible, thus

D(α) ⊗D(β) =
⊕

γ

aγD
(γ).

This sum is called Clebsch-Gordan-series.

A.8.4 Definition. Let D(µ)(G) and D(ν)(G) be irreducible representations of a
finite group G on vectorspaces V (µ) and V (ν) (dimV (µ) = nµ, dimV (ν) = nν).
Let {vj}j=1,...,nµ be a basis of V (µ) and {wk}k=1,...,nν a basis of V (ν).
Consider the Clebsch-Gordan decomposition

D(µ) ⊗D(ν) =
⊕

λ

aλD
(λ),

where D(λ) are the non-equivalent irreducible representations of G.

{vj ⊗ wk}j,k is a basis of V (µ) ⊗ V (ν). Let {u(λ)
i }i=1,...,nλ

be a basis of V (λ), then
there exist complex numbers Cλ

ijl, such that

u
(λ)
i = Cλ

ijl(vj ⊗ wl).

Cλ
ijl are called Clebsch-Gordan coefficients. Clearly they are basis-dependent, since

they form the matrix representation of a basis-change transformation from the
basis of V (µ) ⊗ V (ν) to bases of the invariant vectorspaces V (λ).

A.8.5 Proposition. Let D = [D(µ) ⊗D(ν)] be the matrix representation of D(µ) ⊗
D(ν) in the basis {vi ⊗ wj}ij , and let M be the matrix of basis transformation
to the basis {u(λ)

i }λ,i of V (µ) ⊗ V (ν) (the elements of M are the Clebsch-Gordan
coefficients), then

M−1DM =




[D(1)] 0 0 0
0 [D(2)] 0 0

0 0 . . . 0
0 0 0 [D(p)]


 ,

where [D(j)] are matrix representations of the irreducible representations D(λ)

of G (j ∈ {1, ..., k}), p =
∑

λ aλ , and 0 are appropriate null matrices.

Proof. This is clear, since D(µ) ⊗ D(ν) =
⊕

λ aλD
(λ), and {u(λ)

i }i is a basis of the
invariant subspace V (λ).

Example: D(µ) ⊗D(ν) = 2D(1) ⊕D(2)

⇒ M−1DM =




[D(1)] 0 0
0 [D(1)] 0
0 0 [D(2)]


 .



Appendix B
The Lie groups SU(2), SO(3) and
SL(2, C)

B.1 Definition and properties of SU(2) and SO(3)

B.1.1 Definition.

SU(2) := {A ∈ Mat(2, C)|A† = A−1, detA = 1}
SO(3) := {A ∈ Mat(3, R)|AT = A−1, detA = 1}

where Mat(n, F) denotes the set of n× n-matrices over the field F.

B.1.2 Proposition. Properties of SU(2) and SO(3). Let α ∈ R, ~n ∈ R3, ‖~n‖ = 1.

1. Every U ∈ SU(2) can be written as

U(α,~n) = e−iα~n·~σ
2 = cos

α

2
12 − isin

α

2
~n · ~σ. (B.1)

2. Every R ∈ SO(3) can be written as

R(α,~n) = e−iα~n·~T = cosα13 + (1− cosα)~n~nT − isinα~n · ~T (B.2)

with (Tj)kl = 1
i
εjkl.

Proof. The statements of this proposition can be easily proved using the rela-
tions between matrix Lie groups and their Lie algebras.

181
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1. {−iσj

2
}j=1,2,3 is a basis of the Lie algebra

su(2) = {A ∈ Mat(2, C)|A† = −A, TrA = 0},

thus every U ∈ SU(2) can be written as U(α,~n) = e−iα~n·~σ
2 .

Using (~n · ~σ)2k = 12 we find

e−iα~n·~σ
2 =

∞∑
n=0

1

n!
(− iα

2
~n · ~σ)n =

=
∞∑

k=0

(−1)k

(2k)!

(α

2

)2k

(~n · ~σ)2k

︸ ︷︷ ︸
12

−i

∞∑

k=0

(−1)k

(2k + 1)!

(α

2

)2k+1

(~n · ~σ)2k+1

︸ ︷︷ ︸
~n·~σ

=

= cos
(α

2

)
12 − isin

(α

2

)
~n · ~σ.

2. {iT j}j=1,2,3 is a basis of the Lie algebra

so(3) = {A ∈ Mat(3, R)|AT = −A, TrA = 0},

thus every R ∈ SO(3) can be written as R(α,~n) = e−iα~n·~T .

(~n · ~T ) fulfils:

(~n · ~T )0 = 13,

(~n · ~T )2k = 13 − ~n~nT (k > 0),

(~n · ~T )2k+1 = ~n · ~T (k ≥ 0).

Performing the same series expansion as in 1. we find

e−iα~n·~T = cosα13 + (1− cosα)~n~nT − isinα~n · ~T .

The Lie group homomorphism between SU(2) and SO(3)

B.1.3 Lemma. Let g, h be Lie algebras of the Lie groups G and H , and let γ : g →
h be a Lie algebra homomorphism. If G is simply connected, then there exists a
unique Lie group homomorphism φ : G → H such that dφ = γ.

The proof of this lemma needs good knowledge about Lie groups and Lie alge-
bras. It can be found in [89] (p.101).
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B.1.4 Theorem.

φ : SU(2) → SO(3)

U(α,~n) 7→ R(α,~n)

is a group homomorphism.

Proof. Because SU(2) is simply connected we only need to show that

dφ : su(2) → so(3)

−i
σj

2
7→ −iT j

is a Lie algebra homomorphism. Since dφ is linear, and−iσj

2
and−iT j both fulfil

the commutation relations (Lie bracket)

[−iT j,−iT k] = εjkl(−iT l),

dφ is a Lie algebra homomorphism.

One usually calls φ a “2 to 1” homomorphism. This comes from

φ(−U) = φ(U),

which is true, because −12 = U(2π, ~n), and R(α + 2π, ~n) = R(α,~n).

B.2 The group SL(2, C)

B.2.1 Definition.

SL(2, C) := {A ∈ Mat(2, C)|detA = 1}.
We furthermore define

σ0 = 12, (σµ) = (1, ~σ),

where σi (i = 1, 2, 3) are the Pauli matrices.

σµ := ηµνσ
ν ⇒ (σµ) = (1,−~σ).

B.2.2 Theorem. There exists a “2 to 1”-homomorphism

φ : SL(2, C) → L↑+,

where L↑+ is the group of proper orthochronous Lorentz-transformations.
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Proof. Let x ∈ R4 : X := xµσµ =

(
x0 − x3 −x1 + ix2

−x1 − ix2 x0 + x3

)
= X†.

Consider now the mapping

X 7→ AXA† = X ′ = x′µσµ, A ∈ SL(2, C).

⇒ detX = (x0)2 − ~x2 = detX ′ = (x′0)2 − ~x′2 ⇒ x′µ = (LA)µ
νx

ν .

X ′ is again Hermitian, so (x′µ) ∈ R4. Because the mapping leaves the 4-distance
ηµνx

µxν = (x0)2 − ~x2 invariant, one can interpret A acting on

{X ∈ Mat(2, C)|X† = X}
as a Lorentz transformation LA acting on R4. (Here we have of course inter-
preted R4 as the 4-dimensional Minkowski-space.)

To show that φ : A 7→ LA is a group homomorphism we have to show that
AB 7→ LALB:

X 7→ ABX(AB)† = A BXB†︸ ︷︷ ︸
(LB)µ

νxνσµ

A† = (LA)µ
ρ(LB)ρ

νx
νσµ = (LALB)µ

νx
νσµ.

Since 12 ∈ SL(2, C) is mapped onto 14 ∈ L↑+, we can also conclude A−1 7→
L−1

A = LA−1 .
Currently we only know that there exists a homomorphism onto some sub-
group of the full Lorentz-group. In fact φ is a homomorphism onto L↑+ (see [83]
(p.237) ).

In analogy to the group homomorphism SU(2) → SO(3), φ : SL(2, C) → L↑+ is
“2 to 1” too (see [83] (p.237)).

In nonrelativistic quantum mechanics the transition from the rotation group
SO(3) to its universal covering group SU(2) leads to a description of particles
with half-integer spin. Here we have the same situation. The natural laws are not
only Lorentz-invariant, they are SL(2, C)-invariant, which leads to the description
of half integer spin as a relativistic quantum effect.

We will later need the following important property of SL(2, C):

B.2.3 Proposition. Let ε :=

(
0 1
−1 0

)
, and let A ∈ SL(2, C), then

εAε−1 = (A−1)T .
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Proof. Let A =

(
a b
c d

)
, then

εAε−1AT =

(
ad− bc 0

0 ad− bc

)
= (detA)12.

For A ∈ SL(2, C) we find εAε−1AT = 12.



Appendix C
Dirac and Majorana particles

C.1 The Majorana equation

The Majorana equation is an SL(2, C)-invariant field equation for massive neutral
spin-1

2
-particles. It reads:

iσµ∂µχ̄−mχ = 0, (C.1)

where χ is a so-called 2-spinor (χ ∈ C2) and χ̄ = εχ∗. ε and σµ are defined as in
appendix B.

By complex conjugation and multiplication of equation (C.1) with ε from the
left we find

−i εσµ∗ε︸ ︷︷ ︸
−σ̄µ

∂µχ−mχ̄ = 0,

where we have defined (σ̄µ) := (12,−~σ). So we have obtained an equivalent
form of the Majorana equation:

iσ̄µ∂µχ−mχ̄ = 0. (C.2)

C.1.1 Theorem. The Majorana equations (C.1) and (C.2) are SL(2, C)-invariant.

Proof. For the proof we will consider the more general equation

iσµ∂µϕ̄−mχ = 0

with independent spinors ϕ and χ. If this equation is SL(2, C)-invariant, then
the Majorana equations (C.1) and (C.2) are SL(2, C)-invariant too.

y := L−1
A x.

Aϕ(y) = ε(Aϕ(y))∗ = εA∗ϕ∗(y) = εA∗ε−1ϕ̄(y).

186
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From proposition B.2.3 we know that εA∗ε−1 = (A−1)†, therefore

iσµ∂µAϕ(y)−mAχ(y) = iσµ∂µ(A−1)†ϕ̄(y)−mAχ(y) =

= iσµ(A−1)†
∂yν

∂xµ︸︷︷︸
(L−1

A )ν
µ

∂ϕ̄(y)

∂yν
−mAχ(y) =

= AA−1iσµ(A−1)†(L−1
A )ν

µ

∂ϕ̄(y)

∂yν
−mAχ(y).

We now use the results of appendix B, where we had found:

AxµσµA
† = X ′ = x′µσµ = (LA)µ

νx
νσµ ⇒ AσµA

† = (LA)ρ
µσρ.

⇒ Axµσ
µA† = X ′ = x′µσ

µ = (L−1
A )ν

µxνσ
µ ⇒ AσµA† = (L−1

A )µ
ρσ

ρ.

We conclude that A−1σµ(A−1)† = (LA)µ
ρσ

ρ. Using this relation we find

iσµ∂µAϕ(y)−mAχ(y) = A(iσρ ∂

∂yρ
ϕ̄(y)−mχ(y)

︸ ︷︷ ︸
0

) = 0.

C.2 The Dirac equation

In the previous section we showed that the Majorana equation is SL(2, C)-
invariant, but in the proof of theorem C.1.1 we already saw that SL(2, C)-invariance
also holds for a more general equation including two independent spinors ϕ̄
and χ:

iσµ∂µϕ̄−mχ = 0.

Combining this equation with another Majorana equation

iσ̄µ∂µχ−mϕ̄ = 0

we find [
i

(
0 σµ

σ̄µ 0

)
∂µ −m

](
χ
ϕ̄

)
= 0.

γµ :=

(
0 σµ

σ̄µ 0

)
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are the Dirac gamma matrices in the Weyl basis or chiral representation.

ψ :=

(
χ
ϕ̄

)

is called Dirac spinor or 4-spinor. Using these new definitions we find the Dirac
equation

(iγµ∂µ −m)ψ = 0. (C.3)

Remark: The Dirac equation is Lorentz-invariant (SL(2, C)-invariant) for any
set of four matrices γµ that fulfil the anticommutation relation

{γµ, γν} = 2ηµν14.

(For a justification of this statement see for example [90] p.40f.) Therefore there
are many alternatives to the Weyl basis. Note that one gets the Majorana equa-
tions C.1 and C.2 from the Dirac equation C.3 by setting ϕ = χ only in the Weyl
basis.

C.3 The charge conjugation matrix

The standard procedure for deriving the Dirac equation with an external elec-
tromagnetic field is the so called minimal coupling via the introduction of the
covariant derivative

∂µ 7→ ∂µ + ieAµ, (C.4)

where Aµ is the electromagnetic four-potential. The new Dirac equation

(iγµ∂µ − eγµAµ −m)ψ = 0 (C.5)

is the fermion field equation of an U(1)-invariant theory - namely QED. The aim
of this section is to solve the following problem:

Given a solution ψ(x) of the Dirac equation (C.5), can we construct a
solution ψc(x) of the charge conjugate equation

(iγµ∂µ + eγµAµ −m)ψc = 0? (C.6)

We adjoin equation (C.5).

ψ†(−iγµ†∂µ − eγµ†Aµ −m) = 0.

Note that ∂µ is now a left acting operator. We insert γ0γ0 = 14 after ψ† and
multiply the equation by γ0 from the right.

ψ̄(−i(γ0γµ†γ0

︸ ︷︷ ︸
γµ

)∂µ − e(γ0γµ†γ0

︸ ︷︷ ︸
γµ

)Aµ −m) = 0.
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Transposing the equation we get

(−i(γµ)T ∂µ − eAµ(γµ)T −m)ψ̄T = 0. (C.7)

We now define the charge conjugation matrix C via

C(γµ)T C−1 = −γµ. (C.8)

C is not uniquely defined, but we only need to know that there exists a matrix
that fulfils (C.8).

C.3.1 Theorem. Let γµ and γµ′ be two sets of gamma matrices fulfilling

{γµ, γν} = {γµ′, γν ′} = 2ηµν14,

then there exists a non-singular matrix C s.t.

Cγµ′C−1 = γµ.

The proof of this theorem can be found in [91]. Using this theorem, and the fact
that −(γµ)T =: γµ′ fulfils the needed anticommutation relations, we see that the
charge conjugation matrix exists.

C.3.2 Proposition. One possible choice for the charge conjugation matrix is

C = iαγ2γ0, (C.9)

where α ∈ U(1). Using the Weyl basis and setting α = 1 we find

C =

(
iσ2 0
0 −iσ2

)
.

In this case C is real. Furthermore with this choice of C

1. CT = −C,

2. C† = C−1,

3. C = C∗ = −CT = −C−1 = −C†,

4. C−1γ5C = (γ5)T .
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Proof. This is true, because

γ2γ0 (γ0)T

︸ ︷︷ ︸
γ0

(γ2γ0)−1 = −γ0γ2γ0(γ2γ0)−1 = −γ0,

γ2γ0 (γ1)T

︸ ︷︷ ︸
−γ1

(γ2γ0)−1 = −γ2γ0γ1(γ2γ0)−1 = −γ1γ2γ0(γ2γ0)−1 = −γ1,

γ2γ0 (γ2)T

︸ ︷︷ ︸
γ2

(γ2γ0)−1 = −γ2γ2γ0(γ2γ0)−1 = −γ2,

γ2γ0 (γ3)T

︸ ︷︷ ︸
−γ3

(γ2γ0)−1 = −γ2γ0γ3(γ2γ0)−1 = −γ3γ2γ0(γ2γ0)−1 = −γ3.

Replacing γ2γ0 by iγ2γ0, we find a real C.
Now for the properties of C: With our choice of C, the properties 1.,2.,3. are
obvious. In fact 1. is true in general, and 2. is true for every representation of
the γ-matrices, where γ0 is Hermitian and γi are anti-Hermitian [5]. 3. follows
from 1. and 2.

4. is true in general, because

C−1γ5C = −iC−1γ0γ1γ2γ3C = −iC−1γ0CC−1γ1CC−1γ2CC−1γ3C =

= −i(γ0)T (γ1)T (γ2)T (γ3)T = −i(γ3γ2γ1γ0)T =

= −i(−1)3+2+1(γ0γ1γ2γ3)T = (−iγ0γ1γ2γ3)T = (γ5)T .

We multiply (C.7) by C from the left and insert C−1C between the bracket and
ψ̄T .

(−i C(γµ)T C−1

︸ ︷︷ ︸
−γµ

∂µ − eAµ C(γµ)T C−1

︸ ︷︷ ︸
−γµ

−m)Cψ̄T = 0.

Thus

(iγµ∂µ + eγµAµ −m)Cψ̄T = 0,

so we have found the solution of the charge conjugate Dirac equation (C.6)

ψc = Cψ̄T = C(γ0)T ψ∗.
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C.4 Chiral fermion fields

C.4.1 Definition. We define the following operators

PL :=
14 − γ5

2
PR :=

14 + γ5

2
.

A 4-spinor ψ is called left-handed, if

PLψ = ψ.

A 4-spinor ψ is called right-handed, if

PRψ = ψ.

Thus left- and right-handed spinors are eigenvectors of the operator γ5 (which
is also called chirality) to the eigenvalues +1 and −1, therefore they are called
chiral spinors.

Let ψ be a 4-spinor, then we define

ψL := PLψ ψR := PRψ.

C.4.2 Proposition. PL and PR are have the following properties:

1. PLPR = PRPL = 0,

2. PLPL = PL, PRPR = PR,

3. PL + PR = 14, PL − PR = −γ5.

Proof. This is easy to see in a straight forward calculation using (γ5)2 = 14.

C.4.3 Proposition. Let ψ be a chiral spinor, then ψc has the opposite chirality.

Proof. We only consider ψR, the calculation for ψL is completely analogous.

PL(ψR)c =
1

2
(14 − γ5)C

1

2
(14 + γ5)ψ

T

=
1

2
(14 − γ5)C(γ0)T 1

2
(14 + γ5∗)ψ∗ =

=
1

2
C C−1(14 − γ5)C︸ ︷︷ ︸

14−(γ5)T =14−γ5

γ0 1

2
(14 + γ5)ψ∗ =

= C
1

2
(14 − γ5)γ0 1

2
(14 + γ5)ψ∗ = Cγ0 1

2
(14 + γ5)

1

2
(14 + γ5)ψ∗ =

= C(γ0)T P 2
Rψ∗ = Cψ̄T

R = (ψR)c.

⇒ (ψR)c is left-handed. Note that we have used (γ0)T = γ0.
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C.5 Dirac and Majorana particles

Massive spin-1
2

fermions are described by spinor fields that obey the Dirac-
equation (C.3). It turns out that in the case of neutral massive spin-1

2
particles

(like neutrinos) there is an alternative to the usually used Dirac particle, namely
the concept of the Majorana particle.

C.5.1 Dirac particles

A Dirac-particle is described by a 4-spinor field ψ with independent chiral com-
ponents ψL and ψR:

ψ = ψL + ψR.

The Lagrangian of a free Dirac particle reads

L(free)
Dirac = ψ̄(iγµ∂µ −m)ψ,

thus the mass term1 is

L(mass)
Dirac = −mψ̄ψ = −m(ψ̄RψL + ψ̄LψR).

Variation of the Lagrangian with respect to ψ̄ gives the equation of motion,
which is the Dirac equation.

C.5.2 Majorana particles

Majorana spinors are built from a single chiral spinor ψL by

ψ = ψL + ψc
L,

where by ψc
L we always mean (ψL)c. Thus Majorana spinors fulfil the Majorana

condition
ψc = ψ.

A possible mass term for Majorana particles is given by

L(mass)
Majorana = −1

2
m(ψc

LψL + ψ̄Lψc
L) =

1

2
m(ψT

LC−1ψL − ψ̄LCψ̄T
L) = −1

2
mψ̄ψ.

(see e.g. [5]). Therefore

L(free)
Majorana = ψ̄L(iγµ∂µ)ψL − 1

2
m(ψc

LψL + ψ̄Lψc
L).

1A mass term is defined as a Lorentz-invariant, bilinear in the spinor fields.



C.5. Dirac and Majorana particles 193

C.5.1 Proposition. The Euler-Lagrange equations given by L(free)
Majorana lead to the

Dirac equation for the Majorana spinor ψ.

Proof. In the case of Dirac particles the independent fields are ψL, ψR, ψ̄L and
ψ̄R. Here we work with Majorana particles, whose independent fields are just
ψL and ψ̄L.

For the sake of clarity we introduce the abbreviation L(free)
Majorana = L.

ψc
L depends only on ψL, because

ψc
L = (Cψ̄T

L)†γ0 = ψ̄∗LC†γ0 = (ψ†Lγ0)∗C†γ0 = ψT
L(γ0)∗C†γ0 ⇒ ∂ψc

L

∂ψ̄L

= 0.

We first variate with respect to ψ̄L:
∂L
∂ψ̄L

= iγµ∂µψL−1
2
m ∂

∂ψ̄L
(ψ̄LCψ̄T

L) Using the anticommutation property of fermion
fields and the antisymmetry of C we get

∂
∂ψ̄Li

(ψ̄LkCklψ̄Ll) = Ckl(δikψ̄Ll − δilψ̄Lk) = 2Cikψ̄Lk ⇒ ∂
∂ψ̄L

(ψ̄LCψ̄T
L) = 2Cψ̄T

L

∂L
∂(∂µψ̄L)

= 0

Thus the first set of Euler-Lagrange-equations reads

iγµ∂µψL −mCψ̄T
L = 0. (C.10)

Variation with respect to ψL gives (in a similar manner)

∂µψ̄Liγµ −mψT
LC−1 = 0.

We transpose this equation and insert C−1C after (γµ)T .

i(γµ)T C−1∂µψ
c
L −m(C−1)T ψL = 0

Multiplying by −C using C(γµ)T C−1 = −γµ and CT = −C one gets

iγµ∂µψ
c
L −mψL = 0. (C.11)

Adding equations (C.10) and (C.11) one gets the Dirac equation

(iγµ∂µ −m)(ψL + ψc
L) = 0.
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Let us at last consider the connection between the concept of the Majorana par-
ticle and the Majorana equation. As already mentioned the Dirac equation is
basis independent and so is the charge conjugation matrix C given in the form
of equation (C.9). In contrast to the Dirac equation the Majorana equations (C.1)
and (C.2) explicitly correspond to the Weyl basis. Let us therefore consider the
Majorana condition in the Weyl basis:

The Majorana condition was ψc = ψ. In the Weyl basis C is given by

C = iαγ2γ0 = α

(
ε 0
0 −ε

)
.

The charge conjugate of the Dirac spinor ψ =

(
χ
ϕ̄

)
in the Weyl basis is

ψc = Cψ̄T = C(γ0)T ψ∗ = α

(
ε 0
0 −ε

)(
0 12

12 0

)(
χ∗

εϕ

)
= −α

(
ϕ
χ̄

)
.

Thus the Majorana condition becomes
(

χ
ϕ̄

)
= −α

(
ϕ
χ̄

)
.

Choosing α = −1 we find

ψc = ψ ⇔ ψ =

(
χ
χ̄

)
,

and inserting this spinor into the Dirac equation (in the Weyl basis) directly
leads to the Majorana equations (C.1) and (C.2).



Appendix D
Examples for group theoretical
calculations using a computer algebra
system

D.1 Example for a calculation of Clebsch-Gordan co-
efficients

In this Mathematica 6 notebook we will calculate the Clebsch-Gordan coefficients for
31⊗31=34⊕35⊕36 of the group Σ(36φ). For the sake of clarity we only calculate the
coefficients corresponding to 35. The calculation of the remaining coefficients works
completely analogous.

Remove["Global̀*"]Remove["Global̀*"]Remove["Global̀*"]

t = SessionTime[ ];t = SessionTime[ ];t = SessionTime[ ];

ω = Exp[2πI/3];ω = Exp[2πI/3];ω = Exp[2πI/3];

rep1 = "31";rep1 = "31";rep1 = "31";
rep2 = "31";rep2 = "31";rep2 = "31";
rep3 = "34";rep3 = "34";rep3 = "34";
rep4 = "35";rep4 = "35";rep4 = "35";
rep5 = "36";rep5 = "36";rep5 = "36";

At first we enter the generators of the needed 3-dimensional representations of the fi-
nite group Σ(36φ).

A12 = 1;A12 = 1;A12 = 1;
B12 = 1;B12 = 1;B12 = 1;
C12 = −1;C12 = −1;C12 = −1;
A13 = 1;A13 = 1;A13 = 1;
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B13 = 1;B13 = 1;B13 = 1;
C13 = I;C13 = I;C13 = I;

A34 =




1 0 0
0 ω 0
0 0 ω2


 ;A34 =




1 0 0
0 ω 0
0 0 ω2


 ;A34 =




1 0 0
0 ω 0
0 0 ω2


 ;

B34 =




0 1 0
0 0 1
1 0 0


 ;B34 =




0 1 0
0 0 1
1 0 0


 ;B34 =




0 1 0
0 0 1
1 0 0


 ;

C34 = 1
ω−ω2




1 1 1
1 ω ω2

1 ω2 ω


 ;C34 = 1

ω−ω2




1 1 1
1 ω ω2

1 ω2 ω


 ;C34 = 1

ω−ω2




1 1 1
1 ω ω2

1 ω2 ω


 ;

A33 = Conjugate[A34];A33 = Conjugate[A34];A33 = Conjugate[A34];
B33 = Conjugate[B34];B33 = Conjugate[B34];B33 = Conjugate[B34];
C33 = Conjugate[C34];C33 = Conjugate[C34];C33 = Conjugate[C34];
A31 = A33 ∗A12;A31 = A33 ∗A12;A31 = A33 ∗A12;
B31 = B33 ∗ B12;B31 = B33 ∗ B12;B31 = B33 ∗ B12;
C31 = C33 ∗ C12;C31 = C33 ∗ C12;C31 = C33 ∗ C12;
A35 = A34 ∗A13;A35 = A34 ∗A13;A35 = A34 ∗A13;
B35 = B34 ∗ B13;B35 = B34 ∗ B13;B35 = B34 ∗ B13;
C35 = C34 ∗ C13;C35 = C34 ∗ C13;C35 = C34 ∗ C13;

AA1 = A31;AA1 = A31;AA1 = A31;
BB1 = B31;BB1 = B31;BB1 = B31;
CC1 = C31;CC1 = C31;CC1 = C31;
AA2 = A31;AA2 = A31;AA2 = A31;
BB2 = B31;BB2 = B31;BB2 = B31;
CC2 = C31;CC2 = C31;CC2 = C31;
AA3 = A35;AA3 = A35;AA3 = A35;
BB3 = B35;BB3 = B35;BB3 = B35;
CC3 = C35;CC3 = C35;CC3 = C35;

We now define the matrices needed to construct the matrix NN.
At first we tranform the generators AA to a basis where they are diagonal.

UUA = Transpose[Eigensystem[Transpose[Inverse[AA1]]][[2]]];UUA = Transpose[Eigensystem[Transpose[Inverse[AA1]]][[2]]];UUA = Transpose[Eigensystem[Transpose[Inverse[AA1]]][[2]]];
A = Simplify[Inverse[UUA].Transpose[Inverse[AA1]].UUA];A = Simplify[Inverse[UUA].Transpose[Inverse[AA1]].UUA];A = Simplify[Inverse[UUA].Transpose[Inverse[AA1]].UUA];
UUB = Transpose[Eigensystem[Transpose[Inverse[AA2]]][[2]]];UUB = Transpose[Eigensystem[Transpose[Inverse[AA2]]][[2]]];UUB = Transpose[Eigensystem[Transpose[Inverse[AA2]]][[2]]];
B = Simplify[Inverse[UUB].Transpose[Inverse[AA2]].UUB];B = Simplify[Inverse[UUB].Transpose[Inverse[AA2]].UUB];B = Simplify[Inverse[UUB].Transpose[Inverse[AA2]].UUB];
UUΦ = Transpose[Eigensystem[AA3][[2]]];UUΦ = Transpose[Eigensystem[AA3][[2]]];UUΦ = Transpose[Eigensystem[AA3][[2]]];
Φ = Simplify[Inverse[UUΦ].AA3.UUΦ];Φ = Simplify[Inverse[UUΦ].AA3.UUΦ];Φ = Simplify[Inverse[UUΦ].AA3.UUΦ];

Construction of NN: We define the columns of NN.
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Col[i , j , k ]:=




Φ[[i, 1]]A[[j, 1]]B[[k, 1]]
Φ[[i, 1]]A[[j, 1]]B[[k, 2]]
Φ[[i, 1]]A[[j, 1]]B[[k, 3]]
Φ[[i, 1]]A[[j, 2]]B[[k, 1]]
Φ[[i, 1]]A[[j, 2]]B[[k, 2]]
Φ[[i, 1]]A[[j, 2]]B[[k, 3]]
Φ[[i, 1]]A[[j, 3]]B[[k, 1]]
Φ[[i, 1]]A[[j, 3]]B[[k, 2]]
Φ[[i, 1]]A[[j, 3]]B[[k, 3]]
Φ[[i, 2]]A[[j, 1]]B[[k, 1]]
Φ[[i, 2]]A[[j, 1]]B[[k, 2]]
Φ[[i, 2]]A[[j, 1]]B[[k, 3]]
Φ[[i, 2]]A[[j, 2]]B[[k, 1]]
Φ[[i, 2]]A[[j, 2]]B[[k, 2]]
Φ[[i, 2]]A[[j, 2]]B[[k, 3]]
Φ[[i, 2]]A[[j, 3]]B[[k, 1]]
Φ[[i, 2]]A[[j, 3]]B[[k, 2]]
Φ[[i, 2]]A[[j, 3]]B[[k, 3]]
Φ[[i, 3]]A[[j, 1]]B[[k, 1]]
Φ[[i, 3]]A[[j, 1]]B[[k, 2]]
Φ[[i, 3]]A[[j, 1]]B[[k, 3]]
Φ[[i, 3]]A[[j, 2]]B[[k, 1]]
Φ[[i, 3]]A[[j, 2]]B[[k, 2]]
Φ[[i, 3]]A[[j, 2]]B[[k, 3]]
Φ[[i, 3]]A[[j, 3]]B[[k, 1]]
Φ[[i, 3]]A[[j, 3]]B[[k, 2]]
Φ[[i, 3]]A[[j, 3]]B[[k, 3]]




;Col[i , j , k ]:=




Φ[[i, 1]]A[[j, 1]]B[[k, 1]]
Φ[[i, 1]]A[[j, 1]]B[[k, 2]]
Φ[[i, 1]]A[[j, 1]]B[[k, 3]]
Φ[[i, 1]]A[[j, 2]]B[[k, 1]]
Φ[[i, 1]]A[[j, 2]]B[[k, 2]]
Φ[[i, 1]]A[[j, 2]]B[[k, 3]]
Φ[[i, 1]]A[[j, 3]]B[[k, 1]]
Φ[[i, 1]]A[[j, 3]]B[[k, 2]]
Φ[[i, 1]]A[[j, 3]]B[[k, 3]]
Φ[[i, 2]]A[[j, 1]]B[[k, 1]]
Φ[[i, 2]]A[[j, 1]]B[[k, 2]]
Φ[[i, 2]]A[[j, 1]]B[[k, 3]]
Φ[[i, 2]]A[[j, 2]]B[[k, 1]]
Φ[[i, 2]]A[[j, 2]]B[[k, 2]]
Φ[[i, 2]]A[[j, 2]]B[[k, 3]]
Φ[[i, 2]]A[[j, 3]]B[[k, 1]]
Φ[[i, 2]]A[[j, 3]]B[[k, 2]]
Φ[[i, 2]]A[[j, 3]]B[[k, 3]]
Φ[[i, 3]]A[[j, 1]]B[[k, 1]]
Φ[[i, 3]]A[[j, 1]]B[[k, 2]]
Φ[[i, 3]]A[[j, 1]]B[[k, 3]]
Φ[[i, 3]]A[[j, 2]]B[[k, 1]]
Φ[[i, 3]]A[[j, 2]]B[[k, 2]]
Φ[[i, 3]]A[[j, 2]]B[[k, 3]]
Φ[[i, 3]]A[[j, 3]]B[[k, 1]]
Φ[[i, 3]]A[[j, 3]]B[[k, 2]]
Φ[[i, 3]]A[[j, 3]]B[[k, 3]]




;Col[i , j , k ]:=




Φ[[i, 1]]A[[j, 1]]B[[k, 1]]
Φ[[i, 1]]A[[j, 1]]B[[k, 2]]
Φ[[i, 1]]A[[j, 1]]B[[k, 3]]
Φ[[i, 1]]A[[j, 2]]B[[k, 1]]
Φ[[i, 1]]A[[j, 2]]B[[k, 2]]
Φ[[i, 1]]A[[j, 2]]B[[k, 3]]
Φ[[i, 1]]A[[j, 3]]B[[k, 1]]
Φ[[i, 1]]A[[j, 3]]B[[k, 2]]
Φ[[i, 1]]A[[j, 3]]B[[k, 3]]
Φ[[i, 2]]A[[j, 1]]B[[k, 1]]
Φ[[i, 2]]A[[j, 1]]B[[k, 2]]
Φ[[i, 2]]A[[j, 1]]B[[k, 3]]
Φ[[i, 2]]A[[j, 2]]B[[k, 1]]
Φ[[i, 2]]A[[j, 2]]B[[k, 2]]
Φ[[i, 2]]A[[j, 2]]B[[k, 3]]
Φ[[i, 2]]A[[j, 3]]B[[k, 1]]
Φ[[i, 2]]A[[j, 3]]B[[k, 2]]
Φ[[i, 2]]A[[j, 3]]B[[k, 3]]
Φ[[i, 3]]A[[j, 1]]B[[k, 1]]
Φ[[i, 3]]A[[j, 1]]B[[k, 2]]
Φ[[i, 3]]A[[j, 1]]B[[k, 3]]
Φ[[i, 3]]A[[j, 2]]B[[k, 1]]
Φ[[i, 3]]A[[j, 2]]B[[k, 2]]
Φ[[i, 3]]A[[j, 2]]B[[k, 3]]
Φ[[i, 3]]A[[j, 3]]B[[k, 1]]
Φ[[i, 3]]A[[j, 3]]B[[k, 2]]
Φ[[i, 3]]A[[j, 3]]B[[k, 3]]




;

NN = Join[Col[1, 1, 1], Col[1, 1, 2], Col[1, 1, 3], Col[1, 2, 1],NN = Join[Col[1, 1, 1], Col[1, 1, 2], Col[1, 1, 3], Col[1, 2, 1],NN = Join[Col[1, 1, 1], Col[1, 1, 2], Col[1, 1, 3], Col[1, 2, 1],
Col[1, 2, 2], Col[1, 2, 3], Col[1, 3, 1], Col[1, 3, 2], Col[1, 3, 3],Col[1, 2, 2], Col[1, 2, 3], Col[1, 3, 1], Col[1, 3, 2], Col[1, 3, 3],Col[1, 2, 2], Col[1, 2, 3], Col[1, 3, 1], Col[1, 3, 2], Col[1, 3, 3],
Col[2, 1, 1], Col[2, 1, 2], Col[2, 1, 3], Col[2, 2, 1], Col[2, 2, 2],Col[2, 1, 1], Col[2, 1, 2], Col[2, 1, 3], Col[2, 2, 1], Col[2, 2, 2],Col[2, 1, 1], Col[2, 1, 2], Col[2, 1, 3], Col[2, 2, 1], Col[2, 2, 2],
Col[2, 2, 3], Col[2, 3, 1], Col[2, 3, 2], Col[2, 3, 3], Col[3, 1, 1],Col[2, 2, 3], Col[2, 3, 1], Col[2, 3, 2], Col[2, 3, 3], Col[3, 1, 1],Col[2, 2, 3], Col[2, 3, 1], Col[2, 3, 2], Col[2, 3, 3], Col[3, 1, 1],
Col[3, 1, 2], Col[3, 1, 3], Col[3, 2, 1], Col[3, 2, 2], Col[3, 2, 3],Col[3, 1, 2], Col[3, 1, 3], Col[3, 2, 1], Col[3, 2, 2], Col[3, 2, 3],Col[3, 1, 2], Col[3, 1, 3], Col[3, 2, 1], Col[3, 2, 2], Col[3, 2, 3],
Col[3, 3, 1], Col[3, 3, 2], Col[3, 3, 3], 2];Col[3, 3, 1], Col[3, 3, 2], Col[3, 3, 3], 2];Col[3, 3, 1], Col[3, 3, 2], Col[3, 3, 3], 2];

We will now calculate the eigenvectors of NN to the eigenvalue 1.

MMA = NN− IdentityMatrix[27];MMA = NN− IdentityMatrix[27];MMA = NN− IdentityMatrix[27];

The command NullSpace[MM] gives a set of linearly independent vectors v, such that
MMv= 0.

EVA = NullSpace[MMA];EVA = NullSpace[MMA];EVA = NullSpace[MMA];

The rows of the matrix EVA are linearly independent eigenvectors of NN to the eigen-
value 1 in the new basis, we now have to transform them back.

The number of independent eigenvectors is nA.
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nA = Dimensions[EVA][[1]];nA = Dimensions[EVA][[1]];nA = Dimensions[EVA][[1]];

Back - transformation of the obtained eigenvectors to the standard basis :

YY[n , k ]:=EVA[[n, k]];YY[n , k ]:=EVA[[n, k]];YY[n , k ]:=EVA[[n, k]];

ΓY1[n ]:=




YY[n, 1] YY[n, 2] YY[n, 3]
YY[n, 4] YY[n, 5] YY[n, 6]
YY[n, 7] YY[n, 8] YY[n, 9]


 ;ΓY1[n ]:=




YY[n, 1] YY[n, 2] YY[n, 3]
YY[n, 4] YY[n, 5] YY[n, 6]
YY[n, 7] YY[n, 8] YY[n, 9]


 ;ΓY1[n ]:=




YY[n, 1] YY[n, 2] YY[n, 3]
YY[n, 4] YY[n, 5] YY[n, 6]
YY[n, 7] YY[n, 8] YY[n, 9]


 ;

ΓY2[n ]:=




YY[n, 10] YY[n, 11] YY[n, 12]
YY[n, 13] YY[n, 14] YY[n, 15]
YY[n, 16] YY[n, 17] YY[n, 18]


 ;ΓY2[n ]:=




YY[n, 10] YY[n, 11] YY[n, 12]
YY[n, 13] YY[n, 14] YY[n, 15]
YY[n, 16] YY[n, 17] YY[n, 18]


 ;ΓY2[n ]:=




YY[n, 10] YY[n, 11] YY[n, 12]
YY[n, 13] YY[n, 14] YY[n, 15]
YY[n, 16] YY[n, 17] YY[n, 18]


 ;

ΓY3[n ]:=




YY[n, 19] YY[n, 20] YY[n, 21]
YY[n, 22] YY[n, 23] YY[n, 24]
YY[n, 25] YY[n, 26] YY[n, 27]


 ;ΓY3[n ]:=




YY[n, 19] YY[n, 20] YY[n, 21]
YY[n, 22] YY[n, 23] YY[n, 24]
YY[n, 25] YY[n, 26] YY[n, 27]


 ;ΓY3[n ]:=




YY[n, 19] YY[n, 20] YY[n, 21]
YY[n, 22] YY[n, 23] YY[n, 24]
YY[n, 25] YY[n, 26] YY[n, 27]


 ;

EV[n , k ]:=Simplify[Transpose[Inverse[UUA]].ΓY1[n].Inverse[UUB] ∗ (Inverse[UUΦ][[1, k]])+EV[n , k ]:=Simplify[Transpose[Inverse[UUA]].ΓY1[n].Inverse[UUB] ∗ (Inverse[UUΦ][[1, k]])+EV[n , k ]:=Simplify[Transpose[Inverse[UUA]].ΓY1[n].Inverse[UUB] ∗ (Inverse[UUΦ][[1, k]])+
Transpose[Inverse[UUA]].ΓY2[n].Inverse[UUB] ∗ (Inverse[UUΦ][[2, k]])Transpose[Inverse[UUA]].ΓY2[n].Inverse[UUB] ∗ (Inverse[UUΦ][[2, k]])Transpose[Inverse[UUA]].ΓY2[n].Inverse[UUB] ∗ (Inverse[UUΦ][[2, k]]) +
Transpose[Inverse[UUA]].ΓY3[n].Inverse[UUB] ∗ (Inverse[UUΦ][[3, k]])];Transpose[Inverse[UUA]].ΓY3[n].Inverse[UUB] ∗ (Inverse[UUΦ][[3, k]])];Transpose[Inverse[UUA]].ΓY3[n].Inverse[UUB] ∗ (Inverse[UUΦ][[3, k]])];

Ev[n ]:=Flatten[Transpose[(EV[n, 1][[1, 1]], EV[n, 1][[1, 2]], EV[n, 1][[1, 3]], EV[n, 1][[2, 1]],Ev[n ]:=Flatten[Transpose[(EV[n, 1][[1, 1]], EV[n, 1][[1, 2]], EV[n, 1][[1, 3]], EV[n, 1][[2, 1]],Ev[n ]:=Flatten[Transpose[(EV[n, 1][[1, 1]], EV[n, 1][[1, 2]], EV[n, 1][[1, 3]], EV[n, 1][[2, 1]],
EV[n, 1][[2, 2]], EV[n, 1][[2, 3]], EV[n, 1][[3, 1]], EV[n, 1][[3, 2]], EV[n, 1][[3, 3]],EV[n, 1][[2, 2]], EV[n, 1][[2, 3]], EV[n, 1][[3, 1]], EV[n, 1][[3, 2]], EV[n, 1][[3, 3]],EV[n, 1][[2, 2]], EV[n, 1][[2, 3]], EV[n, 1][[3, 1]], EV[n, 1][[3, 2]], EV[n, 1][[3, 3]],
EV[n, 2][[1, 1]], EV[n, 2][[1, 2]], EV[n, 2][[1, 3]], EV[n, 2][[2, 1]], EV[n, 2][[2, 2]],EV[n, 2][[1, 1]], EV[n, 2][[1, 2]], EV[n, 2][[1, 3]], EV[n, 2][[2, 1]], EV[n, 2][[2, 2]],EV[n, 2][[1, 1]], EV[n, 2][[1, 2]], EV[n, 2][[1, 3]], EV[n, 2][[2, 1]], EV[n, 2][[2, 2]],
EV[n, 2][[2, 3]], EV[n, 2][[3, 1]], EV[n, 2][[3, 2]], EV[n, 2][[3, 3]], EV[n, 3][[1, 1]],EV[n, 2][[2, 3]], EV[n, 2][[3, 1]], EV[n, 2][[3, 2]], EV[n, 2][[3, 3]], EV[n, 3][[1, 1]],EV[n, 2][[2, 3]], EV[n, 2][[3, 1]], EV[n, 2][[3, 2]], EV[n, 2][[3, 3]], EV[n, 3][[1, 1]],
EV[n, 3][[1, 2]], EV[n, 3][[1, 3]], EV[n, 3][[2, 1]], EV[n, 3][[2, 2]], EV[n, 3][[2, 3]],EV[n, 3][[1, 2]], EV[n, 3][[1, 3]], EV[n, 3][[2, 1]], EV[n, 3][[2, 2]], EV[n, 3][[2, 3]],EV[n, 3][[1, 2]], EV[n, 3][[1, 3]], EV[n, 3][[2, 1]], EV[n, 3][[2, 2]], EV[n, 3][[2, 3]],
EV[n, 3][[3, 1]], EV[n, 3][[3, 2]], EV[n, 3][[3, 3]])]EV[n, 3][[3, 1]], EV[n, 3][[3, 2]], EV[n, 3][[3, 3]])]EV[n, 3][[3, 1]], EV[n, 3][[3, 2]], EV[n, 3][[3, 3]])]

Now we will test if the vectors Ev[n] really are elements of the kernel of MMA.

A = Transpose[Inverse[AA1]];A = Transpose[Inverse[AA1]];A = Transpose[Inverse[AA1]];
B = Transpose[Inverse[AA2]];B = Transpose[Inverse[AA2]];B = Transpose[Inverse[AA2]];
Φ = AA3;Φ = AA3;Φ = AA3;

NN = Join[Col[1, 1, 1], Col[1, 1, 2], Col[1, 1, 3], Col[1, 2, 1],NN = Join[Col[1, 1, 1], Col[1, 1, 2], Col[1, 1, 3], Col[1, 2, 1],NN = Join[Col[1, 1, 1], Col[1, 1, 2], Col[1, 1, 3], Col[1, 2, 1],
Col[1, 2, 2], Col[1, 2, 3], Col[1, 3, 1], Col[1, 3, 2], Col[1, 3, 3],Col[1, 2, 2], Col[1, 2, 3], Col[1, 3, 1], Col[1, 3, 2], Col[1, 3, 3],Col[1, 2, 2], Col[1, 2, 3], Col[1, 3, 1], Col[1, 3, 2], Col[1, 3, 3],
Col[2, 1, 1], Col[2, 1, 2], Col[2, 1, 3], Col[2, 2, 1], Col[2, 2, 2],Col[2, 1, 1], Col[2, 1, 2], Col[2, 1, 3], Col[2, 2, 1], Col[2, 2, 2],Col[2, 1, 1], Col[2, 1, 2], Col[2, 1, 3], Col[2, 2, 1], Col[2, 2, 2],
Col[2, 2, 3], Col[2, 3, 1], Col[2, 3, 2], Col[2, 3, 3], Col[3, 1, 1],Col[2, 2, 3], Col[2, 3, 1], Col[2, 3, 2], Col[2, 3, 3], Col[3, 1, 1],Col[2, 2, 3], Col[2, 3, 1], Col[2, 3, 2], Col[2, 3, 3], Col[3, 1, 1],
Col[3, 1, 2], Col[3, 1, 3], Col[3, 2, 1], Col[3, 2, 2], Col[3, 2, 3],Col[3, 1, 2], Col[3, 1, 3], Col[3, 2, 1], Col[3, 2, 2], Col[3, 2, 3],Col[3, 1, 2], Col[3, 1, 3], Col[3, 2, 1], Col[3, 2, 2], Col[3, 2, 3],
Col[3, 3, 1], Col[3, 3, 2], Col[3, 3, 3], 2];Col[3, 3, 1], Col[3, 3, 2], Col[3, 3, 3], 2];Col[3, 3, 1], Col[3, 3, 2], Col[3, 3, 3], 2];

MMA = NN− IdentityMatrix[27];MMA = NN− IdentityMatrix[27];MMA = NN− IdentityMatrix[27];

n = 1;n = 1;n = 1;
While[n ≤ nA, Print[Simplify[MMA.Ev[n]]];n++]While[n ≤ nA, Print[Simplify[MMA.Ev[n]]]; n++]While[n ≤ nA, Print[Simplify[MMA.Ev[n]]]; n++]

{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
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{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
n = 1;n = 1;n = 1;
While[n ≤ nA, EvA[n] = Ev[n]; n++];While[n ≤ nA, EvA[n] = Ev[n]; n++];While[n ≤ nA, EvA[n] = Ev[n];n++];

Thus we have found the kernel of NN[A] in the standard basis.

A = Transpose[Inverse[BB1]];A = Transpose[Inverse[BB1]];A = Transpose[Inverse[BB1]];
B = Transpose[Inverse[BB2]];B = Transpose[Inverse[BB2]];B = Transpose[Inverse[BB2]];
Φ = BB3;Φ = BB3;Φ = BB3;

NN = Join[Col[1, 1, 1], Col[1, 1, 2], Col[1, 1, 3], Col[1, 2, 1],NN = Join[Col[1, 1, 1], Col[1, 1, 2], Col[1, 1, 3], Col[1, 2, 1],NN = Join[Col[1, 1, 1], Col[1, 1, 2], Col[1, 1, 3], Col[1, 2, 1],
Col[1, 2, 2], Col[1, 2, 3], Col[1, 3, 1], Col[1, 3, 2], Col[1, 3, 3],Col[1, 2, 2], Col[1, 2, 3], Col[1, 3, 1], Col[1, 3, 2], Col[1, 3, 3],Col[1, 2, 2], Col[1, 2, 3], Col[1, 3, 1], Col[1, 3, 2], Col[1, 3, 3],
Col[2, 1, 1], Col[2, 1, 2], Col[2, 1, 3], Col[2, 2, 1], Col[2, 2, 2],Col[2, 1, 1], Col[2, 1, 2], Col[2, 1, 3], Col[2, 2, 1], Col[2, 2, 2],Col[2, 1, 1], Col[2, 1, 2], Col[2, 1, 3], Col[2, 2, 1], Col[2, 2, 2],
Col[2, 2, 3], Col[2, 3, 1], Col[2, 3, 2], Col[2, 3, 3], Col[3, 1, 1],Col[2, 2, 3], Col[2, 3, 1], Col[2, 3, 2], Col[2, 3, 3], Col[3, 1, 1],Col[2, 2, 3], Col[2, 3, 1], Col[2, 3, 2], Col[2, 3, 3], Col[3, 1, 1],
Col[3, 1, 2], Col[3, 1, 3], Col[3, 2, 1], Col[3, 2, 2], Col[3, 2, 3],Col[3, 1, 2], Col[3, 1, 3], Col[3, 2, 1], Col[3, 2, 2], Col[3, 2, 3],Col[3, 1, 2], Col[3, 1, 3], Col[3, 2, 1], Col[3, 2, 2], Col[3, 2, 3],
Col[3, 3, 1], Col[3, 3, 2], Col[3, 3, 3], 2];Col[3, 3, 1], Col[3, 3, 2], Col[3, 3, 3], 2];Col[3, 3, 1], Col[3, 3, 2], Col[3, 3, 3], 2];

MMB = NN− IdentityMatrix[27];MMB = NN− IdentityMatrix[27];MMB = NN− IdentityMatrix[27];

A = Transpose[Inverse[CC1]];A = Transpose[Inverse[CC1]];A = Transpose[Inverse[CC1]];
B = Transpose[Inverse[CC2]];B = Transpose[Inverse[CC2]];B = Transpose[Inverse[CC2]];
Φ = CC3;Φ = CC3;Φ = CC3;

NN = Join[Col[1, 1, 1], Col[1, 1, 2], Col[1, 1, 3], Col[1, 2, 1],NN = Join[Col[1, 1, 1], Col[1, 1, 2], Col[1, 1, 3], Col[1, 2, 1],NN = Join[Col[1, 1, 1], Col[1, 1, 2], Col[1, 1, 3], Col[1, 2, 1],
Col[1, 2, 2], Col[1, 2, 3], Col[1, 3, 1], Col[1, 3, 2], Col[1, 3, 3],Col[1, 2, 2], Col[1, 2, 3], Col[1, 3, 1], Col[1, 3, 2], Col[1, 3, 3],Col[1, 2, 2], Col[1, 2, 3], Col[1, 3, 1], Col[1, 3, 2], Col[1, 3, 3],
Col[2, 1, 1], Col[2, 1, 2], Col[2, 1, 3], Col[2, 2, 1], Col[2, 2, 2],Col[2, 1, 1], Col[2, 1, 2], Col[2, 1, 3], Col[2, 2, 1], Col[2, 2, 2],Col[2, 1, 1], Col[2, 1, 2], Col[2, 1, 3], Col[2, 2, 1], Col[2, 2, 2],
Col[2, 2, 3], Col[2, 3, 1], Col[2, 3, 2], Col[2, 3, 3], Col[3, 1, 1],Col[2, 2, 3], Col[2, 3, 1], Col[2, 3, 2], Col[2, 3, 3], Col[3, 1, 1],Col[2, 2, 3], Col[2, 3, 1], Col[2, 3, 2], Col[2, 3, 3], Col[3, 1, 1],
Col[3, 1, 2], Col[3, 1, 3], Col[3, 2, 1], Col[3, 2, 2], Col[3, 2, 3],Col[3, 1, 2], Col[3, 1, 3], Col[3, 2, 1], Col[3, 2, 2], Col[3, 2, 3],Col[3, 1, 2], Col[3, 1, 3], Col[3, 2, 1], Col[3, 2, 2], Col[3, 2, 3],
Col[3, 3, 1], Col[3, 3, 2], Col[3, 3, 3], 2];Col[3, 3, 1], Col[3, 3, 2], Col[3, 3, 3], 2];Col[3, 3, 1], Col[3, 3, 2], Col[3, 3, 3], 2];

MMC = NN− IdentityMatrix[27];MMC = NN− IdentityMatrix[27];MMC = NN− IdentityMatrix[27];

n = 1;n = 1;n = 1;
While[n ≤ nA, XA[n] = Simplify[MMB.EvA[n]];n++];While[n ≤ nA, XA[n] = Simplify[MMB.EvA[n]]; n++];While[n ≤ nA, XA[n] = Simplify[MMB.EvA[n]]; n++];
X = {XA[1]};X = {XA[1]};X = {XA[1]};
Do[X = Join[X, {XA[j]}], {j, 2, nA}];Do[X = Join[X, {XA[j]}], {j, 2, nA}];Do[X = Join[X, {XA[j]}], {j, 2, nA}];
X = Transpose[X];X = Transpose[X];X = Transpose[X];
Y = NullSpace[X];Y = NullSpace[X];Y = NullSpace[X];
Y = Simplify[Y ];Y = Simplify[Y ];Y = Simplify[Y ];

Y //MatrixFormY //MatrixFormY //MatrixForm


1 0 0 0 1 0 0 0 1
0 0 1 1 0 0 0 1 0
0 1 0 0 0 1 1 0 0




YY1 = Flatten[Simplify[Sum[Y [[1, j]]EvA[j], {j, 1, nA}]]];YY1 = Flatten[Simplify[Sum[Y [[1, j]]EvA[j], {j, 1, nA}]]];YY1 = Flatten[Simplify[Sum[Y [[1, j]]EvA[j], {j, 1, nA}]]];



200 Appendix D. Examples for group theoretical calculations

YY2 = Flatten[Simplify[Sum[Y [[2, j]]EvA[j], {j, 1, nA}]]];YY2 = Flatten[Simplify[Sum[Y [[2, j]]EvA[j], {j, 1, nA}]]];YY2 = Flatten[Simplify[Sum[Y [[2, j]]EvA[j], {j, 1, nA}]]];
YY3 = Flatten[Simplify[Sum[Y [[3, j]]EvA[j], {j, 1, nA}]]];YY3 = Flatten[Simplify[Sum[Y [[3, j]]EvA[j], {j, 1, nA}]]];YY3 = Flatten[Simplify[Sum[Y [[3, j]]EvA[j], {j, 1, nA}]]];
We have now obtained a basis {YY1, YY2, YY3} of the vectorspace of common eigenvec-
tors of NN[A] and NN[B] to the eigenvalue 1. We will now intersect with the eigenspace
of NN[C] to the eigenvalue 1.

X = Transpose[{Simplify[MMC.YY1]}];X = Transpose[{Simplify[MMC.YY1]}];X = Transpose[{Simplify[MMC.YY1]}];
X = Join[X, Transpose[{Simplify[MMC.YY2]}], 2];X = Join[X, Transpose[{Simplify[MMC.YY2]}], 2];X = Join[X, Transpose[{Simplify[MMC.YY2]}], 2];
X = Join[X, Transpose[{Simplify[MMC.YY3]}], 2];X = Join[X, Transpose[{Simplify[MMC.YY3]}], 2];X = Join[X, Transpose[{Simplify[MMC.YY3]}], 2];

Y = Flatten[NullSpace[X]];Y = Flatten[NullSpace[X]];Y = Flatten[NullSpace[X]];
MatrixForm[Y ]//FullSimplifyMatrixForm[Y ]//FullSimplifyMatrixForm[Y ]//FullSimplify



1−√3
1
1




YY = Simplify[YY1 ∗ Y [[1]] + YY2 ∗ Y [[2]] + YY3 ∗ Y [[3]]];YY = Simplify[YY1 ∗ Y [[1]] + YY2 ∗ Y [[2]] + YY3 ∗ Y [[3]]];YY = Simplify[YY1 ∗ Y [[1]] + YY2 ∗ Y [[2]] + YY3 ∗ Y [[3]]];

YY//FullSimplifyYY//FullSimplifyYY//FullSimplify
{
1−√3, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 0, 1−√3, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1−√3

}

Thus we have found one common eigenvector YY of NN[A], NN[B] and NN[C] to the
eigenvalue 1.

The Clebsch - Gordan - Coefficients are :

Γ1 =




YY[[1]] YY[[2]] YY[[3]]
YY[[4]] YY[[5]] YY[[6]]
YY[[7]] YY[[8]] YY[[9]]


 ;Γ1 =




YY[[1]] YY[[2]] YY[[3]]
YY[[4]] YY[[5]] YY[[6]]
YY[[7]] YY[[8]] YY[[9]]


 ;Γ1 =




YY[[1]] YY[[2]] YY[[3]]
YY[[4]] YY[[5]] YY[[6]]
YY[[7]] YY[[8]] YY[[9]]


 ;

Γ2 =




YY[[10]] YY[[11]] YY[[12]]
YY[[13]] YY[[14]] YY[[15]]
YY[[16]] YY[[17]] YY[[18]]


 ;Γ2 =




YY[[10]] YY[[11]] YY[[12]]
YY[[13]] YY[[14]] YY[[15]]
YY[[16]] YY[[17]] YY[[18]]


 ;Γ2 =




YY[[10]] YY[[11]] YY[[12]]
YY[[13]] YY[[14]] YY[[15]]
YY[[16]] YY[[17]] YY[[18]]


 ;

Γ3 =




YY[[19]] YY[[20]] YY[[21]]
YY[[22]] YY[[23]] YY[[24]]
YY[[25]] YY[[26]] YY[[27]]


 ;Γ3 =




YY[[19]] YY[[20]] YY[[21]]
YY[[22]] YY[[23]] YY[[24]]
YY[[25]] YY[[26]] YY[[27]]


 ;Γ3 =




YY[[19]] YY[[20]] YY[[21]]
YY[[22]] YY[[23]] YY[[24]]
YY[[25]] YY[[26]] YY[[27]]


 ;

Test if the found coefficients fulfil the invariance equations. Zero vectors correspond to
right solutions of the invariance equations.

FullSimplify[MMA.YY]FullSimplify[MMA.YY]FullSimplify[MMA.YY]
FullSimplify[MMB.YY]FullSimplify[MMB.YY]FullSimplify[MMB.YY]
FullSimplify[MMC.YY]FullSimplify[MMC.YY]FullSimplify[MMC.YY]

{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}
Normalization of the CGC’ s :
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Γ1n =Γ1n =Γ1n =
Simplify[Simplify[Simplify[
Γ1/Γ1/Γ1/

Sqrt[(Abs[Γ1[[1, 1]]]∧2 + Abs[Γ1[[1, 2]]]∧2 + Abs[Γ1[[1, 3]]]∧2+Sqrt[(Abs[Γ1[[1, 1]]]∧2 + Abs[Γ1[[1, 2]]]∧2 + Abs[Γ1[[1, 3]]]∧2+Sqrt[(Abs[Γ1[[1, 1]]]∧2 + Abs[Γ1[[1, 2]]]∧2 + Abs[Γ1[[1, 3]]]∧2+
Abs[Γ1[[2, 1]]]∧2 + Abs[Γ1[[2, 2]]]∧2 + Abs[Γ1[[2, 3]]]∧2+Abs[Γ1[[2, 1]]]∧2 + Abs[Γ1[[2, 2]]]∧2 + Abs[Γ1[[2, 3]]]∧2+Abs[Γ1[[2, 1]]]∧2 + Abs[Γ1[[2, 2]]]∧2 + Abs[Γ1[[2, 3]]]∧2+
Abs[Γ1[[3, 1]]]∧2 + Abs[Γ1[[3, 2]]]∧2 + Abs[Γ1[[3, 3]]]∧2)]];Abs[Γ1[[3, 1]]]∧2 + Abs[Γ1[[3, 2]]]∧2 + Abs[Γ1[[3, 3]]]∧2)]];Abs[Γ1[[3, 1]]]∧2 + Abs[Γ1[[3, 2]]]∧2 + Abs[Γ1[[3, 3]]]∧2)]];

Γ2n =Γ2n =Γ2n =
Simplify[Simplify[Simplify[
Γ2/Γ2/Γ2/

Sqrt[(Abs[Γ2[[1, 1]]]∧2 + Abs[Γ2[[1, 2]]]∧2 + Abs[Γ2[[1, 3]]]∧2+Sqrt[(Abs[Γ2[[1, 1]]]∧2 + Abs[Γ2[[1, 2]]]∧2 + Abs[Γ2[[1, 3]]]∧2+Sqrt[(Abs[Γ2[[1, 1]]]∧2 + Abs[Γ2[[1, 2]]]∧2 + Abs[Γ2[[1, 3]]]∧2+
Abs[Γ2[[2, 1]]]∧2 + Abs[Γ2[[2, 2]]]∧2 + Abs[Γ2[[2, 3]]]∧2+Abs[Γ2[[2, 1]]]∧2 + Abs[Γ2[[2, 2]]]∧2 + Abs[Γ2[[2, 3]]]∧2+Abs[Γ2[[2, 1]]]∧2 + Abs[Γ2[[2, 2]]]∧2 + Abs[Γ2[[2, 3]]]∧2+
Abs[Γ2[[3, 1]]]∧2 + Abs[Γ2[[3, 2]]]∧2 + Abs[Γ2[[3, 3]]]∧2)]];Abs[Γ2[[3, 1]]]∧2 + Abs[Γ2[[3, 2]]]∧2 + Abs[Γ2[[3, 3]]]∧2)]];Abs[Γ2[[3, 1]]]∧2 + Abs[Γ2[[3, 2]]]∧2 + Abs[Γ2[[3, 3]]]∧2)]];

Γ3n =Γ3n =Γ3n =
Simplify[Simplify[Simplify[
Γ3/Γ3/Γ3/

Sqrt[(Abs[Γ3[[1, 1]]]∧2 + Abs[Γ3[[1, 2]]]∧2 + Abs[Γ3[[1, 3]]]∧2+Sqrt[(Abs[Γ3[[1, 1]]]∧2 + Abs[Γ3[[1, 2]]]∧2 + Abs[Γ3[[1, 3]]]∧2+Sqrt[(Abs[Γ3[[1, 1]]]∧2 + Abs[Γ3[[1, 2]]]∧2 + Abs[Γ3[[1, 3]]]∧2+
Abs[Γ3[[2, 1]]]∧2 + Abs[Γ3[[2, 2]]]∧2 + Abs[Γ3[[2, 3]]]∧2+Abs[Γ3[[2, 1]]]∧2 + Abs[Γ3[[2, 2]]]∧2 + Abs[Γ3[[2, 3]]]∧2+Abs[Γ3[[2, 1]]]∧2 + Abs[Γ3[[2, 2]]]∧2 + Abs[Γ3[[2, 3]]]∧2+
Abs[Γ3[[3, 1]]]∧2 + Abs[Γ3[[3, 2]]]∧2 + Abs[Γ3[[3, 3]]]∧2)]];Abs[Γ3[[3, 1]]]∧2 + Abs[Γ3[[3, 2]]]∧2 + Abs[Γ3[[3, 3]]]∧2)]];Abs[Γ3[[3, 1]]]∧2 + Abs[Γ3[[3, 2]]]∧2 + Abs[Γ3[[3, 3]]]∧2)]];

We will now use the command FullSimplify to simplify the Clebsch - Gordan coeffi-
cients. To avoid results of the type Root[equation], we exclude this output format ex-
plicitly.

i = 1;i = 1;i = 1;
While[i ≤ 3,While[i ≤ 3,While[i ≤ 3,

j = 1;j = 1;j = 1;
While[j ≤ 3,While[j ≤ 3,While[j ≤ 3,

If[StringCount[ToString[FullSimplify[Abs[Γ1n[[i, j]]]], StandardForm],"Root"] == 0,If[StringCount[ToString[FullSimplify[Abs[Γ1n[[i, j]]]], StandardForm],"Root"] == 0,If[StringCount[ToString[FullSimplify[Abs[Γ1n[[i, j]]]], StandardForm],"Root"] == 0,
Γ1n[[i, j]] = FullSimplify[Abs[Γ1n[[i, j]]]]∗Γ1n[[i, j]] = FullSimplify[Abs[Γ1n[[i, j]]]]∗Γ1n[[i, j]] = FullSimplify[Abs[Γ1n[[i, j]]]]∗Exp[I ∗ FullSimplify[Arg[Γ1n[[i, j]]]]];Exp[I ∗ FullSimplify[Arg[Γ1n[[i, j]]]]];Exp[I ∗ FullSimplify[Arg[Γ1n[[i, j]]]]]; j++]j++]j++]
i++]i++]i++]

i = 1;i = 1;i = 1;
While[i ≤ 3,While[i ≤ 3,While[i ≤ 3,

j = 1;j = 1;j = 1;
While[j ≤ 3,While[j ≤ 3,While[j ≤ 3,

If[StringCount[ToString[FullSimplifyAbs[[Γ2n[[i, j]]]], StandardForm],"Root"] == 0,If[StringCount[ToString[FullSimplifyAbs[[Γ2n[[i, j]]]], StandardForm],"Root"] == 0,If[StringCount[ToString[FullSimplifyAbs[[Γ2n[[i, j]]]], StandardForm],"Root"] == 0,
Γ2n[[i, j]] = FullSimplify[Abs[Γ2n[[i, j]]]]∗Γ2n[[i, j]] = FullSimplify[Abs[Γ2n[[i, j]]]]∗Γ2n[[i, j]] = FullSimplify[Abs[Γ2n[[i, j]]]]∗Exp[I ∗ FullSimplify[Arg[Γ2n[[i, j]]]]];Exp[I ∗ FullSimplify[Arg[Γ2n[[i, j]]]]];Exp[I ∗ FullSimplify[Arg[Γ2n[[i, j]]]]]; j++]j++]j++]
i++]i++]i++]

i = 1;i = 1;i = 1;
While[i ≤ 3,While[i ≤ 3,While[i ≤ 3,

j = 1;j = 1;j = 1;
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While[j ≤ 3,While[j ≤ 3,While[j ≤ 3,

If[StringCount[ToString[FullSimplify[Abs[Γ3n[[i, j]]]], StandardForm],"Root"] == 0,If[StringCount[ToString[FullSimplify[Abs[Γ3n[[i, j]]]], StandardForm],"Root"] == 0,If[StringCount[ToString[FullSimplify[Abs[Γ3n[[i, j]]]], StandardForm],"Root"] == 0,
Γ3n[[i, j]] = FullSimplify[Abs[Γ3n[[i, j]]]]∗Γ3n[[i, j]] = FullSimplify[Abs[Γ3n[[i, j]]]]∗Γ3n[[i, j]] = FullSimplify[Abs[Γ3n[[i, j]]]]∗Exp[I ∗ FullSimplify[Arg[Γ3n[[i, j]]]]];Exp[I ∗ FullSimplify[Arg[Γ3n[[i, j]]]]];Exp[I ∗ FullSimplify[Arg[Γ3n[[i, j]]]]]; j++]j++]j++]
i++]i++]i++]

We will now calculate normalized basis vectors of the invariant subspace correspond-
ing to the representation 35.

ee = Flatten
[(

e11 e12 e13 e21 e22 e23 e31 e32 e33

)]
;ee = Flatten

[(
e11 e12 e13 e21 e22 e23 e31 e32 e33

)]
;ee = Flatten

[(
e11 e12 e13 e21 e22 e23 e31 e32 e33

)]
;

out1 = ToString[Subscript["u", rep4]∧(rep1 <> "⊗ " <> rep2), StandardForm];out1 = ToString[Subscript["u", rep4]∧(rep1 <> "⊗ " <> rep2), StandardForm];out1 = ToString[Subscript["u", rep4]∧(rep1 <> "⊗ " <> rep2), StandardForm];
i = 1;i = 1;i = 1;
q = 0;q = 0;q = 0;
out1 = out1 <> "(1)" <> "=";out1 = out1 <> "(1)" <> "=";out1 = out1 <> "(1)" <> "=";
While[i ≤ 9,While[i ≤ 9,While[i ≤ 9,

If[Flatten[Γ1n][[i]] 6= 0,If[Flatten[Γ1n][[i]] 6= 0,If[Flatten[Γ1n][[i]] 6= 0,

If[q == 1, out1 = out1 <> " " <> ToString[Style["+", Bold], StandardForm] <> " "]];If[q == 1, out1 = out1 <> " " <> ToString[Style["+", Bold], StandardForm] <> " "]];If[q == 1, out1 = out1 <> " " <> ToString[Style["+", Bold], StandardForm] <> " "]];
If[Flatten[Γ1n][[i]] 6= 0,If[Flatten[Γ1n][[i]] 6= 0,If[Flatten[Γ1n][[i]] 6= 0,

out1 = out1 <> ToString[Flatten[Γ1n][[i]], StandardForm] <> ToString[Style[ToString[ee[[i]],out1 = out1 <> ToString[Flatten[Γ1n][[i]], StandardForm] <> ToString[Style[ToString[ee[[i]],out1 = out1 <> ToString[Flatten[Γ1n][[i]], StandardForm] <> ToString[Style[ToString[ee[[i]],
StandardForm], Bold], StandardForm]; q = 1];StandardForm], Bold], StandardForm]; q = 1];StandardForm], Bold], StandardForm]; q = 1];
i++]i++]i++]

out2 = ToString[Subscript["u", rep4]∧(rep1 <> "⊗ " <> rep2), StandardForm];out2 = ToString[Subscript["u", rep4]∧(rep1 <> "⊗ " <> rep2), StandardForm];out2 = ToString[Subscript["u", rep4]∧(rep1 <> "⊗ " <> rep2), StandardForm];
i = 1;i = 1;i = 1;
q = 0;q = 0;q = 0;
out2 = out2 <> "(2)" <> "=";out2 = out2 <> "(2)" <> "=";out2 = out2 <> "(2)" <> "=";
While[i ≤ 9,While[i ≤ 9,While[i ≤ 9,

If[Flatten[Γ2n][[i]] 6= 0,If[Flatten[Γ2n][[i]] 6= 0,If[Flatten[Γ2n][[i]] 6= 0,

If[q == 1, out2 = out2 <> " " <> ToString[Style["+", Bold], StandardForm] <> " "]];If[q == 1, out2 = out2 <> " " <> ToString[Style["+", Bold], StandardForm] <> " "]];If[q == 1, out2 = out2 <> " " <> ToString[Style["+", Bold], StandardForm] <> " "]];
If[Flatten[Γ2n][[i]] 6= 0,If[Flatten[Γ2n][[i]] 6= 0,If[Flatten[Γ2n][[i]] 6= 0,

out2 = out2 <> ToString[Flatten[Γ2n][[i]], StandardForm] <> ToString[Style[ToString[ee[[i]],out2 = out2 <> ToString[Flatten[Γ2n][[i]], StandardForm] <> ToString[Style[ToString[ee[[i]],out2 = out2 <> ToString[Flatten[Γ2n][[i]], StandardForm] <> ToString[Style[ToString[ee[[i]],
StandardForm], Bold], StandardForm]; q = 1];StandardForm], Bold], StandardForm]; q = 1];StandardForm], Bold], StandardForm]; q = 1];
i++]i++]i++]

out3 = ToString[Subscript["u", rep4]∧(rep1 <> "⊗ " <> rep2), StandardForm];out3 = ToString[Subscript["u", rep4]∧(rep1 <> "⊗ " <> rep2), StandardForm];out3 = ToString[Subscript["u", rep4]∧(rep1 <> "⊗ " <> rep2), StandardForm];
i = 1;i = 1;i = 1;
q = 0;q = 0;q = 0;
out3 = out3 <> "(3)" <> "=";out3 = out3 <> "(3)" <> "=";out3 = out3 <> "(3)" <> "=";
While[i ≤ 9,While[i ≤ 9,While[i ≤ 9,

If[Flatten[Γ3n][[i]] 6= 0,If[Flatten[Γ3n][[i]] 6= 0,If[Flatten[Γ3n][[i]] 6= 0,

If[q == 1, out3 = out3 <> " " <> ToString[Style["+", Bold], StandardForm] <> " "]];If[q == 1, out3 = out3 <> " " <> ToString[Style["+", Bold], StandardForm] <> " "]];If[q == 1, out3 = out3 <> " " <> ToString[Style["+", Bold], StandardForm] <> " "]];
If[Flatten[Γ3n][[i]] 6= 0,If[Flatten[Γ3n][[i]] 6= 0,If[Flatten[Γ3n][[i]] 6= 0,

out3 = out3 <> ToString[Flatten[Γ3n][[i]], StandardForm] <> ToString[Style[ToString[ee[[i]],out3 = out3 <> ToString[Flatten[Γ3n][[i]], StandardForm] <> ToString[Style[ToString[ee[[i]],out3 = out3 <> ToString[Flatten[Γ3n][[i]], StandardForm] <> ToString[Style[ToString[ee[[i]],
StandardForm], Bold], StandardForm]; q = 1];StandardForm], Bold], StandardForm]; q = 1];StandardForm], Bold], StandardForm]; q = 1];
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i++]i++]i++]

table =
out1
out2
out3

;table =
out1
out2
out3

;table =
out1
out2
out3

;

tab = TableForm[table, TableSpacing → {5, 5},tab = TableForm[table, TableSpacing → {5, 5},tab = TableForm[table, TableSpacing → {5, 5},
TableHeadings →TableHeadings →TableHeadings → {{rep4,"",""},{{rep4,"",""},{{rep4,"",""},
{rep1 <> "⊗ " <> rep2 <> "=" <> rep3 <> "⊕ " <> rep4 <> "⊕ " <> rep5}}]{rep1 <> "⊗ " <> rep2 <> "=" <> rep3 <> "⊕ " <> rep4 <> "⊕ " <> rep5}}]{rep1 <> "⊗ " <> rep2 <> "=" <> rep3 <> "⊕ " <> rep4 <> "⊕ " <> rep5}}]

31 ⊗ 31 = 34 ⊕ 35 ⊕ 36

35 u31⊗31
35

(1)=−
√

1
6

(
3−√3

)
e11 + 1√

6−2
√

3
e23 + 1√

6−2
√

3
e32

u31⊗31
35

(2)= 1√
6−2

√
3
e13 +

√
1
6

(
3−√3

)
e22 + 1√

6−2
√

3
e31

u31⊗31
35

(3)= 1√
6−2

√
3
e12 + 1√

6−2
√

3
e21 +

√
1
6

(
3−√3

)
e33

The number SessionTime[ ] - t is the time the calculation needed in seconds.

SessionTime[ ]− tSessionTime[ ]− tSessionTime[ ]− t

1.9062500

D.2 Example for a calculation of tensor products
In this Mathematica 6 notebook we will calculate the Kronecker products for
Σ(216φ).

Remove["Global̀*"];Remove["Global̀*"];Remove["Global̀*"];

ω = Exp[2πI/3];ω = Exp[2πI/3];ω = Exp[2πI/3];
a = −ω2;a = −ω2;a = −ω2;
b = 2ω2;b = 2ω2;b = 2ω2;
c = −3ω2;c = −3ω2;c = −3ω2;
d = −Exp[10πI/9];d = −Exp[10πI/9];d = −Exp[10πI/9];
e = −Exp[4πI/9];e = −Exp[4πI/9];e = −Exp[4πI/9];
f = Exp[4πI/9] + Exp[10πI/9];f = Exp[4πI/9] + Exp[10πI/9];f = Exp[4πI/9] + Exp[10πI/9];
g = 6ω2;g = 6ω2;g = 6ω2;
h = 9ω2;h = 9ω2;h = 9ω2;
i = 2Exp[4πI/9] + Exp[10πI/9];i = 2Exp[4πI/9] + Exp[10πI/9];i = 2Exp[4πI/9] + Exp[10πI/9];
j = −Exp[4πI/9]− 2Exp[10πI/9];j = −Exp[4πI/9]− 2Exp[10πI/9];j = −Exp[4πI/9]− 2Exp[10πI/9];
k = −Exp[4πI/9] + Exp[10πI/9];k = −Exp[4πI/9] + Exp[10πI/9];k = −Exp[4πI/9] + Exp[10πI/9];

Order of Σ (216φ) :

gg = 216 ∗ 3;gg = 216 ∗ 3;gg = 216 ∗ 3;
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The matrix CT represents the character table of Σ (216 φ). (We cannot display the matrix
here, because it is too large.)
Rows : Characters for the different classes for an irreducible representation.
Columns : Characters for a class in different non - equivalent irreducible representa-
tions.

The number of conjugation classes is

nc = 24;nc = 24;nc = 24;

We also need the number of elements contained in the classes :

n =
`

1 9 9 24 72 36 36 36 72 36 36 36 9 54 54 54 1 1 12 12 12 12 12 12
´
;n =

`
1 9 9 24 72 36 36 36 72 36 36 36 9 54 54 54 1 1 12 12 12 12 12 12

´
;n =

`
1 9 9 24 72 36 36 36 72 36 36 36 9 54 54 54 1 1 12 12 12 12 12 12

´
;

Given the character table one can easily compute the number of times bb an irreducible
representation is contained in a tensor product of two irreducible representations.

bb[x , y , z ]:=bb[x , y , z ]:=bb[x , y , z ]:=
1/ggSum[n[[1]][[k]] ∗ Conjugate[CT[[x]][[k]]] ∗ CT[[y]][[k]] ∗ CT[[z]][[k]],1/ggSum[n[[1]][[k]] ∗ Conjugate[CT[[x]][[k]]] ∗ CT[[y]][[k]] ∗ CT[[z]][[k]],1/ggSum[n[[1]][[k]] ∗ Conjugate[CT[[x]][[k]]] ∗ CT[[y]][[k]] ∗ CT[[z]][[k]],
{k, 1, nc}]{k, 1, nc}]{k, 1, nc}]
The irreducible representations of Σ (216 φ) are

irreps =irreps =irreps =

Flatten
ˆ`

11 12 13 21 22 23 31 32 33 34 35 36 37 61 62 63 64 65 66 81 82 83 91 92
´˜

;Flatten
ˆ`

11 12 13 21 22 23 31 32 33 34 35 36 37 61 62 63 64 65 66 81 82 83 91 92
´˜

;Flatten
ˆ`

11 12 13 21 22 23 31 32 33 34 35 36 37 61 62 63 64 65 66 81 82 83 91 92
´˜

;

ii = 7;ii = 7;ii = 7;
While[ii ≤ 13,While[ii ≤ 13,While[ii ≤ 13,
jj = ii;jj = ii;jj = ii;
While[jj ≤ 13,While[jj ≤ 13,While[jj ≤ 13,
tt = Table[FullSimplify[bb[kk, ii, jj]], {kk, 1, nc}];tt = Table[FullSimplify[bb[kk, ii, jj]], {kk, 1, nc}];tt = Table[FullSimplify[bb[kk, ii, jj]], {kk, 1, nc}];
Print[irreps[[ii]],"⊗ ", irreps[[jj]],"=", tt.irreps];Print[irreps[[ii]],"⊗ ", irreps[[jj]],"=", tt.irreps];Print[irreps[[ii]],"⊗ ", irreps[[jj]],"=", tt.irreps];
jj++];jj++];jj++];
ii++];ii++];ii++];

31 ⊗ 31 = 11 + 12 + 13 + 2 31

31 ⊗ 32 = 91

31 ⊗ 33 = 91

31 ⊗ 34 = 91

31 ⊗ 35 = 92

31 ⊗ 36 = 92

31 ⊗ 37 = 92

32 ⊗ 32 = 36 + 65

32 ⊗ 33 = 37 + 66

32 ⊗ 34 = 35 + 64

32 ⊗ 35 = 13 + 83

32 ⊗ 36 = 11 + 81
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32 ⊗ 37 = 12 + 82

33 ⊗ 33 = 35 + 64

33 ⊗ 34 = 36 + 65

33 ⊗ 35 = 11 + 81

33 ⊗ 36 = 12 + 82

33 ⊗ 37 = 13 + 83

34 ⊗ 34 = 37 + 66

34 ⊗ 35 = 12 + 82

34 ⊗ 36 = 13 + 83

34 ⊗ 37 = 11 + 81

35 ⊗ 35 = 33 + 61

35 ⊗ 36 = 34 + 62

35 ⊗ 37 = 32 + 63

36 ⊗ 36 = 32 + 63

36 ⊗ 37 = 33 + 61

37 ⊗ 37 = 34 + 62

D.3 Example for a calculation of the elements of a
group from its generators

In this Mathematica 6 notebook we will construct the group Σ (216φ) from its generators.

Remove["Global̀*"]Remove["Global̀*"]Remove["Global̀*"]
ω = Exp[2πi/3];ω = Exp[2πi/3];ω = Exp[2πi/3];
ε = Exp[4πi/9];ε = Exp[4πi/9];ε = Exp[4πi/9];

The generators of Σ (216φ) are :

A1 =




1 0 0
0 ω 0
0 0 ω2


 ;A1 =




1 0 0
0 ω 0
0 0 ω2


 ;A1 =




1 0 0
0 ω 0
0 0 ω2


 ;

A2 =




0 1 0
0 0 1
1 0 0


 ;A2 =




0 1 0
0 0 1
1 0 0


 ;A2 =




0 1 0
0 0 1
1 0 0


 ;

A3 = 1
ω−ω2




1 1 1
1 ω ω2

1 ω2 ω


 ;A3 = 1

ω−ω2




1 1 1
1 ω ω2

1 ω2 ω


 ;A3 = 1

ω−ω2




1 1 1
1 ω ω2

1 ω2 ω


 ;

A4 = ε




1 0 0
0 1 0
0 0 ω


 ;A4 = ε




1 0 0
0 1 0
0 0 ω


 ;A4 = ε




1 0 0
0 1 0
0 0 ω


 ;

Using the following program one finds, that A3 and A4 alone generate Σ (216 φ). Thus
in this example we just use A3 and A4 as generators.
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At first we will multiply each generator with each generator and look for new group
elements. Then we take the generators and the new group elements and multiply each
with each, ... . This is done until there occur no new group elements, then the group is
complete.

L = {N [A3], N [A4]};L = {N [A3], N [A4]};L = {N [A3], N [A4]};
L2 = {A3, A4};L2 = {A3, A4};L2 = {A3, A4};
t = SessionTime[];t = SessionTime[];t = SessionTime[];
While[0 < 1,While[0 < 1,While[0 < 1,

i = 1;i = 1;i = 1;
j = 1;j = 1;j = 1;
d = Dimensions[L][[1]];d = Dimensions[L][[1]];d = Dimensions[L][[1]];
m = 0;m = 0;m = 0;

While[i ≤ d,While[i ≤ d,While[i ≤ d,
While[j ≤ d,While[j ≤ d,While[j ≤ d,

X = L[[i]].L[[j]];X = L[[i]].L[[j]];X = L[[i]].L[[j]];
k = 1;k = 1;k = 1;
p = 0;p = 0;p = 0;
m++;m++;m++;
While[k ≤ Dimensions[L][[1]], r = 1; q = 1;While[k ≤ Dimensions[L][[1]], r = 1; q = 1;While[k ≤ Dimensions[L][[1]], r = 1; q = 1;

While[r ≤ 3, s = 1;While[r ≤ 3, s = 1;While[r ≤ 3, s = 1;
If[q == 0, Break[]];If[q == 0, Break[]];If[q == 0, Break[]];
While[s ≤ 3,While[s ≤ 3,While[s ≤ 3,

If[Abs[Chop[X[[r]][[s]]]− Chop[L[[k]][[r]][[s]]]] > 0.000001,If[Abs[Chop[X[[r]][[s]]]− Chop[L[[k]][[r]][[s]]]] > 0.000001,If[Abs[Chop[X[[r]][[s]]]− Chop[L[[k]][[r]][[s]]]] > 0.000001,
q = 0; Break[]];q = 0; Break[]];q = 0; Break[]];

s++];s++];s++];
r++];r++];r++];
If[q == 1, p = 1; Break[]];If[q == 1, p = 1; Break[]];If[q == 1, p = 1; Break[]];

k++];k++];k++];
If[p == 0, L = Join[L, {X}]; L2 = Join[L2, {Simplify[L2[[i]].L2[[j]]]}]];If[p == 0, L = Join[L, {X}]; L2 = Join[L2, {Simplify[L2[[i]].L2[[j]]]}]];If[p == 0, L = Join[L, {X}]; L2 = Join[L2, {Simplify[L2[[i]].L2[[j]]]}]];
j++];j++];j++];

j = 1;j = 1;j = 1;
i++];i++];i++];

Print["Step finished: ", {Dimensions[L][[1]], SessionTime[]− t,m}];Print["Step finished: ", {Dimensions[L][[1]], SessionTime[]− t, m}];Print["Step finished: ", {Dimensions[L][[1]], SessionTime[]− t,m}];
If[d−Dimensions[L][[1]]==0,If[d−Dimensions[L][[1]]==0,If[d−Dimensions[L][[1]]==0,

Print["Finished, total time: ", SessionTime[]− t];Print["Finished, total time: ", SessionTime[]− t];Print["Finished, total time: ", SessionTime[]− t];
Export["Sigma216.nb", L2]; Beep[]; Break[]]Export["Sigma216.nb", L2]; Beep[]; Break[]]Export["Sigma216.nb", L2]; Beep[]; Break[]]

]]]
Step finished: {6, 0.0156250, 4}
Step finished: {29, 0.1562500, 36}
Step finished: {242, 4.6250000, 841}
Step finished: {648, 1081.5156250, 58564}
Step finished: {648, 9542.8281250, 419904}
Finished, total time: 9542.8281250
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Notation : {a, b, c}
a ... number of elements that have been found yet,
b ... current session time in seconds,
c ... current number of performed matrix multiplications.

Thus we see, that Σ(216φ) has 648 elements.
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Mathematical symbols

A(i1...in)
1
n!

∑
π∈Sn

Aπ(ii)...π(in) (total symmetrization)

A[i1...in]
1
n!

∑
π∈Sn

sign(π)Aπ(ii)...π(in) (total antisymmetrization)

Span(M) Linear span of the set M

[A] or [Aij] Matrix representation of the linear operator A

{ej}j with j ∈ M {ea, eb, ...} where M = {a, b, ...} ⊂ N\{0}
Tr(A) Trace of the linear operator A

AT Transposed of the matrix A

V ' W The vectorspaces V and W are isomorphic.

a∗ Complex conjugate of a

A† Hermitian conjugate of A: A† = AT∗ for matrices.
For operators A† is the adjoint operator.

H.c. Hermitian conjugate of an expression

1n The n× n-identity matrix

gen(G) A set of generators of a group G

N The natural numbers N = {0, 1, 2, ...}
Z The integer numbers Z = {...,−2,−1, 0, 1, 2, ...}
R The real numbers

C The complex numbers

Q The rational numbers

⊕ Direct sum

⊗ Tensor product

G o H The semidirect product of the two groups G and H

e or E Identity element of a group

G/H Factor group

◦ Composition

a ∼ b a is conjugate to b.

ker Kernel of a homomorphism (or a linear map)

im Image of a map
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Mathematical symbols (continued)

Mat(n, F) The set of invertible n× n-matrices over the field F.

SU(n) The set of unitary n× n-matrices of determinant 1.

SO(n) The set of orthogonal n× n-matrices of determinant 1.

SL(n, F) The set of n× n-matrices of determinant 1 over the field F.

Abbreviations

i.s. in symbols
p. page
s.t. such that
w.l.o.g. without loss of generality
w.r.t. with respect to
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Conventions

Indices and summation

If not stated otherwise we will always use Einstein’s summation convention,
which means that it is always summed over equal indices.

Lorentz-indices: Greek letters, µ = 0, 1, 2, 3.

Spatial indices: Latin letters, i = 1, 2, 3.

Minkowski-metric

We will use the following sign convention for the Minkowski-metric in Carte-
sian coordinates:

(ηµν) =




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1


 .

su(2)

su(2) = {A ∈ Mat(2, C)|A† = −A, TrA = 0}.
We use the Pauli matrices

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)

as a basis of isu(2) = {iA|A ∈ su(2)}. They satisfy the commutation relations

[
σi

2
,
σj

2
] = iεijk

σk

2
,

which makes them to generators of SU(2). If we work with SU(2)I we will use
the symbol τ i instead of σi.
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Dirac-γ-matrices

If not stated otherwise we will always use the chiral representation of the Dirac-
γ-matrices γµ, which is also called Weyl basis.

γ0 =

(
02 12

12 02

)
, γi =

(
02 σi

−σi 02

)
.

γ5 = iεµνσλγ
µγνγσγλ = iγ0γ1γ2γ3 =

(−12 02

02 12

)
.

Here 12 is the 2× 2-identity matrix, and 02 is the 2× 2-null matrix.

Properties of the γ-matrices in the chiral representation
Of course the γ-matrices fulfil the required anticommutation relations

{γµ, γν} = 2ηµν14.

Furthermore they have the following properties:

• γ0∗ = (γ0)T = γ0† = γ0,

• γi† = −γi, γ5† = γ5,

• (γ0)2 = 14, (γi)2 = −14, (γ5)2 = 14,

• γ0γµ†γ0 = γµ.
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Zusammenfassung

Während die Eichbosonen γ, W± und Z physikalische Manifestationen des ma-
thematischen Formalismus der Eichtheorien sind, gibt es bis heute keine zufrie-
denstellende Erklärung für den Fermiongehalt des Standardmodells der Teil-
chenphysik. Die Suche nach einer mathematischen Theorie welche die (zur Zeit
bekannten) 3 Generationen von Fermionen erklärt, blieb im 20. Jahrhundert er-
folglos. Es besteht jedoch Hoffnung, dass am Beginn des 21. Jahrhunderts zu-
mindest ein kleiner Lichtschimmer auf das im Dunkel liegende Problem gewor-
fen werden kann.
Die fesselndste experimentelle Tatsache ist, dass, während die Massenverhältnis-
se der Mitglieder einer der Fermion-Familien (geladene Leptonen, Neutrinos,
up-Quarks, down-Quarks) sehr hohe Werte annehmen können, wie zum Bei-
spiel

mτ

me

∼ 3500,

die Kopplungen an die Eichbosonen innerhalb einer Fermionfamilie gleich sind.
Das ist der Grund weshalb die massiveren Mitglieder der Familien oft als
“schwere Verwandte” der leichtesten Familienmitglieder bezeichnet werden.
Bis zum heutigen Tage gibt es keine zufriedenstellende Erklärung für die Exis-
tenz der drei Generationen von Fermionen. Der einzige Punkt im Standard-
modell, an dem ein Unterschied zwischen den Fermionengenerationen in der
Lagrangedichte auftritt, ist in der Yukawa-Kopplung zu finden, über welche
die Fermionmassenterme mit Hilfe der spontanen Symmetriebrechung erzeugt
werden. An diesem Punkt tritt eine Verbindung zu anderen messbaren Größen
auf - zu den Mischungsmatrizen UCKM und UPMNS .
Die Leptonmischungsmatrix UPMNS scheint beinahe die Werte der Harrison-
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224 Zusammenfassung

Perkins-Scott Mischungsmatrix

UHPS =




√
2
3

1√
3

0

− 1√
6

1√
3

1√
2

1√
6

− 1√
3

1√
2




anzunehmen. Die schöne und interessante Gestalt dieser Matrix hat einige
Physiker dazu veranlasst, die Idee einer diskreten Symmetrie in der Lagrange-
dichte des Leptonsektors zu entwickeln, welche gerade diese Mischungsmatrix
verlangt. In dieser Arbeit werden Lagrangedichten eines um drei rechtshändi-
ge Neutrinos erweiterten Standardmodells untersucht und die Konsequenzen
einer Invarianz unter diskreten Symmetrien erläutert. Der Hauptteil der Arbeit
ist der systematischen Untersuchung von endlichen Untergruppen der SU(3)
gewidmet. Ich hoffe, dass meine Analyse dieser Gruppen in Zukunft als Grund-
lage zur Konstruktion und Untersuchung neuer Modelle dienen kann.

Die zukünftige Entdeckung einer geeigneten endlichen Gruppe, die sowohl
Leptonmassen als auch Mischungswinkel beschreiben kann, wird das Myste-
rium der drei Generationen von Fermionen nicht lösen können, aber vielleicht
kann eine geeignete Symmetrie einen Hinweis auf eine allgemeinere Theorie
liefern, welche das heutige Standardmodell in einem bestimmten Limes enthält.
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