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Abstract. We derive the Euler-Lagrange equations for minimizers of causal vari-
ational principles in the non-compact setting with constraints, possibly prescribing
symmetries. Considering first variations, we show that the minimizing measure is
supported on the intersection of a hyperplane with a level set of a function which
is homogeneous of degree two. Moreover, we perform second variations to obtain
that the compact operator representing the quadratic part of the action is positive
semi-definite. The key ingredient for the proof is a subtle adaptation of the Lagrange
multiplier method to variational principles on convex sets.
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1. Introduction

Causal variational principles arise in the context of relativistic quantum theory [3, 7].
In [5] they were introduced in a broader mathematical context, and the existence
of minimizers was proved in various situations (for previous existence results in the
simpler discrete setting see [4]). The structure of minimizers was first analyzed in [8]
in the compact setting without constraints. In the present paper, we turn attention to
the general non-compact setting involving constraints and possibly symmetries, with
the aim of getting detailed information on the structure of minimizing measures.

Both authors are supported by the Deutsche Forschungsgemeinschaft (the first author by the DFG
SFB 71 fund).
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2 Y. BERNARD AND F. FINSTER

Before delving into the main results, we briefly recall causal variational principles
as introduced in [5, Section 2], always specializing to the class of variational principles
of interest here. Let (M,µ) be a measure space normalized by µ(M) = 1. For given
integers k and n with k ≥ 2n, we let F be the set of all Hermitian k×k-matrices of rank
at most 2n, which (counting with multiplicities) have at most n positive and at most n
negative eigenvalues. In a causal variational principle one minimizes an action S[F ]
under variations of a measurable function F : M → F, imposing suitable constraints.
More specifically, for a given measurable function F : M → F, we let ρ = F∗µ be the
push-forward measure on F (defined by ρ(Ω) = µ(F−1(Ω))). For any x, y ∈ M , we
form the operator product

Axy = x·y : C
k → C

k (1.1)

and denote its eigenvalues counted with algebraic multiplicities by

λxy1 , . . . , λ
xy
2n, 0, . . . , 0

︸ ︷︷ ︸

k − 2n times

with λxyj ∈ C . (1.2)

We define the spectral weight |Axy| by

|Axy| =

2n∑

j=1

|λxyj |, (1.3)

and similarly set |A2
xy| =

∑2n
j=1 |λ

xy
j |2. We introduce

the Lagrangian L[Axy] = |A2
xy| −

1

2n
|Axy|

2 (1.4)

and define the functionals S and T by

S =

∫∫

F×F

L[Axy] dρ(x) dρ(y) (1.5)

T =

∫∫

F×F

|Axy|
2 dρ(x) dρ(y) . (1.6)

We also introduce the following constraints:

(BC) The boundedness constraint: T ≤ C

(TC) The trace constraint:

∫

F

Tr(x) dρ(x) = k

(IC) The identity constraint:

∫

F

x dρ(x) = 11Ck .

Our variational principle is to minimize S by varying F in the class of all measurable
functions from M to F, under the constraints (BC) and either (TC) or (IC). In [5,
Theorem 2.3] it is shown that the minimum of this variational principle is attained by
a function F ∈ L2(M,F, dµ).

The measure space (M,µ) may pose constraints on the form of the push-forward
measure ρ (for example, in the discrete setting one chooses µ as the normalized counting
measure on M = {1, . . . ,m}; then the support of ρ necessarily consists of at most m
points). In what follows, we will always be concerned with the so-called continuous
setting where we do not want to impose any constraints on the form of the measure ρ.
In technical terms, this can be achieved by assuming that the measure space (M,µ)
is non-atomic; then the push-forward measure ρ can indeed be arranged to be any
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normalized positive regular Borel measure on F (see [5, Section 1.4 and Lemma 1.4]).
This makes it possible to restrict attention to the measure ρ in the class

ρ ∈ M := {normalized positive regular Borel measures on F} , (1.7)

disregarding the measure space (M,µ) and the function F . This leads us to the
variational principles to be considered here:

Definition 1.1. For any parameter C > 0, the causal variational principle in the

continuum setting is to minimize S by varying ρ ∈ M under the constraints

(BC) and either (TC) or (IC) .

Again, the existence of minimizers is proved in [5, Theorem 2.3]. The goal of this
paper is to analyze the structure of a minimizing measure ρ.

To clarify the terminology, we point out that the set F is a non-compact topological
space; this is what we mean by the non-compact setting. In contrast, by prescribing
the eigenvalues of the elements of F (see the constraint (C3) in [5, Section 2.1]), one
can arrange that F is a compact manifold. This compact setting is analyzed in a
more general context in [8]. Unfortunately, for most of the methods used in [8] the
compactness of F is essential. The present paper is the first analytic work on the
structure of the minimizers of causal variational principles in the non-compact setting.

The usual approach for treating variational principles with constraints is to apply
the method of Lagrange multipliers. For our variational principle, this method fails,
essentially because positive measures do not form a vector space (for details cf. Sec-
tion 3.1 and Figure 2 below). To circumvent this difficulty, in Section 3 we will develop
an alternative method which reproduces the results of Lagrange multipliers with subtle
modifications.

Our main result can be understood heuristically from the standard Lagrange mul-
tiplier method as follows. We add the constraints multiplied by Lagrange parame-
ters κ,Λ, c to the action so as to form the effective action

Seff = S + κT −

∫

F

Tr
(
Λ·x

)
dρ− c

∫

F

dρ , (1.8)

where in the case of the constraint (TC), Λ is a multiple of the identity matrix, whereas
in the case of (IC), it can be any Hermitian (k× k)-matrix. The Lagrange multiplier c
takes into account that ρmust be normalized. Note that the positivity of the measure ρ
cannot be encoded in terms of Lagrange multipliers. Instead, we need to make sure in
all our variations that ρ stays positive. Considering for any x ∈ F the first variation

ρ̃τ = ρ+ τ δx , τ ∈ [0, 1) (1.9)

(where δx is the Dirac measure supported at x; note that τ is non-negative in order
to ensure that ρ̃τ is positive), a short formal calculation yields the Euler-Lagrange
inequality

Φ(x)− c ≥ 0 for all x ∈ F , (1.10)

where

Φ(x) := 2

∫

F

(
L(x, y) + κ |Axy|

2
)
dρ(y)− Tr(Λ·x) . (1.11)

If the point x lies on the support of ρ, we can extend the variation (1.9) to small
negative values of τ (at least heuristically; to make the argument mathematically
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sound, one needs to approximate the Dirac measure by a measure which is absolutely
continuous with respect to ρ). When doing so, (1.10) becomes an equality,

Φ(x)− c = 0 for all x ∈ supp ρ . (1.12)

Combining (1.10) with (1.12), we conclude that Φ is minimal on the support of ρ.
Accordingly,

d

dt
Φ(tx)|t=1 = 0 for all x ∈ supp ρ .

This implies that the parts of Φ which are homogeneous of degree two and one, denoted
by

Φ2(x) := 2

∫

F

(
L(x, y) + κ |Axy|

2
)
dρ(y) (1.13)

Φ1(x) := Φ(x)−Φ2(x) = −Tr(Λ·x) , (1.14)

are related to each other by

2Φ2(x) + Φ1(x) = 0 for all x ∈ supp ρ . (1.15)

Now, combining (1.12) and (1.15) gives

Φ1(x) = 2c = −2Φ2(x) .

Integrating over x, one can determine the constant c.
The following theorem1 rigorously establishes this heuristic result under the addi-

tional assumption (1.16).

Theorem 1.2. Suppose that ρ is a minimizer of the variational principle of Defini-
tion 1.1, where the constant C satisfies the inequality

C > Cmin := inf
{
T (µ) | µ ∈ M satisfies (TC) respectively (IC)

}
. (1.16)

Then for a suitable choice of the Lagrange multipliers

κ ≥ 0 and Λ ∈ L(Ck) ,

the measure ρ is supported on the intersection of the level sets

Φ1 = −4 (S + κT ) and Φ2(x) = 2 (S + κT ) . (1.17)

In the cases of the trace constraint (TC) and the identity constraint (IC), the matrix Λ
is a multiple of the identity and a general Hermitian matrix, respectively. In the
case T (ρ) < C, we may choose κ = 0.

This result is illustrated in Figure 1. Note that the set Φ−1
1 (−4(S+κT )) is a hyperplane

in L(Ck). The set Φ−1
2 (2(S + κT )), on the other hand, is the level set of a function

which is homogeneous of degree two. The support of ρ is contained in the intersection
of these two sets. This intersection might be non-compact. It is an open problem
whether the support of a minimizing measure is always compact.

The above theorem is supplemented by additional results, as we now briefly out-
line. Theorem 3.13 gives sufficient conditions guaranteeing that the the function Φ is
indeed minimal on the support of ρ. When these conditions fail, a weaker statement
can nonetheless be obtained (Theorem 3.14). In Sections 3.4 and 3.5, we consider
second variations. We prove that a suitable compact operator L on a Hilbert space is

1For preliminary results and numerical examples see the master thesis [2], which also treats the case
when the measure ρ is a counting measure. However, in this master thesis the complication discussed
in Figure 2 on page 9 is disregarded.
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F ⊂ L(Ck)

K

supp ρ

Φ1(x) = −4 (S + κT )

Φ2(x) = 2 (S + κT )

Figure 1. Example for the level sets of Φ1 and Φ2 and the support of ρ.

positive semi-definite (Theorem 3.16). This positivity results bears similarity with [8,
Lemma 4.5] in the compact setting. In Theorem 3.17 we prove that the operator L
stays positive when extended to the direct sum of the aforementioned Hilbert space
with any one-dimensional vector space chosen within a specified class. Section 3.6 is
devoted to an a-priori estimate which shows in particular that the support of ρ is com-
pact if the Lagrange multiplier κ is strictly positive. Finally, in Section 4 we extend
our results to a class of equivariant variational principles.

2. Preliminaries

2.1. Causal Fermion Systems. We now briefly recall how the variational principles
introduced in Definition 1.1 arise in the more general setting of causal fermion systems
as introduced in [7, Section 1]. We first give the general definition.

Definition 2.1. Given a complex Hilbert space (H, 〈.|.〉H) (the “particle space”) and a
parameter n ∈ N (the “spin dimension”), we let F ⊂ L(H) be the set of all self-adjoint
operators on H of finite rank, which (counting with multiplicities) have at most n
positive and at most n negative eigenvalues. On F we are given a positive measure ρ
(defined on a σ-algebra of subsets of F), the so-called universal measure. We refer
to (H,F, ρ) as a causal fermion system in the particle representation.

Starting from this definition, one can construct a space-time endowed with a topolog-
ical, causal and metric structure, together with a collection of quantum mechanical
wave functions in space-time (see [7] and [6]). We shall not enter these constructions
here, but instead concentrate on the analytical aspects of the approach.

In order to get back to the setting of Section 1, we specialize the above framework
in the following ways: First, we assume that particle space H has finite dimension k;
then it can clearly be identified with the Euclidean C

k. Moreover, we impose that ρ
is in the class (1.7). Then we can consider the variational principle of Definition 1.1.

In the case when H is infinite dimensional, the set F ⊂ L(H) is a topological space
which is not locally compact. As a consequence, causal variational principles are in
general ill-defined (the physical picture is that the limit dimH → ∞ corresponds to an
idealized space-time where the inherent ultraviolet regularization has been taken out).
However, if one assumes a symmetry group G which is so large that F/G is locally
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compact, then causal variational principles again make mathematical sense. This is
the equivariant setting which we will consider in Section 4.

2.2. The Moment Measures. Let us assume that the measure ρ on F is a mini-
mizer of the variational principle of Definition 1.1. We recall the definition of moment
measures as introduced in [5, Definition 2.10].

Definition 2.2. Let K be the compact topological space

K = {p ∈ F with ‖p‖ = 1} ∪ {0} . (2.1)

We define the measurable sets of K by the requirement that the sets R+Ω = {λp | λ ∈

R
+, p ∈ Ω} and R

−Ω should be ρ-measurable in F. We introduce the measures m
(0),

m
(1) and m

(2) by

m
(0)(Ω) =

1

2
ρ
(
R+Ω \ {0}

)
+

1

2
ρ
(
R−Ω \ {0}

)
+ ρ

(
Ω ∩ {0}

)
(2.2)

m
(1)(Ω) =

1

2

∫

R+Ω
‖p‖ dρ(p) −

1

2

∫

R−Ω
‖p‖ dρ(p) (2.3)

m
(2)(Ω) =

1

2

∫

R+Ω
‖p‖2 dρ(p) +

1

2

∫

R−Ω
‖p‖2 dρ(p) . (2.4)

The measure m
(l) is referred to as the lth moment measure.

Exactly as in [5, Section 2.3], the homogeneity of our functionals yields

1 = ρ(F) = m
(0)(K) (2.5)

∫

F

x dρ(x) =

∫

K
x dm(1)(x) (2.6)

S(ρ) =

∫∫

K×K
L[Axy] dm

(2)(x) dm(2)(y) (2.7)

T (ρ) =

∫∫

K×K
|Axy|

2 dm(2)(x) dm(2)(y) , (2.8)

making it possible to express the action as well as all the constraints in terms of
the moment measures. Moreover, the moment measures have the Radon-Nikodym
decomposition

dm(1) = f dm(0) , dm(2) = |f |2 dm(0) + dn ,

where f ∈ L2(K, dm(0)), and n is a positive measure on K which need not be absolutely

continuous with respect to m
(0). If n 6= 0, by setting n to zero we can strictly decrease

the action without violating our constraints (see (2.5)–(2.8)). It follows that n vanishes
for our minimizing measure ρ. We thus obtain the representation of the moment
measures

dm(1) = f dm(0) , dm(2) = |f |2 dm(0) . (2.9)

From (2.3) it is clear that f is odd,

f(−x) = −f(x) for all x ∈ K . (2.10)

The next proposition shows that the measure ρ is uniquely determined by the mo-
ment measures.
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Proposition 2.3. For a given normalized measure m
(0) on K and a given func-

tion f ∈ L2(K, dm(0)) satisfying (2.10), there is a unique normalized measure ρ on F

such that the corresponding moment measures (2.2)-(2.4) have the Radon-Nikodym
representation (2.9). The measure ρ is supported on the graph of f over K, i.e.

suppρ ⊂ {f(x)x with x ∈ K} . (2.11)

Proof. The construction of the measure ρ is inspired by [5, Lemma 2.14]. A subset Ω ⊂

F is called ρ-measurable if the function χΩ

(
f(x)x

)
is m(0)-measurable on K (where χΩ

denotes the characteristic function). On the ρ-measurable sets we define the measure ρ
by

ρ(Ω) =

∫

K
χΩ

(
f(x)x

)
dm(0)(x) . (2.12)

Obviously, the measure ρ is normalized and has the support property (2.11). Moreover,
it is straightforward to verify that for all l > 0,

∫

R+Ω
‖p‖l dρ =

∫

Ω
|f(x)|l χ{f>0}(x) dm

(0)(x) .

Using this identity, a direct computation shows that the moment measures correspond-
ing to ρ indeed satisfy (2.9).

To prove uniqueness, suppose that ρ is a measure with moment measures satisfy-
ing (2.9). Then for every m

(0)-measurable set Ω,

1

2

∫

R+Ω

(
‖p‖ − f(p)

)2
dρ+

1

2

∫

R−Ω

(
− ‖p‖ − f(p)

)2
dρ + f(0)2 m(0)

(
Ω ∩ {0}

)
(2.13)

= m
(2)(Ω)− 2

∫

Ω
f dm(1) +

∫

Ω
f2 dm(0) = 0 , (2.14)

where we multiplied out and used (2.9). In particular, both integrands in (2.13) must
vanish almost everywhere. Now a short calculation yields that ρ coincides with the
measure (2.12). �

In order to clarify the meaning of (2.11), we note that f ∈ L2(K, dm(0)) stands for
an equivalence class of functions which differ on a set of measure zero. The right side
of (2.11) may depend on the choice of the representative. The above proposition states

that (2.11) holds for any choice of the function f ∈ L2(K, dm(0)).

3. The Euler-Lagrange Equations

3.1. Treating the Constraints. Considering on the set F ⊂ L(Ck) the topology
induced by the sup-norm ‖.‖ on L(Ck), this set is a locally compact topological space.
Its subset K ⊂ F defined by (2.1) is compact. Let µ be a regular, locally finite Borel
measure on F (which is real, but not necessarily positive; such measures are often
called signed Radon measures). Moreover, we assume that the following integral is
finite,

‖µ‖B :=

∫

F

(
1 + ‖x‖2) d|µ|(x) <∞ (3.1)

(here |µ| denotes the total variation of the measure µ; see for example [9, Section 6.1]).
We denote the vector space of such measures by B.

Lemma 3.1. (B, ‖.‖B) is a Banach space.
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Proof. It is clear that ‖.‖B satisfies the axioms of a norm. Thus it remains to show
that this norm is complete. We first note that

‖µ‖B ≥ |µ|(F) . (3.2)

Accordingly, if (µj)j∈N is a Cauchy sequence in the norm ‖.‖B, then for every η ∈
C0
0 (F,R), the sequence of real numbers (|µj |(η))j∈N is a Cauchy sequence. A classi-

cal result on Radon measures (see for example [1, eq. (13.4.1)]) guarantees that the
sequence (µj) converges as Radon measures to some limit measure µ. It remains to
show that the limit measure satisfies the condition (3.1). We already know from the
above argument that

lim
j→∞

µj(η) = µ(η) ∀ η ∈ C0
0 (F,R) . (3.3)

We next fix r > 1, and let ηr : [0,∞) → [0, 1] be a continuous cut-off function satisfying

ηr(t) =

{

1 if t ≤ r

0 if t > r + r−1 .
(3.4)

Then the function
x ∈ F 7−→

(
1 + ‖x‖2

)
ηr
(
‖x‖

)
(3.5)

is continuous with compact support in Br+r−1 , where Br denotes the open ball in F,

Br :=
{
x ∈ F with ‖x‖ < r

}
⊂ F . (3.6)

Whence, from (3.3), there holds

lim
j→∞

∫

F

(
1 + ‖x‖2

)
ηr
(
‖x‖

)
d|µj |(x) =

∫

F

(
1 + ‖x‖2

)
ηr
(
‖x‖

)
d|µ|(x) . (3.7)

It follows accordingly that
∫

Br

(
1 + ‖x‖2

)
d|µ|(x) ≤

∫

F

(
1 + ‖x‖2

)
ηr
(
‖x‖

)
d|µ|(x)

= lim
j→∞

∫

F

(
1 + ‖x‖2

)
ηr
(
‖x‖

)
d|µj |(x) ≤ lim

j→∞
‖µj‖B ,

and the last limit is bounded uniformly in r > 1. As F is locally compact, on the
left hand side we may pass to the limit r ր ∞ to obtain that ‖µ‖B is finite. This
concludes the proof. �

The definition (1.5) and (1.6) of the functionals S and T as well as the definition of
the moment measures (see Definition 2.2) can be extended in a straightforward way
to a real measure ρ ∈ B. We now estimate these objects in terms of the norm ‖.‖B.

Proposition 3.2. There is a constant c = c(F) > 0 such that

|S(µ)|, |T (µ)| ≤ c ‖µ‖2B for all µ ∈ B (3.8)

‖ρ‖2B ≤ 2 + cT (ρ) for all ρ ∈ M . (3.9)

Proof. Estimating the integrals in Definition 2.2 by (3.1), one readily finds that

|m(0)|(K), |m(1)|(K), |m(2)|(K) ≤ ‖ρ‖B for all ρ ∈ B . (3.10)

The functions L and |Axy|
2 are clearly continuous on K×K. As K is compact, they

are bounded,
L(x, y), |Axy|

2 ≤ c for all x, y ∈ K .
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ρ

ρτ

ρ

ρτ

N
N

B M ∩B M ∩B

Figure 2. Minimizing in the convex subset M ∩B with constraints.

Using these inequalities in (2.7) and (2.8), we can apply (3.10) to obtain (3.8).
In order to derive (3.9), we first note that since every measure ρ ∈ M is normalized

and positive,

‖ρ‖B = m
(0)(K) +m

(2)(K) = 1 +m
(2)(K) .

Now we can apply the lower bound on m
(2)(K) in [5, Lemma 2.12]. �

The inequality (3.9) implies that a minimizer ρ ∈ M of our variational principle will
be a vector in B. This makes it possible to consider our variational principle on the
subset M ∩ B of the Banach space B. Usually, constraints of variational principles
are treated with Lagrange multipliers. We now explain in words why this method
cannot be applied in our setting. Our first constraint is that we vary in the subset
of positive measures. This corresponds to an infinite number of inequality constraints
(namely ρ(Ω) ≥ 0 for all measurable Ω ⊂ F), making it impossible to apply standard
Lagrange multipliers. The normalization of ρ could be treated as in (1.8) by a Lagrange
multiplier. But as the normalization of ρ can always be arranged by rescaling, there
is no advantage in doing so. Instead, it is preferable to consider the minimization
problem on the convex subset M ∩B of the Banach space B.

We would like to treat the constraint (BC) as well as the additional constraints (TC)
or (IC) with Lagrange multipliers. The fact that (BC) is an inequality constraint
does not cause difficulties, because for variations which decrease T , we can disregard
this constraint, whereas for variations which increase T we can impose the equality
constraint T = C. However, a general problem arises from the fact that we minimize
only over a convex subset M ∩ B ⊂ B. The basic difficulty is seen most easily in
the examples shown in Figure 2. Assume for simplicity that we only have equality
constraints and that we are in the regular setting where the measures which satisfy
the constraints form a smooth Banach submanifold N ⊂ B. Then N can be described
locally as the zero set of a function

G : B → R
L . (3.11)

The standard multiplier method would give parameters λl ∈ R such that

d

dτ

(

S(ρτ )−

L∑

l=1

λlGl(ρτ )
)∣
∣
∣
τ=0

= 0 (3.12)

for any variation (ρτ )τ≥0. Since we are only allowed to vary in the convex subsetM∩B,
it may happen that the minimum is attained on the boundary of M∩B. In this case,
we cannot expect that equality holds in (3.12). Instead, one might expect naively the
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corresponding inequality

d

dτ

(

S(ρτ )−

L∑

l=1

λlGl(ρτ )
)∣
∣
∣
τ=0

≥ 0 , (3.13)

which should hold for any variation (ρτ )τ∈[0,1) in B ∩ M. However, this naive guess
is not correct, as is illustrated in Figure 2. In the example on the left, the convex
set M ∩B intersects N only in one point ρ. Then ρ is clearly a minimizer in M ∩B

subject to the constraints, simply because there are no non-trivial variations of ρ. But
this fact does not give us any information on the variation ρτ ∈ B. In particular,
there is no reason why (3.13) should hold. In the example on the right of Figure 2,
ρ is again a trivial minimizer in M ∩ B subject to the constraints. There is even a
variation (ρτ )τ∈[0,1) in M ∩ B which is tangential to N, implying that the Lagrange
multiplier terms in (3.13) all vanish. But one could clearly choose the action such
that ∂τS(ρτ )|τ=0 < 0, showing that (3.13) is indeed violated.

Our method to deal with this problem is to first derive an inequality which shows
that that for any variation ρτ ∈ M ∩ B, the first variation of the action is bounded
from below by the first variation of the constraint functions (see Proposition 3.3 below).
This result is much weaker than the inequality (3.13), basically because the Lagrange
multiplier terms are replaced by an estimate of their absolute values. Despite this
rough estimate, Proposition (3.3) will be very useful for analyzing the minimizing
measure. More precisely, in Section 3.2 we shall apply it to special variations ρτ for
which ∂τG(ρτ )|τ=0 vanishes. Then the error term in (3.16) drops out, giving a sharp
inequality. Before stating our result, we need to specify the functions which describe
the constraints. The constraints (TC) or (IC) are linear in the measure; we denote
their total number by L. For the constraint (TC), we choose L = 1 and

G1(µ) = k −

∫

F

Tr(x) dµ(x) . (3.14)

For the constraint (IC), we set L = k(k + 1)/2. Choosing a basis e1, . . . , eL of the
symmetric k × k-matrices, we let

Gl(µ) = Tr

(

el

(

11Ck −

∫

F
x dµ(x)

))

, l = 1, . . . , L . (3.15)

It is convenient to choose e1 = 11, so that (3.14) agrees with (3.15) for l = 1. Moreover,
it is convenient to choose the matrices e2, . . . , eL to be trace-free.

Proposition 3.3. Assume that ρ is a minimizer of the variational principle of Defi-
nition 1.1, where the constant C satisfies (1.16). Then there is a constant c such that
for every B-Fréchet differentiable family of measures (ρτ )τ∈[0,1) in B∩M with ρ0 = ρ,
the first variation satisfies the inequality

d

dτ
S(ρτ )

∣
∣
∣
τ=0

≥− c

∥
∥
∥
∥

d

dτ
G(ρτ )

∣
∣
∣
τ=0

∥
∥
∥
∥
RL

−







0 if T (ρ) < C

c max

(

0,
d

dτ
T (ρτ )

∣
∣
∣
τ=0

)

if T (ρ) = C .

(3.16)

The method of the proof is to construct a corresponding variation ρ̃τ ∈ M ∩B which
also satisfies all the constraints and then to exploit the inequality ∂τS(ρ̃τ )|τ=0 ≥ 0.
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In this construction, the assumption (1.16) will be used to rule out degenerate cases
as discussed in Figure 2. Unfortunately, it is impossible to write the difference of the
first variations ∂τ (S(ρτ )− S(ρ̃τ )) as a derivative of the constraints.

The proof of Proposition 3.3 is split up into several lemmas; it will be completed
towards the end of this section.

Lemma 3.4. The functions S, T and G are continuously Fréchet differentiable.

Proof. The inequality (3.8) implies that S and T are bounded bilinear functionals
on B×B. Thus they are Fréchet differentiable at any µ ∈ B and

(DS)µ(ν) = 2

∫∫

F×F

L[Axy] dµ(x) dν(y) (3.17)

(DT )µ(ν) = 2

∫∫

F×F

|Axy|
2 dµ(x) dν(y) . (3.18)

More precisely, DSµ ∈ B
∗ and

‖DSµ‖B∗ := sup
ν∈B, ‖ν‖B=1

∣
∣(DS)µ[ν]

∣
∣ ≤ c ‖µ‖B ,

where in the last step we used (3.8). As the functionals (3.17) and (3.18) clearly
depend continuously on µ, we conclude that S and T are indeed in C1(B). It remains
to consider the functions (3.14) and (3.15). These are linear in µ, and the estimate

∫

F

‖x‖ d|µ|(x) ≤

∫

F

(1 + ‖x‖2) d|µ|(x) = ‖µ‖B ∀ µ ∈ B

readily shows that their derivative is a bounded linear functional. As this functional
is continuous in µ (it is even independent of µ), it follows that G ∈ C1(B). �

In the next lemma we construct measures with prescribed linear constraints but such
that the value of T is smaller than that of a given minimizer. For the construction we
rescale the argument of a measure. We denote this operation by s,

s : R×B → B , (sτµ)(Ω) := µ(τΩ) . (3.19)

Obviously, sτ maps M ∩B to itself.

Lemma 3.5. For a given minimizer ρ ∈ M ∩ B, there is a parameter δ > 0 and a
smooth mapping ρ̂ : Bδ(ρ) ⊂ B → M ∩B such that for all µ ∈ Bδ(ρ),

G
(
µ− ρ̂(µ)

)
= 0 and T (ρ̂(µ)) < C . (3.20)

Moreover, the measure ρ̂ satisfies the inequality

DT |µ ρ̂ < 2C . (3.21)

Proof. According to the assumption (1.16), there is a measure ρ1 ∈ M ∩B such that
∫

F

x dρ1 = 11Ck and T (ρ1) < C .

In the case of the identity constraint (IC), we choose additional measures ρ2, . . . , ρL ∈
M ∩B such that the matrices

∫

F

x dρl , l = 1, . . . , L (3.22)

are linearly independent (for example, these measures can be chosen as Dirac measures
supported at certain x ∈ F).
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For parameters κ ∈ (0, L−1) and τ ∈ R
L, we consider the family of measures

ρ̂(κ, τ1, . . . , τL) = (1− κL) s(1−κL)−1ρ1 + κ
L∑

l=1

sτl ρl .

Then the functional G depends linearly on the parameters τ1, . . . , τL, and the map-
ping (τ1, . . . , τL) 7→ (G1, . . . , GL) is invertible. Moreover, by choosing the parameters κ
and τl sufficiently small, we can arrange by continuity that T (ρ̂) < C. Finally, a direct
computation shows that the measure ρ̂ is positive and normalized.

By continuity, it suffices to derive (3.21) for µ = ρ. To this end, we consider the
family of measures

ρ̃τ = τ ρ̂+ (1− τ) ρ . (3.23)

Then in view of (4.3) and (3.18),

T (ρτ ) = τ2 T (ρ̂) + τ (1− τ)DT |ρ ρ̂+ (1− τ)2 T (ρ) .

This functional is obviously quadratic in τ , and as limτ→±∞ T (ρτ ) = ∞, it is convex.
Hence

DT |ρ ρ̂− 2T (ρ) =
d

dτ
T (ρτ )

∣
∣
τ=0

≤ T (ρ̂)− T (ρ)

and thus

DT |ρ ρ̂ ≤ T (ρ̂) + T (ρ) .

Since T (ρ̂) < C and T (ρ) ≤ C, we obtain the strict inequality (3.21). �

Lemma 3.6. Under the assumptions of Proposition 3.3, for every minimizer ρ ∈
M ∩B there are parameters ε, δ > 0 and a continuous mapping

Φ : (Bδ(ρ) ⊂ B)× (Bε(0) ⊂ R
L)× [0, ε) → B

with the following properties:

(a) Φ(µ, 0, 0) = µ for all µ ∈ Bδ(ρ).
(b) For every t ∈ Bε(0) and τ ∈ [0, ε), the function Φ(., t, τ) : Bδ(ρ) → B maps

the set M ∩Bδ(ρ) to itself.
(c) The composition G◦Φ is in C1(Bδ(ρ)×Bε(0)×[0, ε),RL). Moreover, the L×L-

matrix D2(G ◦ Φ)|(ρ,0,0) is invertible and D3(G ◦Φ)|(ρ,0,0) = 0.

(d) The directional derivatives u · D2(T ◦ Φ)|(ρ,0,0) (with u ∈ R
L) and the partial

derivative D3(T ◦ Φ)|(ρ,0,0) exist. They satisfy the inequalities

|u ·D2(T ◦Φ)(ρ, 0, 0)| ≤ c ‖u‖RL

D3(T ◦ Φ)|(ρ,0,0) < 2 (C − T (ρ))

with a constant c = c(ρ).

Proof. We take the ansatz

Φ(µ, t, τ) =

(

1−
L∑

l=1

|tl| − τ

)

µ+ τ ρ̂ (3.24)

+

L∑

l=1

(

max(tl, 0) ρl +max(−tl, 0) s−1 ρl

)

. (3.25)
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Obviously, Φ is trivial in the case t = 0 and τ = 0, giving property (a). Moreover,
if t and τ are sufficiently small, we have a convex combination of measures, proving
property (b).

We point out that Φ is not differentiable in t because of the absolute values and the
factors max(±tl, 0). On the other hand, this property is not needed, as we only claim
that G◦Φ is differentiable. Lemma 3.5 yields that D3(G◦Φ)|(ρ,0,0) = 0. But the linear
constraints depend on the parameters tl. Our ansatz ensures that this dependence is
smooth even if some of the parameters tl vanish. Finally, as the matrices (3.22) are
linearly independent, it follows immediately that D2(G ◦ Φ)|(µ,t,τ) has maximal rank.
This proves (c).

In order to prove (d), we consider the functional T ◦Φ. Note that, again due to the
absolute values and the factors max(±tl, 0), this functional is not differentiable in the
parameters tl. But clearly, the directional derivatives at t = 0 exist and are bounded.
Finally, the derivative with respect to τ is computed with the help of (3.21). �

Proof of Proposition 3.3. Let us apply Lemma 3.6. First, as G ◦ Φ is continuously
differentiable, we can conclude from (c) that there is δ > 0 such that the matrix D2

(
G◦

Φ
)
(µ, 0, τ) is invertible for all µ ∈ Bδ(ρ) ⊂ B and all τ ∈ [0, ε). Thus (G◦Φ)(µ, ., τ) is a

local diffeomorphism, implying that (possibly after decreasing δ) there is a mapping h ∈
C1(Bδ(ρ)× [0, ε), Bε(0)) such that h(ρ, 0) = 0 and

(G ◦Φ)(µ, h(µ, σ), σ) = 0 for all µ ∈ Bδ(ρ) and σ ∈ [0, ε) . (3.26)

Let (ρτ )τ∈[0,1) be a variation in B ∩ M with ρ0 = ρ. We choose σ = κτ with a
constant κ > 0 to be determined later. Then, using that h(ρ, 0) = 0 and that D3(G ◦
Φ)(ρ,0,0) = 0, we obtain

0 =
d

dτ
(G ◦Φ)(ρτ , h(ρτ , κτ), κτ)

∣
∣
∣
τ=0

= D1(G ◦ Φ)|(ρ,0,0) ρ̇0 +D2(G ◦ Φ)|(ρ,0,0) ◦Dh|(ρ,0) ρ̇0 . (3.27)

We now introduce for τ ∈ [0, α) and sufficiently small α > 0 the variation

ρ̃τ = Φ
(
ρτ , h(ρτ , κτ), κτ

)
. (3.28)

In view of (b) and (3.26), this variation lies inM∩B and satisfies the linear constraints.
Moreover, by choosing K sufficiently large, we can arrange in view of (d) that this
variation decreases T . Thus it satisfies all the constraints and is admissible for our
variational principle. The minimality of ρ implies that

0 ≤
d

dτ
S(ρ̃)τ )

∣
∣
∣
τ=0

= DS|ρ
d

dτ
Φ(ρτ , h(ρτ , κτ), κτ)

∣
∣
∣
τ=0

.

Computing the one-sided derivatives with the chain rule, we obtain

d

dτ
Φ(ρτ , h(ρτ ))

∣
∣
∣
τ=0+

= ρ̇0 + E ,

where the error term is bounded by

‖E‖ ≤ c
∥
∥Dh|(ρ,0) (ρ̇0, κ)

∥
∥ + c κ .

In the case T (ρ) < C, we can choose κ = 0. Differentiating (3.26), we obtain

0 =
d

dτ
(G ◦ Φ)|(ρτ ,h(ρτ ,0),0) = DG|ρρ̇0 +D2(G ◦ Φ)|(ρ,0,0)Dh|(ρ,0)(ρ̇0, 0) ,
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showing that Dh can be estimated in terms of the first derivatives of G. This gives
the result.

In the case T (ρ) = C, we know from (d) that D3(T ◦Φ)|(ρ,0,0) < 0. Thus by choos-
ing κ sufficiently large, we can compensate the positive contribution to the variation
of T caused by ρτ and by h. Clearly, the parameter κ is bounded in terms of the
variation of G and the positive part of ∂τT (ρτ )|τ=0. This concludes the proof. �

We finally show how Proposition 3.3 can be adapted to second variations.

Proposition 3.7. Assume that ρ is a minimizer of the variational principle of Def-
inition 1.1, where the constant C satisfies (1.16). Then there is a constant c such
that for every twice B-Fréchet differentiable family of measures (ρτ )τ∈[0,1) in B ∩M

with ρ0 = ρ and

d

dτ
S(ρτ )

∣
∣
∣
τ=0

= 0 =
d

dτ
T (ρτ )

∣
∣
∣
τ=0

,
d

dτ
G(ρτ )

∣
∣
∣
τ=0

= 0 , (3.29)

the second variation satisfies the inequality

d2

dτ2
S(ρτ )

∣
∣
∣
τ=0

≥− c

∥
∥
∥
∥

d2

dτ2
G(ρτ )

∣
∣
∣
τ=0

∥
∥
∥
∥
RL

−







0 if T (ρ) < C

c max

(

0,
d2

dτ2
T (ρτ )

∣
∣
∣
τ=0

)

if T (ρ) = C .

Proof. We consider similar to (3.28) the variation

ρ̃τ = Φ
(
ρτ , h(ρτ , κτ

2), κτ2
)
.

From (3.26) one sees that the linear constraints are satisfied. Moreover, a short calcu-
lation using (3.29) shows that the first variation of T vanishes, and that by choosing κ
sufficiently large, one can arrange that the second variation of T becomes negative.
Now we can argue just as in the proof of Proposition 3.3. �

3.2. First Variations with Fixed Support. We now want to apply Proposition 3.3
to specific variations (ρτ )τ∈[0,1]. Here we begin with variations keeping the support
of m fixed, i.e.

supp m̃τ = suppm for all τ .

It turns out that it is most convenient to work in the formalism of moment measures
introduced in Section 2.2. In view of (2.9) and Proposition 2.3, the moment measures
corresponding to any measure ρ ∈ M are uniquely characterized by a normalized
positive regular Borel measure m

(0) on K and a function f ∈ L2(K, dm(0)), being odd

in the sense of (2.10). Conversely, given any positive regular Borel measure m
(0) and

any function f ∈ L2(K, dm(0)) (which need not necessarily be odd), we can define a

measure ρ ∈ M ∩B by (2.12). For ease in notation, we will often omit the index (0).
On K we introduce the functions

ℓ(x) = f(x)2
∫

K
L(x, y) f(y)2 dm(y) ∈ L1(K, dm) (3.30)

t(x) = f(x)2
∫

K
|Axy| f(y)

2 dm(y) ∈ L1(K, dm) (3.31)

gl(x) = f(x) Tr(el x) , l = 1, . . . , L , ∈ L2(K, dm) , (3.32)
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where (e1, . . . , eL) again denotes the basis of the symmetric k×k-matrices used in (3.15).
Comparing with (2.7), (2.8) and (3.15), one sees that integrating over x with respect
to dm gives (up to the irrelevant additive constants Tr(el) in Gl) the functionals de-
noted by the corresponding capital letters. Moreover, we denote the constant function
one on K by 1K. We denote the scalar product on L2(K, dρ) by 〈.|.〉.

Lemma 3.8. Under the assumptions of Proposition 3.3, there are constants κ, c ∈ R

such that
ℓ(x) + κ t(x) = c on suppm . (3.33)

Proof. Assume conversely that the statement is false. Then there is a set Ω ⊂ K of
positive measure such that on Ω, the function ℓ is not a linear combination of t and 1K,
and that moreover the restrictions ℓ|Ω and t|Ω are bounded functions. Then ℓ|Ω is not
in the span of the vectors t|Ω, 1Ω ∈ L2(Ω, dm). By projecting ℓ|Ω onto the orthogonal
complement of these vectors, we obtain a bounded function ψ ∈ L∞(Ω, dm) such that

〈ψ|ℓ〉 < 0 but 〈ψ|t〉 = 0 = 〈ψ|1K〉 . (3.34)

Extending ψ by zero to K, these relations again hold and ψ ∈ L∞(K, dm).
We now consider the variation of the moment measures

dm̃τ = (1− τψ) dm , f̃τ = (1 + τψ) f , τ ∈ (−ε, ε) . (3.35)

The last equation in (3.34) implies that m̃ is normalized, also it is positive measure for
sufficiently small ε. A direct computation using (3.34) gives

d

dτ
Gl(ρτ )

∣
∣
τ=0

= 0 ,
d

dτ
T (ρτ )

∣
∣
τ=0

= 2 〈ψ|t〉 = 0 ,
d

dτ
S(ρτ )

∣
∣
τ=0

= 2 〈ψ|ℓ〉 < 0 .

Hence the first variation decreases the action without changing the constraints. This
is a contradiction to Proposition 3.3. �

Lemma 3.9. The parameter κ in Lemma 3.8 can be chosen to be non-negative.

Proof. If the function ℓ is constant, we can choose κ = 0. Otherwise, as in the proof
of Lemma 3.8 we can choose a function ψ ∈ L∞(K, dm) such that

〈ψ|1K〉 = 0 and 〈ψ|ℓ〉 = −1 .

Then (3.33) implies that
κ 〈ψ|t〉 = −〈ψ|ℓ〉 = 1 .

If κ were negative, by (3.35) we could vary the measure ρ in M ∩B such that the
first variation decreases both S and T . This is a contradiction to Proposition 3.3. �

Lemma 3.10. Under the assumptions of Proposition 3.3, there are real parameters
λ1, . . . , λL such that

L∑

l=1

λl gl = 4 (S + κT ) 1K on suppm . (3.36)

Proof. We first want to prove that g1 lies in the span of the other functions,

g1 ∈
〈
1K, g2, . . . , gL

〉
. (3.37)

If this were not true, just as in the proof of Lemma 3.8, we could find a function ψ ∈
L∞(K, dm) such that

〈ψ|g1
〉
= k and 〈ψ|1K〉 = 0 = 〈ψ|gl〉 , l = 2, . . . , L .
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Considering the variation of the moment measures

dm̃τ = (1 + 2τψ) dm , f̃τ = (1− τψ − τ) f , τ ∈ (−ε, ε) ,

a direct computation yields

d

dτ
Gl(ρτ )

∣
∣
τ=0

= 0 ,
d

dτ
T (ρτ )

∣
∣
τ=0

= −4T (ρ) ,
d

dτ
S(ρτ )

∣
∣
τ=0

= −4S(ρ) .

Thus the first variation decreases both S and T without changing the linear constraints.
This is a contradiction, thereby proving (3.37).

According to (3.37), there are real coefficients c and λ2, . . . , λL such that

g1 = c 1K +

L∑

l=2

λlgl . (3.38)

From our choice of the matrices el (see after (3.15)), we know that
∫

K
g1 dm = k and

∫

K
gl dm = 0 for l = 2, . . . , L . (3.39)

Thus integrating (3.38) over K gives k = c. Hence c is non-zero, and rescaling the λl
gives the result. �

Combining the results of the previous lemmas, we obtain the following result.

Theorem 3.11. Assume that ρ is a minimizer of the variational principle of Defi-
nition 1.1, where the constant C satisfies (1.16). Then there are Lagrange multipli-
ers κ ≥ 0 and λ1, . . . , λL ∈ R such that for almost all x ∈ suppm ⊂ K, the following
identities hold

1

4

∑

l

λl gl(x) = S + κT = ℓ(x) + κt(x) . (3.40)

If neither (TC) nor (IC) are considered, we may choose Λ = 0. In the case T (ρ) < C,
we may choose κ = 0.

Setting

Λ =

L∑

l=1

λl el , (3.41)

using (3.32) and rewriting the first equation in (3.40) in terms of the measure ρ yields
Theorem 1.2.

3.3. First Variations with Varying Support. We now consider first variations
which change the support of the measure m. The following notion turns out to be
helpful.

Definition 3.12. A minimizing measure ρ is called regular if the following two con-
ditions are satisfied:

(1) In the case of the identity constraint (IC), the functions g1, . . . , gL must be
linearly independent.

(2) When T (ρ) = C, the function t must be non-constant on suppm.

If one of these conditions is violated, ρ is called singular.
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Note that in the case of the trace constraint (TC), we know from the first equation
in (3.39) that the function g1 is non-zero, so that the functions g1, . . . , gL are auto-
matically linearly independent. It is an open problem if or under which assumptions
all minimizers are regular.

We begin with the analysis of regular minimizers (for singular minimizers see The-
orem 3.14 below). Recall that, according to Theorem 1.2 the function Φ defined
by (1.11) (with Λ again given by (3.41)) is constant on the support of ρ. The following
result shows that Φ is minimal on the support of ρ.

Theorem 3.13. Assume that ρ is a regular minimizer of the causal variational prin-
ciple of Definition 1.1, where the constant C satisfies (1.16). Then

Φ(x) ≥ −2 (S + κT ) for all x ∈ F .

Proof. We first consider x0 ∈ suppm. Then we know from Theorem 1.2 that

Φ(tx0)
∣
∣
t=f(x0)

= −2(S + κT ) and
d

dt
Φ(tx0)

∣
∣
t=f(x0)

= 0 .

Since Φ(tx0) is a quadratic polynomial in t with a non-negative quadratic term, it
follows that Φ(tx0 is minimal at t = f(x0).

Next we choose x0 ∈ K \ suppm. For given f0 ∈ R and ψ, φ ∈ L∞(K, dm) with

〈φ|1K〉 = 1 , (3.42)

we consider the variation

m̃τ = (1− τ φ)m + τδx0

f̃τ (x) =

{ (
1 + τψ(x) + τφ(x)

)
f(x) if x ∈ suppm

f0 if x = x0 .

Then the first variation is computed by

d

dτ
Gl

∣
∣
τ=0

= gl(x0) +

∫

K
ψ gl dm (3.43)

d

dτ
T
∣
∣
τ=0

= 2 t(x0) + 2

∫

K
(2ψ + φ) t dm (3.44)

d

dτ
S
∣
∣
τ=0

= 2 ℓ(x0) + 2

∫

K
(2ψ + φ) ℓ dm (3.45)

(where ℓ(x0), t(x0) and gl(x0) are defined according to (3.30)–(3.32)). Since the func-
tions gl are linearly independent, we can choose ψ such that ∂τGl = 0 for all l =
1, . . . , L. Multiplying (3.43) by λl and summing over l, we can apply Lemma 3.10 to
obtain

4 (S + κT ) 〈ψ|1〉 = −
L∑

l=1

λl gl(x0) . (3.46)

Next, using that the function t is not constant, we can choose φ such that ∂τT = 0.
Applying Proposition 3.3, we conclude that ∂τS ≥ 0. Hence, again using that ∂τT = 0,
we obtain

0 ≤
1

2

d

dτ
(S + κT )

∣
∣
τ=0

= (ℓ+ κt)(x0) +

∫

K
(2ψ + φ) (ℓ+ κt) dm

(3.40)
= (ℓ+ κt)(x0) + (S + κT )

〈
2ψ + φ

∣
∣1
〉
.
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Using (3.42) and (3.46), we obtain

(ℓ+ κt)(x0) + (S + κT )−
1

2

L∑

l=1

λl gl(x0) ≥ 0 .

Applying (3.41) and rewriting the formula in F gives the result. �

For singular minimizers the following weaker statement holds.

Theorem 3.14. Assume that ρ is a singular minimizer of the variational principle of
Definition 1.1, where the constant C satisfies (1.16). Let P ⊂ F be the set

P =
{

x ∈ F | there exist φ,ψ ∈ L1(K, dm) with 〈φ|1〉 = 1 ,

gl(x0) = −

∫

K
ψ gl dm and t(x0) = −

∫

K
(2ψ + φ) t dm

}

,

where we set x0 = x/‖x‖ ∈ K and f(x0) = ‖x‖. Then

Φ(x) ≥ −2 (S + κT ) for all x ∈ P .

Proof. If x ∈ P, we can clearly arrange that (3.43) and (3.44) vanish. Now we can
proceed exactly as in the proof of Theorem 3.13. �

We point out that if x ∈ suppρ, then x lies in P, as can be seen by setting x0 = x/‖x‖
and considering the series φn → δx0

, ψn → −δx0
. We also remark that if t is not

constant, then the condition for t(x) in the definition of P can clearly be satisfied. Thus
in this case, P is defined by linear relations, thereby making it into the intersection
of F ⊂ L(H) with a plane through the origin.

3.4. Second Variations with Fixed Support. For the analysis of second variations,
we shall use spectral methods. To this end, we use the abbreviations

Leff(x, y) = L(x, y) + κ |Axy|
2 (3.47)

L(x, y) =
(
L(x, y) + κ |Axy|

2
)
f(x)2 f(y)2 . (3.48)

Then the second equation in (3.40) can be expressed as

f(x)2
∫

K
Leff(x, y) f(y)

2 dm(y) ≡

∫

K
L(x, y) dm(y) ≡ S + κT . (3.49)

We also consider L(x, y) as the integral kernel of a corresponding operator

L : L2(K, dm) → L2(K, dm) , (Lφ)(x) :=

∫

K
L(x, y)φ(y) dm(y) . (3.50)

Proposition 3.15. Under the assumptions of Theorem 3.11, the operator L is self-
adjoint and Hilbert-Schmidt.

Proof. If u is an eigenvector corresponding to a non-zero eigenvalue λ, then

u(x) =
1

λ

∫

K
L(x, y)u(y) dm(y) .
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Obviously, L is formally self-adjoint. Thus it remains to show that the Hilbert-
Schmidt norm is finite. Using (3.49), we obtain

‖L‖22 =

∫∫

K×K
L(x, y)2 dm(x) dm(y)

≤

∫∫

K×K
ess sup
y′∈K

L(x, y′) ess sup
x′∈K

L(x′, y) dm(x) dm(y)

=
( ∫

K
ess sup
x′∈K

L(x′, y) dm(y)
)2

= (S + κT )2 ,

concluding the proof. �

We remark that, similar to [5, Lemma 1.9], one could prove that the sup-norm of L is
an eigenvalue of L with 1K as a corresponding eigenvector. However, it is not clear in
general whether this eigenvalue is non-degenerate.

Since every Hilbert-Schmidt operator is compact, we know that L has a spectral
decomposition with purely discrete eigenvalues and finite-dimensional eigenspaces.

Theorem 3.16. Assume that ρ is a minimizer of the variational principle of Defini-
tion 1.1, where the constant C satisfies (1.16). If T (ρ) = C, we assume furthermore
that t is not constant on suppm. Then the operator L is positive semi-definite on the
subspace

J :=
〈
t, g1, . . . , gL

〉⊥
⊂ L2(K, dm) .

Proof. We consider the operator πJLπJ , where πJ is the orthogonal projection onto J .
Assume on the contrary that this operator is not positive semi-definite. Since this
operator is compact, there is a negative eigenvalue λ with corresponding eigenvec-
tor v ∈ L2(K, dm)∩J . Let us show that there is a bounded function u ∈ L∞(K, dm)∩J
with 〈u|Lu〉 < 0. To this end, we choose a nested sequence of measurable sets Ai ⊂
suppm such that m(K \ ∪iAi) = 0 and the functions v, t, g1, . . . , gL are bounded on
each Ai (this is possible by Chebycheff’s inequality). We let vi ∈ L2(Ai, dm) be

the projection of v|Ai
onto the subspace

〈
t|Ai

, g1|Ai
, . . . , gL|Ai

〉⊥
⊂ L2(Ai, dm). Then

the functions vi are clearly bounded. The dominated convergence theorem shows
that 〈vi|Lvi〉 → 〈v|Lv〉 < 0. Hence u = vi for sufficiently large i has the announced
properties.

In view of Lemma 3.10, we know that 〈u|1K〉 = 0. Next, we choose a function φ ∈
L∞(K, dm) satisfying

〈φ|1K〉 = 0 . (3.51)

Accordingly, the normalization of m is preserved through the following variation,

m̃τ = (1 + τu− τ2φ)m

f̃τ (x) =
(
1 + τ2φ

)
f(x) .

A straightforward calculation using the orthogonality relations of u and φ yields

Gl(τ) = Gl(0) + O(τ3) (3.52)

T (τ) = T (0) + τ2 〈φ|t〉+ τ2 〈u|Tu〉+ O(τ3) (3.53)

(S + κT )(τ) = (S + κT )(0) + τ2 〈u|Lu〉+ O(τ3) , (3.54)

where T is the operator with the integral kernel T (x, y) = |Axy|
2f(x)2 f(y)2. Since the

function t is not constant, by suitably choosing φ we can arrange that the quadratic
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term in (3.53) vanishes. Moreover, the term 〈u|Lu〉 = λ ‖u‖2 is negative. Thus we
have found a variation which preserves the constraints quadratically, but decreases the
action. Per Proposition 3.7, this is a contradiction. �

3.5. Second Variations with Varying Support. In this section we generalize
Theorem 3.16 to the case where the Hilbert space L2(K, dm) is extended by a one-
dimensional vector space consisting of functions supported on a set which is disjoint
from the support of m. More specifically, we choose a normalized measure n on K with

suppn ∩ suppm = ∅ .

We arbitrarily extend the function f to suppn.
In order to consider second variations, we introduce the Hilbert space (H,

〈
.|.
〉
) as

H = L2(K, dm) ⊕R .

We extend the operator L, (3.50), to H by

L (u, a) = (φ, b) with

φ(x) =

∫

K
L(x, y)u(y) dm(y) + a

∫

K
L(x, y) dn(y)

b =

∫∫

K×K
L(x, y)u(y) dm(y) dn(x) + a

∫∫

K×K
L(x, y) dn(x) dn(y) .

Then the following theorem holds.

Theorem 3.17. Assume that ρ is a minimizer of the variational principle of Defini-
tion 1.1, where the constant C satisfies (1.16). If T (ρ) = C, we assume furthermore
that the function t is not constant on suppm. Then the operator L is positive semi-
definite on the subspace

J :=
〈
t, g1, . . . , gL

〉⊥
⊂ H .

Proof. Assume on the contrary that the operator πJLπJ is not positive semi-definite.
Then the operator has a negative eigenvalue λ with corresponding eigenvector v. Just
as in the proof of Theorem 3.16, we can choose a bounded function w = (u, a) ∈ H∩J
with 〈w|Lw〉 < 0. Possibly by flipping the sign of w we can arrange that a ≥ 0. Next,
we again choose a function φ ∈ H with suppφ ⊂ suppm satisfying (3.51). Then the
variation

m̃τ = (1 + τu− τ2φ)m + τan

f̃τ (x) =
(
1 + τ2φ

)
f(x)

is admissible for sufficiently small positive τ . Repeating the arguments in the proof of
Theorem 3.16 gives the result. �

3.6. An A-Priori Estimate. We conclude this section with estimates under the
additional assumption that

inf
x∈suppm

Leff(x, x) > 0 . (3.55)

This condition is clearly satisfied in the case κ > 0. In the case κ = 0, the esti-
mates in [4, Section 4] show that L(x, x) is bounded from below, provided that the
trace Tr(x) is bounded away from zero. However, it is conceivable that for a general
minimizer, Tr(x) might have zeros on the support of ρ, so that (3.55) could be violated.
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Proposition 3.18. Under the assumptions of Theorem 3.11 and assuming (3.55), the
function f is essentially bounded, f ∈ L∞(K, dm(0)). Moreover, there is a constant c =
c(F) such that for every ε > 0 the inequality

∫

K
|f |4−ε dm ≤

c

inf
x∈suppm

Leff(x, x)

S + κT

1− 2−ε
(3.56)

holds.

Proof. In order to prove that f ∈ L∞(K, dm), we proceed indirectly and assume that f
is not essentially bounded. Then there is a point x ∈ K such that for every ε > 0,

ess sup
Bε(x)

|f | = ∞ . (3.57)

By decreasing ε, we can arrange by continuity that

Leff(y, z) ≥ δ :=
1

2
inf
x∈K

Leff(x, x) for all y, z ∈ Bε(x) .

Using (3.30), (3.31) and (3.47), we conclude that for any y ∈ Bε(x) ∩ supp ρ,

(ℓ+ κt)(y) ≥ f(y)2 δ

∫

Bε(x)
f2(z) dm(z) .

The last integral is non-zero in view of (3.57). Thus by choosing y appropriately, we
can make (ℓ+ κt)(y) arbitrarily large, in contradiction to Theorem 3.11.

In order to prove the inequality (3.56), for any L > 0 we introduce the set

KL = {x ∈ K | |f(x)| > L} .

Integrating (3.49) over KL gives
∫∫

KL×K
Leff(x, y) f(x)

2 dm(x) f(y)2 dm(y) = m(KL) (S + κT ) .

The covering argument in [5, Lemma 2.12] shows that there is a constant c = δ(F) > 0
such that

( ∫

KL

f2 dm
)2

inf
x∈K

Leff(x, x) ≤ cm(KL) (S + κT ) .

Setting c1 = c/ infx∈K Leff(x, x), it follows that

L4
m(KL)

2 ≤ c1 m(KL) (S + κT )

and thus

m(KL) ≤ c1 (S + κT )
1

L4
.

Now we can estimate the integral by considering the sequence Ln = 2n,
∫

K
|f4−ε| dm ≤

∞∑

n=0

(2Ln)
4−ε

m(KLn
) ≤ c1 (S + κT )

∞∑

n=0

(2Ln)
4−ε L−4

n

≤ 16 c1 (S + κT )
∞∑

n=0

2−nε = 16 c1 (S + κT )
1

1− 2−ε
.

This gives (3.56). �
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4. The Euler-Lagrange Equations in the Equivariant Case

In this section, we extend the previous results to the setting of a symmetry group
(possibly non-compact) acting on the measures. To this end, we first replace C

k by
a Hilbert space (H, 〈.|.〉H) of possibly infinite dimension k ∈ N ∪ {∞}. For a given
parameter n ∈ N, we again let F ⊂ L(H) be the set of all operators of rank at most 2n
with at most n positive and at most n negative eigenvalues. Moreover, we let G be a
topological group and U a continuous unitary representation of G on H. Then G also
acts on F by

U(g) : F → F : x 7→ U(g)xU(g)−1 . (4.1)

A Borel measure ρ on F is called equivariant if U(g)∗ρ = ρ for all g ∈ G. An equivariant
Borel measure ρ induces a measure on the quotient space F/G. It is called normalized
if ρ(F/G) = 1. We consider the class of measures

MG = {ρ equivariant normalized regular Borel measure on F} .

We introduce the functionals S and T by

S =

∫

F/G

∫

F

L[Axy] dρ(x) dρ(y) (4.2)

T =

∫

F/G

∫

F

|Axy|
2 dρ(x) dρ(y) (4.3)

and define the boundedness constraint as before,

(BC) The boundedness constraint: T ≤ C

In place of the trace and identity constraints, we now consider the following linear con-
straints. We let h1, . . . , hL ∈ C0(F/G) be continuous functions which are homogeneous
of degree one, i.e.

hl(λx) = λhl(x) for all x ∈ F/G .

For given constants ν1, . . . , νL ∈ R we introduce the functionals

Gl = νl −

∫

F/G
hl(x) dρ(x) .

(LC) The linear constraints: Gl = 0 for all l = 1, . . . , L.

Definition 4.1. For any parameter C > 0, our equivariant causal variational

principle is to minimize S by varying ρ ∈ MG under the constraints (BC) and (LC).

If H is finite dimensional, the existence of minimizers follows immediately by applying
the compactness results in [5, Section 2]. Moreover, the trace and identity constraints
can be reformulated in terms of (LC). In the infinite dimensional situation, the trace
constraint is obviously again of the form (LC). For the identity constraint, however, it
is in general not clear how by modding out the group action, the integral over F in (TC)
can be rewritten as an integral over F/G. Furthermore, whenH is infinite dimensional,
there are no general existence results. It is to be expected that minimizers exist only
for particular choices of the symmetry group G and its unitary representation U (for
a specific result in this direction see [5, Theorem 4.2]). For simplicity, we do not
consider questions related to existence of minimizers. Instead, we simply assume that
an equivariant minimizer ρ is given. Moreover, we only treat the case where K/G is
compact. The case when K/G is non-compact remains an open problem which goes
beyond the scope of the present work.
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Introducing the moment measures again by (2.2)–(2.4), we can rewrite the action
and the constraints in analogy to (2.6)–(2.8) and (2.9) by

Gl = νl −

∫

K/G
gl dm where gl(x) := f(x)hl(x) (4.4)

S(ρ) =

∫

K/G

∫

K
L[Axy] f(x)

2 f(y)2 dm(x) dm(y) (4.5)

T (ρ) =

∫

K/G

∫

K
|Axy|

2 f(x)2 f(y)2 dm(x) dm(y) , (4.6)

where f ∈ L2(K/G, dm). Note that the integration range of the integrals in (4.5)
and (4.6) is the non-compact set K. The fact that S and T are bounded ensures
that the integrals exist. However, it is not clear whether the functionals S and T are
Fréchet differentiable (cf. Lemma 3.4). In order to ensure Fréchet differentiability, we
impose the following condition.

Definition 4.2. The minimizer ρ is called T -bounded if

sup
x∈K/G

∫

K
|Axy|

2 f(y)2 dm(y) <∞ .

By straightforward adaptions of the methods used in Section 3 one derives the following
result.

Theorem 4.3. Suppose that ρ is a T -bounded minimizer of the equivariant variational
principle of Definition 4.1. Assume that K/G is compact and that

C > Cmin := inf
{
T (µ) | µ ∈ MG satisfies (LC)

}
.

Then for a suitable choice of the Lagrange multipliers

κ ≥ 0 and λ1, . . . , λL ∈ L(Ck) ,

the measure ρ is supported on the intersection of the level sets (1.17), where the func-
tion Φ2 is given by (1.13) and

Φ1(x) := −

L∑

l=1

λl hl(x) .

In the case T (ρ) < C, we may choose κ = 0.

Theorems 3.13, 3.14, 3.16 and 3.17 also hold in the equivariant setting for T -bounded
minimizers if we only replace the Hilbert space L2(K, dm) by L2(K/G, dm) and the
integrals over K by integrals over K/G.
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