
Universität Regensburg
Mathematik

Parametric Approximation of Surface

Clusters driven by Isotropic and

Anisotropic Surface Energies

J.W. Barrett, H. Garcke, R. Nürnberg

Preprint Nr. 04/2009



Parametric Approximation of Surface Clusters driven
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Abstract

We present a variational formulation for the evolution of surface clusters in R
3

by mean curvature flow, surface diffusion and their anisotropic variants. We intro-

duce the triple junction line conditions that are induced by the considered gradient

flows, and present weak formulations of these flows. In addition, we consider the

case where a subset of the boundaries of these clusters are constrained to lie on

an external boundary. These formulations lead to unconditionally stable, fully dis-

crete, parametric finite element approximations. The resulting schemes have very

good properties with respect to the distribution of mesh points and, if applicable,

volume conservation. This is demonstrated by several numerical experiments, in-

cluding isotropic double, triple and quadruple bubbles, as well as clusters evolving

under anisotropic mean curvature flow and anisotropic surface diffusion, including

for regularized crystalline surface energy densities.

Key words. surface clusters, mean curvature flow, surface diffusion, soap bubbles,
triple junction lines, parametric finite elements, anisotropy, tangential movement
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1 Introduction

Equilibrium soap bubble clusters are stationary solutions of the variational problem in
which one seeks a least area way to enclose and separate a number of regions with pre-
scribed volumes. The relevant energy in this case is given as the sum of the total surface
area. In this paper we study gradient flows of this energy leading to mean curvature flow
and surface diffusion depending on whether we consider the gradient flow with respect to
the L2- or the H−1-inner product. In the case of surface diffusion the enclosed volumes
are preserved, and hence stationary solutions are soap bubble clusters; whereas in the
case of mean curvature flow the enclosed volumes are not preserved, and bounded initial
data will in general vanish in finite time.
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For the above geometric flows one has to impose angle conditions at points where
different surfaces meet, or where a surface meets a fixed external boundary. For example,
in the case of mean curvature flow with equal constant surface energy densities a 120◦

angle condition has to hold at triple junction lines, while a 90◦ contact angle holds where
a surface meets an external boundary. Mean curvature flow is a parabolic equation of
second order, whereas surface diffusion leads to a parabolic equation of fourth order. As
surface diffusion is of higher order, one would expect that additional boundary conditions
have to hold at triple junction and boundary contact lines. Physically motivated boundary
conditions have been derived by Garcke and Novick-Cohen (2000), via formal asymptotics,
as a singular limit of a degenerate Cahn–Hilliard system. It turns out that, besides the
angle condition, a flux condition and, in the case of triple junction lines, a condition related
to the continuity of the chemical potentials have to be prescribed. Geometrically the triple
junction line conditions imply that the derivatives of the mean curvature in the direction of
the conormal of the surfaces are equal and that a weighted sum of the mean curvatures of
the surfaces has to vanish, respectively. The last condition is also related to the well-known
fact that for an equilibrium soap bubble cluster the mean curvature of the surface is given
as a pressure difference. This, together with the fact that the flow is volume preserving,
is the reason why steady state solutions for surface diffusion with triple junction lines
are natural candidates for surface area minimizing soap bubble constellations for fixed
given volumes. Intriguingly, although the search for such area minimizing constellations
historically has received a lot of attention among mathematicians, only very few things
are actually known. For instance, for two enclosed volumes it is known that the so-called
standard double bubble is the unique global minimizer, see Hutchings et al. (2002). We
refer to the recent review article Morgan (2007) for more details on historical developments
and open questions in this area.

In the plane existence of solutions for mean curvature flow and surface diffusion with
triple junction points has been shown by Bronsard and Reitich (1993) and Garcke and
Novick-Cohen (2000), respectively. For the higher dimensional case it is known that very
weak solutions exist for the mean curvature flow. In fact, the theory of Brakke, who in his
seminal paper Brakke (1978) first proved an existence result for the mean curvature flow
of so-called varifolds of arbitrary dimension and codimension, also allows one to consider
triple junctions. A well-posedness result for classical solutions of the mean curvature flow
of surface clusters in R

3 has been shown recently by Depner et al. (2009). To the best
of our knowledge, corresponding results for the surface diffusion flow of surface clusters
with triple junction lines remain open.

Here we will also study situations in which the energy is proportional to surface area,
but now the constant of proportionality might be different on each of the surfaces making
up the bubble. This frequently appears in the case of clusters of immiscible fluids, where
the energy depends upon which fluids are separated by the surface. Another important
situation in applications is the case when the surface energy depends not only on its area
but also on its tangent plane (which for hypersurfaces is equivalent to a dependence on
the normal). Such energies are called anisotropic, and for highly anisotropic situations
equilibrium shapes can be polytopes. In such a case one speaks of crystalline energies.
For a good introduction to variational problems involving clusters we refer to the book
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Morgan (1988), where also the most relevant references can be found. In addition, we refer
to Almgren (1976); Taylor (1976); Foisy et al. (1993); Lawlor and Morgan (1994); Morgan
(1994); Hass et al. (1995); Almgren and Taylor (1996); Sullivan and Morgan (1996); Taylor
(1999) for additional information on variational problems involving surface energies for
clusters. Curvature driven surface evolution with triple junction lines and/or boundary
contact plays a fundamental role in many applications. For example, grain boundaries are
driven by mean curvature flow and surface diffusion is an important transport mechanism
in the context of thermal grooving, epitaxial growth and electromigration, see e.g. Smith
(1948); Herring (1951); Mullins (1956); Sutton and Balluffi (1995) and the references
therein.

In this paper we study the evolution of surface clusters by mean curvature flow or
surface diffusion, and their anisotropic variants, in R

3. In particular, we are interested
in the numerical approximation of these geometric evolution laws for surface clusters.
This paper generalizes the parametric finite element approximation for the evolution of
curve networks in the plane, that was introduced and analysed by the present authors in
Barrett, Garcke, and Nürnberg (2007a,b, 2008a), to the natural analogue in three space
dimensions. Of course, in this higher dimensional setting the topology is richer, and, in
addition to triple junction lines, quadruple junction points have to be considered. In par-
ticular, we will present parametric finite element approximations for second and fourth
order geometric evolution equations that are unconditionally stable and that exhibit very
good mesh properties. The latter makes a heuristical remeshing during the evolution un-
necessary. Finally, we will also extend these approximations from isotropic to anisotropic
surface energy densities, on utilizing ideas that were introduced by the present authors in
Barrett, Garcke, and Nürnberg (2008c).

Existing approaches for the numerical approximation of surface clusters include the
well-known Surface Evolver by Brakke, Brakke (1992), where a direct parameterization
and a gradient descent method for a given energy are used in order to find certain surface
area minimizers. We note that the Surface Evolver has recently been used to numerically
study large soap bubble clusters, see e.g. Cox and Graner (2004) and Kraynik et al.
(2004). A level set approach for the simulation of the evolution of soap bubbles has
been considered in Zhao et al. (1998). Phase field methods can be used to approximate
curvature flows with triple junction lines and we refer to, e.g. Garcke et al. (2008) and
Nestler et al. (2008). Numerical results for a finite element approximation of a phase field
model for multi-component surface diffusion, i.e. surface diffusion with triple junction
lines, are given in Nürnberg (2009); while an alternative finite element approximation of
the same phase field model will be given in the forthcoming article Barrett, Garcke, and
Nürnberg (2009). Note that most of the existing numerical results are for isotropic surface
energies only.

Let us now specify the geometric evolution equations for a cluster of surfaces in more
detail. We assume that the surface cluster is connected and consists of IS ∈ N, IS ≥ 3,
hypersurfaces with boundaries in R

3, and IT ∈ N, IT ≥ 0, different triple junction lines. In
order to parameterize the surfaces we choose a collection of domains Ωi ⊂ R

2, i = 1 → IS.
The surface cluster is then given with the help of parameterizations ~xi : Ωi × [0, T ] → R

3
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with ~xi(Ωi, t) = Γi(t), where the Γi, i = 1 → IS, are the surfaces constituting the cluster.
Here and throughout we will often use the shorthand notation ~x(Ω, t) = Γ(t), where
Ω := (Ω1, . . . , ΩIS

) and Γ(t) := (Γ1(t), . . . , ΓIS
(t)). Note that for the standard double

bubble we have that IS = 3 with IT = 1, and for the standard triple bubble we have that
IS = 6 and IT = 4, see e.g. Figures 4 and 11. In the former case two volumes are enclosed
by the surface cluster, in the latter three. In these cases, one can choose, for example,
all the domains Ωi, i = 1 → IS, as the unit disk in R

2; Ωi = {~z ∈ R
2 : |~z| ≤ 1} with

boundary ∂Ωi = S1, i.e. the unit circle in R
2.

Typically three surfaces meet at line junctions, and in this paper we will restrict
ourselves to this case; i.e. we will not allow for four surfaces meeting at a line. In the
case that all surfaces have the same isotropic energy such a case would be unstable. But
we point out that quadruple junction lines can also be stable, if the energies are not the
same; see e.g. Cahn et al. (1992) and Garcke et al. (1999). Fundamental for the following
considerations will be the identities

∆s ~xi = ~κi ≡ κi ~νi , i = 1 → IS , (1.1)

which for a single surface, with or without boundary, was first used by Dziuk (1991)
to design a finite element method for geometric partial differential equations and mean
curvature flow; see also Dziuk (1994). The identity (1.1) is well-known from surface
geometry, see e.g. Deckelnick, Dziuk, and Elliott (2003), where ∇s is the surface (tangen-
tial) gradient, ∆s ≡ ∇s .∇s is the surface Laplacian (Laplace–Beltrami operator), ~xi is a
parameterization of Γi, ~κi is the mean curvature vector, κi is the sum of the principal
curvatures and ~νi is a unit normal to Γi. Here we use the sign convention that κi is
positive, if the surface Γi is curved in the direction of the normal ~νi. In this paper, we
will investigate the motion of the surface cluster by mean curvature flow

Vi = κi , i = 1 → IS, (1.2)

where Vi := [~xi]t . ~νi is the normal velocity of the surface Γi; and the motion by surface
diffusion

Vi = −∆s κi , i = 1 → IS . (1.3)

In addition to the above differential equations, certain boundary conditions have to be
prescribed at the boundaries of the surfaces Γi, i = 1 → IS, and this will be outlined
below. We remark that it is also possible to consider a setup, where motion by mean
curvature is only prescribed for a subset of the surfaces making up the cluster, while
the remaining surfaces move by motion by surface diffusion. This is of relevance e.g.
in thermal grooving (Mullins (1958)), in interface motion in polycrystalline two-phase
materials (Cahn (1991)), and in the evolution of boundaries in the electromigration of
intergranular voids (see Barrett, Garcke, and Nürnberg (2007c)). A parametric finite
element approximation of such flows for curve networks in the plane has been considered
in Barrett, Garcke, and Nürnberg (2007b). However, in this paper we will only consider
the purely second and fourth order flows (1.2) and (1.3), respectively, as well as their
anisotropic counterparts.

In order to describe the necessary conditions that need to hold at triple junction
lines, where three surfaces meet, and at quadruple junction points, where four triple
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junction lines meet, we introduce the following notation. Assume that ∂Ωi, the boundary
of Ωi, is partitioned into ∂jΩi, j = 1 → I i

P , I i
P ≥ 1. Then the triple junction lines

Tk, k = 1 → IT , are parameterized with the help of the partitioned boundaries ∂jΩi,
j = 1 → I i

P , i = 1 → IS. We assume that for each Tk, there exist pairs (sk
1, p

k
1), (sk

2, p
k
2)

and (sk
3, p

k
3) with sk

1 < sk
2 < sk

3, such that

Tk(t) := ~xsk
1
(∂pk

1
Ωsk

1
, t) = ~xsk

2
(∂pk

2
Ωsk

2
, t) = ~xsk

3
(∂pk

3
Ωsk

3
, t) , k = 1 → IT . (1.4a)

Note that for a standard double bubble, as in e.g. Figure 4, we simply have IT = I i
P = 1,

i = 1 → 3, and T1 is defined via
(
(s1

j , p
1
j)
)3

j=1
= ((1, 1), (2, 1), (3, 1)). For a standard

triple bubble, as in e.g. Figure 11, on the other hand, we have that IT = 4 and I i
P = 2,

i = 1 → 6, meaning that there are four triple junction lines and that the boundary of
each surface Γi, i = 1 → 6, partitions into two parts, each meeting a different triple
junction line. The conditions that need to hold at a triple junction line, see e.g. Bronsard
et al. (1998) and Garcke and Novick-Cohen (2000), can then be formulated as follows. In
the case of mean curvature flow with isotropic and equal surface energies we require, in
addition to the attachment conditions (1.4a), that

3∑

j=1

~µsk
j

= ~0 on Tk , k = 1 → IT , (1.4b)

where ~µi denotes the conormal, i.e. the intrinsic outer unit normal to ∂Γi, the boundary
of Γi, that lies within the tangent plane of Γi. The identities (1.4b) are force balance
conditions on the triple junction lines Tk ⊂ R

3, k = 1 → IT . In the case of equal isotropic
energies, as considered here, the conditions (1.4b) lead to the well known 120◦ angle
condition at triple junction lines. As mentioned above, we need additional boundary
conditions for surface diffusion. To formulate these conditions we need to choose an
appropriate orientation of the normals along the triple junction lines. Let ~νi be a global
normal field on Γi. Then we choose at a triple junction point on Tk, k = 1 → IT , an
orientation ok := (ok

1, o
k
2, o

k
3), where ok

j ∈ {−1, 1}, such that (ok
j ~νsk

j
, ~µsk

j
), j = 1 → 3, all

have the same orientation in the plane orthogonal to Tk at that point; see Figure 1. Then
the additional boundary conditions are

ok
1 ~µsk

1
.∇s κsk

1
= ok

2 ~µsk
2
.∇s κsk

2
= ok

3 ~µsk
3
.∇s κsk

3
on Tk , k = 1 → IT , (1.4c)

3∑

j=1

ok
j κsk

j
= 0 on Tk , k = 1 → IT ; (1.4d)

where (1.4c) are flux balance conditions and (1.4d) are chemical potential continuity
conditions that need to hold on triple junction lines.

We remark that at quadruple junction points no extra conditions need to be pre-
scribed, since the behaviour at quadruple junction points is completely determined by
the triple junction line conditions; see Taylor (1976) or Bronsard et al. (1998) for details.
In particular, as a consequence of the 120◦ degree angle conditions on the triple junction
lines, at a quadruple junction the four triple junction curves meet at equal arccos(−1

3
)
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b
Tk

Γsk
1

Γsk
2

Γsk
3

~νsk
3

~νsk
1

~νsk
2

~µsk
3

~µsk
1

~µsk
2

b
Tk

Γsk
1

Γsk
2

Γsk
3

~νsk
3~νsk

1

~νsk
2

~µsk
3

~µsk
1

~µsk
2

Figure 1: Sketch of the local orientation of (Γsk
1
, Γsk

2
, Γsk

3
) at the triple junction line Tk

(blue). Depicted above is a plane Tk that is perpendicular to Tk. In the example on the
left, ok := (ok

1, o
k
2, o

k
3) can be chosen as ok = (1, 1, 1). However, in the example on the

right we require ok = ±(1, 1,−1).

angles, where arccos(−1
3
) ≈ 109◦. We note that these angles are well-known in the theory

of minimal surfaces, see e.g. Hildebrandt and Tromba (1985).

In conclusion, motion by mean curvature is given by (1.2) together with (1.4a,b), and
surface diffusion is given by (1.3) with (1.4a–d). In Section 2 we show that both of these
geometric evolution equations are gradient flows of the total surface area

E(Γ) = |Γ| :=

IS∑

i=1

∫

Γi

1 dH2 , (1.5)

where Hd is the d-dimensional Hausdorff measure in R
3. In addition, the surface diffu-

sion flow is volume preserving, i.e. the volume of each enclosed bubble is preserved; see
Remark 2.1 below.

We now introduce weak formulations of these evolution equations. These weak for-
mulations will form the basis of our finite element approximations, which we introduce in

Section 3. Let Ŵ (Γ) :=
IS×
i=1

H1(Γi, R) = {(χ1, . . . , χIS
) : χi ∈ H1(Γi, R), i = 1 → IS} and

V (Γ) := {(~χ1, . . . , ~χIS
) ∈

IS×
i=1

H1(Γi, R
3) : ~χsk

1
= ~χsk

2
= ~χsk

3
on Tk, k = 1 → IT} ,

(1.6a)

W (Γ) := {(χ1, . . . , χIS
) ∈ Ŵ (Γ) :

3∑

j=1

ok
j χsk

j
= 0 on Tk, k = 1 → IT} , (1.6b)

where here and throughout Γ = (Γ1, . . . , ΓIS
) with Γi = Γi(t) = ~xi(Ωi, t), i = 1 → IS;

where ~x(·, t) ∈ V (Ω),

V (Ω) := {(~χ1, . . . , ~χIS
) ∈

IS×
i=1

H1(Ωi, R
3) : ~χsk

1
(∂pk

1
Ωsk

1
) = ~χsk

2
(∂pk

2
Ωsk

2
) = ~χsk

3
(∂pk

3
Ωsk

3
) ,

k = 1 → IT}. (1.6c)

From now on, and throughout this paper, we will use the shorthand notation η ∈ W (Γ) to
mean η = (η1, . . . , ηIS

) ∈ W (Γ), and similarly for other functions and quantities defined
on all surfaces Γi, i = 1 → IS. In addition, for scalar, vector and tensor valued functions
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η, χ ∈
IS×
i=1

L2(Γi, Y ), with Y = R, R
3 or R

3×3, we define the L2 inner product 〈·, ·〉 over Γ

as follows

〈η, χ〉 :=

IS∑

i=1

∫

Γi

ηi . χi dH2 . (1.7)

Following Barrett, Garcke, and Nürnberg (2007b, 2008b), we reformulate (1.2) and
(1.3) as

[~xi]t . ~νi = κi , κi ~νi = ∆s ~xi , i = 1 → IS , (1.8)

and [~xi]t . ~νi = −∆s κi , κi ~νi = ∆s ~xi , i = 1 → IS ; (1.9)

respectively. Then multiplying the first equation in (1.8) with a test function η ∈ Ŵ (Γ)
and the second equation with a test function ~χ ∈ V (Γ), integrating over Γ and using
Green’s formula for surfaces, we obtain the following weak formulation for mean curvature
flow: Find ~x ∈ V (Ω) and κ ∈ Ŵ (Γ) such that

〈~xt, η ~ν〉 − 〈κ, η〉 = 0 ∀ η ∈ Ŵ (Γ) , (1.10a)

〈κ ~ν, ~χ〉 + 〈∇s ~x,∇s ~χ〉 = 0 ∀ ~χ ∈ V (Γ) . (1.10b)

Similarly, for the surface diffusion flow we obtain: Find ~x ∈ V (Ω) and κ ∈ W (Γ) such
that

〈~xt, η ~ν〉 − 〈∇s κ,∇s η〉 = 0 ∀ η ∈ W (Γ) , (1.11a)

〈κ ~ν, ~χ〉 + 〈∇s ~x,∇s ~χ〉 = 0 ∀ ~χ ∈ V (Γ) . (1.11b)

We observe that in the above the conditions (1.4b), and where applicable (1.4c), are
formulated weakly, while the remaining conditions are enforced strongly through the trial
spaces; recall (1.6a,b).

In the remainder of this section, we outline the generalizations of (1.10a,b) and
(1.11a,b) to the case of fully anisotropic surface energies. In this case the isotropic free
energy (1.5) is replaced by the anisotropic energy

Eγ(Γ) = |Γ|γ :=

IS∑

i=1

|Γi|γi
:=

IS∑

i=1

∫

Γi

γi(~νi) dH2 , (1.12)

where γ := (γ1, . . . , γIS
) with γi, i = 1 → IS, being positive and absolutely homogeneous

functions of degree one; i.e. in particular γi : R
3 → R≥0 with γi(~p) > 0 if ~p 6= ~0 and

γi(λ ~p) = |λ| γi(~p) ∀ ~p ∈ R
3, ∀ λ ∈ R ⇒ γ′

i(~p) . ~p = γi(~p) ∀ ~p ∈ R
3 \ {~0}, (1.13)

where γ′
i is the gradient of γi. In the isotropic case we have that

γi(~p) = σi |~p| , with σi > 0 , i = 1 → IS, (1.14)

which implies that γi(~ν) = σi; and so |Γi|γi
in (1.12) reduces to σi |Γi|, the scaled surface

area of Γi. In the isotropic equal energy density case we have, in addition, that σi = 1,
i = 1 → IS; and so Eγ(Γ) reduces to E(Γ), the surface area of Γ.
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Following our recent work in Barrett, Garcke, and Nürnberg (2008a,c), we will restrict
ourselves to anisotropic surface energy densities of the form

γi(~p) =

(
Li∑

ℓ=1

[γ
(ℓ)
i (~p)]ri

) 1
ri

, where γ
(ℓ)
i (~p) :=

√
~p . G

(ℓ)
i ~p ,

⇒ γ′
i(~p) = [γi(~p)]1−ri

Li∑

ℓ=1

[γ
(ℓ)
i (~p)]ri−1 [γ

(ℓ)
i ]′(~p) , (1.15)

where ri ∈ [1,∞) and G
(ℓ)
i ∈ R

3×3, ℓ = 1 → Li, are symmetric and positive definite;
i = 1 → IS. This class of convex anisotropies (1.15) will lead to unconditionally stable
numerical approximations, see Section 3 below.

In order to visualize some anisotropies of the form (1.15), we briefly recall the definition
of the Wulff shape. For a given anisotropy function γi one defines its Frank diagram

Fi := {~p ∈ R
3 : γi(~p) ≤ 1}

and the corresponding Wulff shape, Wulff (1901),

Wi := {~q ∈ R
3 : γ∗

i (~q) ≤ 1} , where γ∗
i (~q) := sup

~p∈R3\{~0}

~p . ~q

γi(~p)
. (1.16)

As the Wulff shape Wi is known to be the solution of an isoperimetric problem, i.e. the
boundary of Wi is the minimizer of | · |γi

in the class of all (closed) surfaces enclosing the
same volume, see e.g. Fonseca and Müller (1991), it can be used to visualize the given
anisotropy. In Figures 2 and 3 we give the Frank diagrams and Wulff shapes for some
anisotropies γi of the form (1.15); most of which have already been considered in Barrett,
Garcke, and Nürnberg (2008c). Here we briefly state their definitions. Let

G
(ℓ)
i := R(~θ

(ℓ)
i )T diag(1, ε2

i , ε
2
i ) R(~θ

(ℓ)
i ) , (1.17)

where diag(a, b, c) denotes a diagonal matrix with diagonal entries a, b, c and R(~θ) :=
R1(θ1) R2(θ2) R3(θ3) with

R1(θ) :=

(
cos θ sin θ 0

− sin θ cos θ 0

0 0 1

)
, R2(θ) :=

(
cos θ 0 sin θ

0 1 0

− sin θ 0 cos θ

)
and R3(θ) :=

(
1 0 0

0 cos θ sin θ

0 − sin θ cos θ

)

being rotation matrices through the given angle θ. For the anisotropies in Figure 2 we used
ri = 1 and εi = 10−2 with (~θ

(1)
i , . . . , ~θ

(Li)
i ) = (~0, (π

2
, 0, 0), (0, π

2
, 0)) and

(~0, (0, π
3
, 0), (0, 2π

3
, 0), (π

2
, 0, 0)), respectively. Using the former example but now setting

ri = 30 yields the Frank diagram and Wulff shape as on the left of Figure 3. The final
displayed anisotropy in Figure 3 can be obtained by choosing ri = 30 and, for (1.17), set-

ting εi = 10−2 and (~θ
(1)
i , . . . , ~θ

(Li)
i ) = (~0, (0, π

2
, 0), (π

4
, 0, 0), (−π

4
, 0, 0), (0, π

2
, π

4
), (0, π

2
,−π

4
)).
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Figure 2: Frank diagrams and Wulff shapes for different choices of (1.15) with Li = 3, 4,
ri = 1.

Figure 3: Frank diagrams and Wulff shapes for different choices of (1.15) with Li = 3, 6
and ri = 30.

In order to define anisotropic mean curvature flow and anisotropic surface diffusion,
we introduce the Cahn–Hoffmann vectors, see Cahn and Hoffmann (1974),

~νγ,i := γ′
i(~νi) , i = 1 → IS ; (1.18a)

and define the weighted mean curvatures as

κγ,i := −∇s . ~νγ,i i = 1 → IS . (1.18b)

Then the anisotropic versions of mean curvature flow, (1.2), and surface diffusion, (1.3),
are given by

Vi = βi(~νi) κγ,i , i = 1 → IS , (1.19)

and Vi = −∇s . (βi(~νi)∇s κγ,i) , i = 1 → IS ; (1.20)

where βi : S2 → R>0, i = 1 → IS, are kinetic coefficients, and are assumed to be smooth,
even and positive functions defined on the unit sphere S2 ⊂ R

3. For a derivation of these
laws in the case of a single closed hypersurface we refer to Angenent and Gurtin (1989);
Gurtin (1993); Taylor et al. (1992); Taylor and Cahn (1994).

Naturally, the triple junction line conditions (1.4a–d) need to be generalized to the
anisotropic setting. Of course, the attachment conditions (1.4a) still need to hold. In
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addition, the following conditions have to hold on the triple junction lines:

3∑

j=1

[
γsk

j
(~νsk

j
) ~µsk

j
− (γ′

sk
j
(~νsk

j
) . ~µsk

j
) ~νsk

j

]
= ~0 on Tk , k = 1 → IT , (1.21a)

ok
1 ~µsk

1
. βsk

1
(~νsk

1
)∇s κγ,sk

1
= ok

2 ~µsk
2
. βsk

2
(~νsk

2
)∇s κγ,sk

2
= ok

3 ~µsk
3
. βsk

3
(~νsk

3
)∇s κγ,sk

3
on Tk ,

k = 1 → IT , (1.21b)
3∑

j=1

ok
j κγ,sk

j
= 0 on Tk , k = 1 → IT . (1.21c)

We note that in the isotropic case, (1.14), it holds that ~νγ,i = σi ~νi with κγ,i = σi κi, and
hence (1.21a–c) with β = (1, . . . , 1), on recalling that ~νi . ~µi = 0, simplify to

∑3
j=1 σsk

j
~µsk

j
=

~0, ok
1 σsk

1
~µsk

1
.∇s κsk

1
= ok

2 σsk
2
~µsk

2
.∇s κsk

2
= ok

3 σsk
3
~µsk

3
.∇s κsk

3
and

∑3
j=1 ok

j σsk
j
κsk

j
= 0 on

Tk for k = 1 → IT ; respectively. Hence we observe that (1.21a–c) collapse to (1.4b–d) in
the isotropic equal energy density case.

As in the isotropic case, (1.10a,b) and (1.11a,b), we are able to obtain the following
weak formulations, see Section 2 for details. For anisotropic mean curvature flow we
obtain: Find ~x ∈ V (Ω) and κγ ∈ Ŵ (Γ) such that

〈~xt, η ~ν〉 − 〈β(~ν) κγ, η〉 = 0 ∀ η ∈ Ŵ (Γ) , (1.22a)

〈κγ ~ν, ~χ〉 + 〈∇ eG
s ~x,∇ eG

s ~χ〉γ = 0 ∀ ~χ ∈ V (Γ) . (1.22b)

For anisotropic surface diffusion flow we obtain: Find ~x ∈ V (Ω) and κγ ∈ W (Γ) such
that

〈~xt, η ~ν〉 − 〈β(~ν)∇s κγ,∇s η〉 = 0 ∀ η ∈ W (Γ) , (1.23a)

〈κγ ~ν, ~χ〉 + 〈∇ eG
s ~x,∇ eG

s ~χ〉γ = 0 ∀ ~χ ∈ V (Γ) . (1.23b)

Here we have introduced the shorthand notation 〈∇ eG
s ·,∇ eG

s ·〉γ for the natural cluster
analogue of the inner product defined in Barrett, Garcke, and Nürnberg (2008c). This is

defined as follows. First, we introduce the symmetric positive definite matrices G̃
(ℓ)
i with

the associated inner products (·, ·) eG
(ℓ)
i

on R
3 by

G̃
(ℓ)
i := [det G

(ℓ)
i ]

1
2 [G

(ℓ)
i ]−1 and (~a,~b) eG

(ℓ)
i

= ~a . G̃
(ℓ)
i

~b ∀ ~a, ~b ∈ R
3 ,

ℓ = 1 → Li, i = 1 → IS .

With {~p, ~τ1, ~τ2} an orthonormal basis for R
3, it follows, on recalling (1.15), that

γ
(ℓ)
i (~p) = [det B

(ℓ)
i ]

1
2 , where B

(ℓ)
i ∈ R

2 with [B
(ℓ)
i ]jk = (~τj , ~τk) eG

(ℓ)
i

, j, k = 1 → 2 ;

see Barrett, Garcke, and Nürnberg (2008c, Lemma 2.1). Secondly, we set

H
(ℓ)
i := [D~xi]

T G̃
(ℓ)
i D~xi and [h

(ℓ)
i ]jk := [(H

(ℓ)
i )−1]jk , j, k = 1 → 2 ,

10



where D~xi denotes the Jacobian matrix. Then we have that

〈∇ eG
s ~η,∇ eG

s ~χ〉γ :=

IS∑

i=1

Li∑

ℓ=1

∫

Γi

[
γ

(ℓ)
i (~νi)

γi(~νi)

]ri−1

(∇ eG
(ℓ)
i

s ~ηi,∇
eG
(ℓ)
i

s ~χi) eG
(ℓ)
i

γ
(ℓ)
i (~νi) dH2 , (1.24a)

where for all smooth ~ηi, ~χi : Γi → R
3

(∇ eG
(ℓ)
i

s ~ηi,∇
eG
(ℓ)
i

s ~χi) eG
(ℓ)
i

:=

2∑

j=1

(∂~t
(ℓ)
i,j

~ηi, ∂~t
(ℓ)
i,j

~χi) eG
(ℓ)
i

=
2∑

j=1

2∑

k=1

[h
(ℓ)
i ]jk (∂k[~ηi ◦ ~xi], ∂j [~χi ◦ ~xi]) eG

(ℓ)
i

(1.24b)

with {~t(ℓ)i,1 ,~t
(ℓ)
i,2} being an orthonormal basis with respect to the G̃

(ℓ)
i inner product for the

tangent plane of Γi; see Barrett, Garcke, and Nürnberg (2008c, (2.8), (2.11), (2.20)) for
further details.

We remark that for equal isotropic energies γi(·) = | · |, i = 1 → IS, the formulations
(1.22a,b) and (1.23a,b) collapse to their isotropic counterparts (1.10a,b) and (1.11a,b),
respectively. We recall that the novel variational formulation in Barrett, Garcke, and
Nürnberg (2008c) has yielded the first unconditionally stable parametric approximations
of anisotropic geometric evolution equations in higher dimensions. Recently, an alterna-
tive stable finite element approximation for anisotropic mean curvature flow for closed
hypersurfaces in R

3 has been introduced in Pozzi (2008). For convex anisotropies, on
employing a stabilizing term that slightly changes the approximated flow, stability was
shown for a fully discrete approximation. However, we stress that this approximation
cannot be generalized to the case of surface clusters considered in this paper.

Finally, we will also consider situations in which parts of the boundaries of the surfaces
Γi, i = 1 → IS, are constrained to lie on the boundary ∂D of a domain D. In this case,
boundary conditions have to hold on these IB, IB ≥ 0, boundary lines. We introduce the
following notation to formulate the necessary conditions. Let the boundary line Bk be
given by the pair (sk, pk) such that, similarly to (1.4a),

Bk(t) := ~xsk
(∂pk

Ωsk
, t) ⊂ ∂D, k = 1 → IB . (1.25)

We note that throughout this paper, we assume for simplicity that

IB⋃

k=1

{(sk, pk)} ∩
IT⋃

k=1

3⋃

j=1

{(sk
j , p

k
j )} = ∅ ,

i.e. that no triple junction line Tk is constrained to lie on the boundary ∂D. This still
leaves the possibility open that a triple junction line meets the boundary ∂D at e.g. a
single point. In such a case, no extra conditions are needed at these points. In addition,
we assume that

(i, p) ∈
IB⋃

k=1

{(sk, pk)} ∪
IT⋃

k=1

3⋃

j=1

{(sk
j , p

k
j )} , p = 1 → I i

P , i = 1 → IS ;

11



i.e. that each part of the partitioned boundaries ∂Ωi is mapped by ~x either to a triple
junction line, or to a boundary line. Let ~n be the outer unit normal to ∂D. Then (1.25)
can be equivalently formulated as ~xsk

(∂pk
Ωsk

) ⊂ ∂D at time t = 0 together with

~n . ~xsk,t = 0 on Bk , k = 1 → IB . (1.26a)

In the case of anisotropic curvature flow we require in addition that

~n . γ′
sk

(~νsk
) = 0 on Bk , k = 1 → IB , (1.26b)

which collapses to a 90◦ angle condition, ~n . ~νsk
= 0, in the case of isotropic γsk

. In the case
of anisotropic surface diffusion we require, in addition to (1.26b), the no-flux boundary
condition

~µsk
.∇s κγ,sk

= 0 on Bk , k = 1 → IB . (1.26c)

This condition has been introduced for curves in the plane by Garcke and Novick-Cohen
(2000) in the isotropic case, and was generalized by Barrett, Garcke, and Nürnberg (2008a)
to the anisotropic case. The condition (1.26c) is the natural generalization of these con-
ditions in the plane to the case of surfaces in R

3.

2 Derivation of the governing equations

In this section, we will derive the governing equations for anisotropic mean curvature
flow, i.e. the weighted L2-gradient flow of (1.12), and anisotropic surface diffusion, i.e. the
weighted H−1-gradient flow of (1.12), for surface clusters in R

3. We will only consider the
general anisotropic situation, and so the isotropic case will just be a specific example of
this. First we state a transport theorem for anisotropic energies.

Lemma. 2.1. Let ~xi : Ωi × (−δ0, δ0) → R
3 be a smooth parameterization of an evolving

hypersurface (Γδ
i )|δ|<δ0 in R

3, where Ωi ⊂ R
2 is a smooth domain. Let ~νδ

i be a unit normal
field to Γδ

i , and let ~µδ
i be the conormal to ∂Γδ

i . In addition, let γi : R
3 → R≥0 be a given

anisotropy function satisfying (1.13). Then it holds that

d

dδ

∫

Γδ
i

γi(~ν
δ
i ) dH2 =

∫

Γδ
i

Vδ
i ∇s . γ′

i(~ν
δ
i ) dH2 +

∫

∂Γδ
i

~xi,δ . (γi(~ν
δ
i ) ~µδ

i − (γ′
i(~ν

δ
i ) . ~µδ

i ) ~νδ
i ) dH1,

where ~xi,δ := d
dδ

~xi and Vδ
i := ~xi,δ . ~νδ

i is the normal velocity of Γδ
i .

Proof. Using a transport theorem, which can be found for example in Gurtin (2000,
(15-31)) and Garcke and Wieland (2006, (2.9)), we obtain that

d

dδ

∫

Γδ
i

γi(~ν
δ
i ) dH2 =

∫

Γδ
i

(∂0 γi(~ν
δ
i ) − γi(~ν

δ
i )Vδ

i κ
δ
i ) dH2 +

∫

∂Γδ
i

γi(~ν
δ
i ) ~xi,δ . ~µδ

i dH1 ,

where ∂0 is the time derivative following Γδ
i , see Gurtin (2000, (15-21)) and κ

δ
i is the sum

of principal curvatures of Γδ
i . Since ∂0 ~νδ

i = −∇s Vδ
i , see Gurtin (2000, (15-24)), we obtain

12



the desired result by using integration by parts on manifolds, see e.g. Betounes (1986,
Corollary 4), and the identity γ′

i(~p) . ~p = γi(~p).

Applying the above lemma locally in a situation where the three surfaces Γsk
1
, Γsk

2
, Γsk

3
,

with surface energy densities γsk
1
, γsk

2
, γsk

3
, meet at a triple junction line Tk, we obtain the

condition
3∑

j=1

[
γsk

j
(~νsk

j
) ~µsk

j
− (γ′

sk
j
(~νsk

j
) . ~µsk

j
) ~νsk

j

]
= ~0 on Tk , (2.1)

i.e. (1.21a), in order for this boundary term on Tk to vanish. We remark that the vectors
~νsk

j
, ~µsk

j
, j = 1 → 3, all lie in the plane Tk perpendicular to the triple junction line Tk; see

Figure 1. We recall also the choice of (ok
1, o

k
2, o

k
3) so that (ok

j ~νsk
j
, ~µsk

j
), j = 1 → 3, have the

same orientation. Noting that γ′
i(~pi) . ~p = γi(~p) = γi(−~p) = −γ′

i(−~pi) . ~p, it follows from
(2.1) that

3∑

j=1

[
(γ′

sk
j
(ok

j ~νsk
j
) . (ok

j ~νsk
j
)) ~µsk

j
− (γ′

sk
j
(ok

j ~νsk
j
) . ~µsk

j
) (ok

j ~νsk
j
)

]
= ~0 on Tk . (2.2)

Hence on rotating the left-hand side of (2.2) by 90◦ in the plane Tk, we deduce that (2.2)
is equivalent to

3∑

j=1

Π|Tk
γ′

sk
j
(ok

j ~νsk
j
) = ~0 on Tk , (2.3)

where Π|Tk
is the orthogonal projection onto the plane Tk. The identity (2.1) can be

interpreted as a force balance on the triple junction line Tk, see Cahn and Hoffmann (1974)
and Garcke and Nestler (2000). It simplifies in the isotropic case, (1.14), to

∑3
j=1 σsk

j
~νsk

j
=

~0, which for equal isotropic surface energies is equivalent to (1.4b).

If we require that parts of the boundaries of Γ remain on ∂D, we need to deduce
additional conditions. With ~n the outer unit normal to ∂D, we first of all require that
~n . ~xsk,t = 0 on Bk ⊂ ∂Γsk

∩ ∂D, i.e. (1.26a), in order to obtain that this part of ∂Γsk

remains on ∂D, for k = 1 → IB. In addition, for k = 1 → IB, we require that

~xsk,t . (γsk
(~νsk

) ~µsk
− (γ′

sk
(~νsk

) . ~µsk
) ~νsk

) = 0 on Bk (2.4)

for all ~n . ~xsk,t = 0 on Bk in order for this boundary term to vanish. We note that
~νsk

, ~µsk
, ~n all lie in the plane Bk perpendicular to Bk. In addition, we note that (2.4) is

equivalent to the vector γsk
(~νsk

) ~µsk
− (γ′

sk
(~νsk

) . ~µsk
) ~νsk

being a multiple of ~n, and so a
90◦ degree rotation in the plane Bk of this vector yields, similarly to (2.3), that

~n . (Π|Bk
γ′

sk
(~νsk

)) = 0 on Bk ,

where Π|Bk
is the orthogonal projection onto the plane Bk. Since ~n ∈ Bk, we obtain that

the IB boundary conditions (2.4) are equivalent to (1.26a,b).

Using Lemma 2.1 and recalling (1.18a,b), we now deduce that surface clusters, with
triple junctions lines, evolving by the anisotropic mean curvature law (1.19) together with
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the attachment conditions (1.4a) and the boundary conditions (1.21a) fulfill the energy
inequality

d

dt
Eγ(Γ) =

d

dt

(
IS∑

i=1

∫

Γi

γi(~νi) dH2

)
= −

IS∑

i=1

∫

Γi

1

βi(~νi)
V2

i dH2 ≤ 0 . (2.5)

This proves that (1.19) with (1.4a), (1.21a) is the (weighted) L2-gradient flow of Eγ(Γ).
In addition, it is easily seen that (2.5) remains valid if parts of ∂Γi are constrained to lie
on ∂D, i.e. if the boundary conditions (1.26a,b) are imposed.

Similarly, in the case of surface clusters, with triple junctions lines, evolving by the
anisotropic surface diffusion law (1.20), together with the attachment conditions (1.4a)
and the boundary conditions (1.21a–c), we deduce that

d

dt
Eγ(Γ) =

IS∑

i=1

∫

Γi

Vi ∇s . (γ′(~νi)) dH2 =

IS∑

i=1

∫

Γi

∇s . (βi(~νi)∇s κγ,i) κγ,i dH2

= −
IS∑

i=1

∫

Γi

βi(~νi) |∇s κγ,i|2 dH2 ≤ 0 , (2.6)

where the boundary terms which arise from performing integration by parts vanish as
(1.21b,c) imply that for k = 1 → IT

3∑

j=1

κγ,sk
j
βsk

j
(~νsk

j
)∇s κγ,sk

j
. ~µsk

j
= 0 on Tk . (2.7)

On noting that κγ,i is minus the inverse of the weighted surface Laplacian defined in
(1.20) acting on Vi, we see from (2.6) that (1.20) with (1.4a), (1.21a–c) is the (weighted)
H−1-gradient flow of Eγ(Γ). Once again, it is easily seen that (2.6) remains valid if parts
of ∂Γi are constrained to lie on ∂D if the boundary conditions (1.26a–c) are imposed.

In the remainder of this section, we restrict ourselves to the class of anisotropies
(1.15) and derive the weak formulations (1.22a,b) and (1.23a,b). First we compute the
first variation of the anisotropic surface energy (1.12).

Lemma. 2.2. Let Eγ be given by (1.12) with γ = (γ1, . . . , γIS
) as in (1.15). Furthermore

let ~g ∈ V (Γ) be a smooth vector field and

Γδ := {~z + δ ~g(~z) : ~z ∈ Γ = ~x(Ω)} . (2.8)

Then, on recalling (1.24a,b), we obtain that

d

dδ
Eγ(Γ

δ) |δ=0= 〈∇ eG
s ~x,∇ eG

s ~g〉γ . (2.9)

Proof. We use the same arguments as in the proofs of Barrett, Garcke, and Nürnberg
(2008c, Lemma 2.5,Theorem 2.1) to compute the first variation of

∫
Γi

γi(~νi) dH2. We
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note that the arguments applied there to closed surfaces remain true for surfaces Γi,
i = 1 → IS, with boundaries ∂Γi. We briefly outline the key steps of the proof.

First, we consider the case of Γi, where γi is defined by (1.15) with Li = 1. Then
combining Barrett, Garcke, and Nürnberg (2008c, Lemma 2.5, Lemma 2.2, (2.19b)) with
(1.24b) yields that

d

dδ

∫

Γi

γi(~νi) dH2 |δ=0 =

∫

Ωi

2∑

j=1

2∑

k=1

[h
(1)
i ]jk (∂k~xi, ∂j [~gi ◦ ~xi]) eG

(1)
i

[det H
(1)
i ]

1
2 dL2

=

∫

Γi

(∇ eG
(1)
i

s ~xi,∇
eG
(1)
i

s ~gi) eG
(1)
i

γi(~νi) dH2 , (2.10)

where Ld denotes the Lebesgue measure in R
d.

The extension of (2.10) to Li ≥ 1 and ri ∈ [1,∞) follows from combining Barrett,
Garcke, and Nürnberg (2008c, (2.45), Lemma 2.2, (2.19b)) and (1.24b), and we obtain
that

d

dδ

∫

Γi

γi(~νi) dH2 |δ=0 =

Li∑

ℓ=1

∫

Γi

[
γ

(ℓ)
i (~νi)

γi(~νi)

]ri−1

(∇ eG
(ℓ)
i

s ~xi,∇
eG
(ℓ)
i

s ~gi) eG
(ℓ)
i

γ
(ℓ)
i (~νi) dH2 . (2.11)

Summing (2.11) for i = 1 → IS then yields the desired result (2.9), on recalling the
definitions (1.12) and (1.24a).

Lemma. 2.3. Let γ be given by (1.15). Then for smooth Γ we obtain that its parameteri-
zation ~x ∈ V (Ω) satisfying

〈κγ ~ν, ~χ〉 + 〈∇ eG
s ~x,∇ eG

s ~χ〉γ = 0 ∀ ~χ ∈ V (Γ)

is equivalent to (1.18a,b) together with the attachment conditions (1.4a) and the boundary
conditions (1.21a).

Proof. Combining the results in Lemmas 2.1 and 2.2 for the evolving hypersurfaces
Γδ in (2.8) we obtain, as ~xi,δ = ~g, that

〈∇ eG
s ~x,∇ eG

s ~g〉γ =

IS∑

i=1

∫

Γi

(~g . ~νi)∇s . γ′
i(~νi) dH2+

IS∑

i=1

∫

∂Γi

~g . (γi(~νi) ~µi−(γ′
i(~νi) . ~µi) ~νi) dH1 .

Since the above identity has to hold for all ~g ∈ V (Γ), we obtain, for k = 1 → IT , that the
integrals on the triple junction lines Tk have to vanish, and hence the boundary conditions
(1.21a) have to hold. Then taking (1.18a,b) into account we have that

〈κγ ~ν,~g〉 = −〈(∇s . γ′(~ν)) ~ν,~g〉 ∀ ~g ∈ V (Γ) ,

and hence the desired equivalence follows.

Let

V ∂(Γ) := {~χ ∈ V (Γ) : ~n . ~χsk
= 0 on Bk, k = 1 → IB} . (2.12)
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Corollary. 2.1. Let the assumptions of Lemma 2.2 hold. In addition, let ~g ∈ V ∂(Γ)
and let Γδ be defined by (2.8). Then we obtain that

d

dδ
Eγ(Γ

δ) |δ=0= 〈∇ eG
s ~x,∇ eG

s ~g〉γ . (2.13)

Moreover, for smooth Γ with boundary intersections we obtain that its parameterization
~x ∈ V (Ω) satisfying (1.26a) and

〈κγ ~ν, ~χ〉 + 〈∇ eG
s ~x,∇ eG

s ~χ〉γ = 0 ∀ ~χ ∈ V ∂(Γ) (2.14)

is equivalent to (1.18a,b), the attachment conditions (1.4a) and the triple junction line
conditions (1.21a), together with the boundary line conditions (1.26a,b).

Proof. The proof of (2.13) is exactly the same as the one for (2.9), except that the
variation is over ~g ∈ V ∂(Γ) as opposed to ~g ∈ V (Γ). The equivalence statement follows as
in the proof of Lemma 2.3 on recalling the equivalence of the boundary conditions (2.4),
k = 1 → IB, and (1.26a,b).

Theorem. 2.1. Let γ be given by (1.15). Then for a smooth family of evolving sur-
face clusters (Γ(t))t≥0 the weak formulations (1.22a,b) and (1.23a,b) are equivalent to the
strong formulations (1.19) with (1.4a), (1.21a) and (1.20) with (1.4a), (1.21a–c), respec-
tively. Similarly, (2.14) together with (1.22a) or (1.23a) is a weak formulation of the
corresponding flows when the boundary line conditions (1.26b) and (1.26b,c) are present,
respectively.

Proof. The proof for (1.22a,b) follows immediately from Lemma 2.3 and multiplying

(1.19) with a test function η ∈ Ŵ (Γ). Similarly, the proof for (1.23a,b) follows from
Lemma 2.3, multiplying (1.20) with a test function η ∈ W (Γ) and doing integration by
parts on noting (1.21b) and (1.6b), similarly to (2.6); recall (2.7). The final statement
follows from Corollary 2.1 and the above.

Remark. 2.1. Based on (1.23a,b), it is now straightforward to show that anisotropic
surface diffusion preserves the enclosed volumes. We illustrate this with an example.
Consider a double bubble cluster as shown in Figure 4, with (o1

1, o
1
2, o

1
3) = (1, 1, 1) and ~ν1

chosen as the outer normal to the volume enclosed by Γ1 and Γ2, which implies that ~ν2 is
the inner normal to this volume, which we denote by v. Then choosing χ = (1,−1, 0) ∈
W (Γ) in (1.23a) yields that

d

dt
L3(v) =

∫

Γ1

[~x1]t . ~ν1 dH2 −
∫

Γ2

[~x2]t . ~ν2 dH2 = 0 ,

i.e. the volume of v is preserved.

3 Parametric finite element approximation

For i → IS, let Ωh
i be a triangulation approximating Ωi ⊂ R

2, so that Ωh
i = ∪Ji

j=1σ
i
j ,

where {σi
j}Ji

j=1 is a family of mutually disjoint open triangles with vertices {~qi
k}Ki

k=1. In
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particular, let {~qi
k}Ki

k=1 denote the vertices in the interior of Ωh
i and let {~qi

k}Ki

k=Ki+1
denote

the vertices on ∂Ωh
i . We set h := maxi=1→IS

maxj=1→Ji
diam(σi

j). We introduce the finite

element space V̂ h(Ωh) := {~χ ∈
IS×
i=1

C(Ωh
i , R

3) : ~χi |σi
j

is linear ∀ j = 1 → Ji, i = 1 → IS}.
In order to describe the conditions that our discretization needs to satisfy at the triple
junction lines, we have to make the following compatibility assumptions. Let ∂jΩ

h
i be the

polygonal curve approximating ∂jΩi, j = 1 → I i
P , i = 1 → IS. Then we assume that the

endpoints of ∂jΩ
h
i and ∂jΩi coincide and that

Zk := #{{~qsk
1

l }
K

sk
1

l=1 ∩ ∂pk
1
Ωh

sk
1
} = #{{~qsk

2
l }

K
sk
2

l=1 ∩ ∂pk
2
Ωh

sk
2
} = #{{~qsk

3
l }

K
sk
3

l=1 ∩ ∂pk
3
Ωh

sk
3
} (3.1)

for all k = 1 → IT . The condition (3.1) simply says that the triangulations of Ωh need to
“match up” at their boundaries, where they meet at triple junction lines. In addition, let

~ρk
j : {1 → Zk} → {{~qsk

j

l }
K

sk
j

l=1 ∩ ∂pk
j
Ωh

sk
j
} , j = 1 → 3 , (3.2)

be a bijective map such that (~ρk
j (1), . . . , ~ρk

j (Zk)) is an ordered sequence of vertices of the
polygonal curve ∂pk

j
Ωh

sk
j

, j = 1 → 3, k = 1 → IT .

Then we define the natural discrete analogue of V (Ω) by V h(Ωh) := {~χ ∈ V̂ h(Ωh) :
~χsk

1
(~ρk

1(l)) = ~χsk
2
(~ρk

2(l)) = ~χsk
3
(~ρk

3(l)) , l = 1 → Zk, k = 1 → IT}.
Let 0 = t0 < t1 < . . . < tM−1 < tM = T be a partitioning of [0, T ] into possibly

variable time steps τm := tm+1 − tm, m = 0 → M − 1.

The surfaces Γm
i are now given by their parameterizations ~Xm

i , i = 1 → IS, where
~Xm ∈ V̂ h(Ωh). We set Γm := ~Xm(Ωh) and observe that, with the above definitions,

the polygonal curves T m
k defined by the ordered sequence of vertices ( ~Xm

sk
1
(~ρk

1(1)), . . . ,

~Xm
sk
1
(~ρk

1(Zk))), k = 1 → IT , are the triple junction lines of the polyhedral surface cluster

Γm. These will now be used to defined the necessary finite element spaces on Γm. Let
σ

m,i
j := ~Xm

i (σi
j) and similarly ~q

m,i
k := ~Xm

i (~qi
k). Then we define

V̂ h(Γm) := {~χ ∈
IS×
i=1

C(Γm
i , R3) : ~χi |σm,i

j
is linear ∀ j = 1 → Ji, i = 1 → IS}

=: [Ŵ h(Γm)]3 , (3.3)

where Ŵ h(Γm) ⊂
IS×
i=1

H1(Γm
i , R) is the space of scalar continuous piecewise linear functions

on Γm, with {{φm,i
k }Ki

k=1}IS

i=1 denoting the standard basis of Ŵ h(Γm), i.e. φ
m,i
l (~qm,i

k ) = δkl

for all k, l = 1 → Ki, i = 1 → IS. Then V h(Γm) and W h(Γm), the natural discrete
analogues of V (Γ) and W (Γ), are defined by

V h(Γm) := {~χ ∈ V̂ h(Γm) : ~χsk
1

= ~χsk
2

= ~χsk
3

on T m
k , k = 1 → IT} (3.4a)

and W h(Γm) := {χ ∈ Ŵ h(Γm) :

3∑

j=1

ok
j χsk

j
= 0 on T m

k , k = 1 → IT} . (3.4b)
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We note that the above definitions imply that ~Xm = ~id |Γm∈ V h(Γm) on Γm and that,

if ~Xm+1 ∈ V h(Γm), then Γm+1 = ~Xm+1(Γm) can be parameterized with a function from

V h(Ωh), which we will also denote by ~Xm+1.

Similarly to (1.7), we introduce the L2 inner product 〈·, ·〉m over the current polyhedral

surface cluster Γm, which is described by the vector function ~Xm, as follows

〈u, v〉m :=

IS∑

i=1

∫

Γm
i

ui . vi dH2.

If u, v are piecewise continuous, with possible jumps across the edges of {σm,i
j }Ji

j=1, i =

1 → IS, we introduce the mass lumped inner product 〈·, ·〉hm as

〈u, v〉hm :=

IS∑

i=1

1
3

Ji∑

j=1

|σm,i
j |

2∑

k=0

lim
σ

m,i
j ∋~p→~q

m,i
jk

(ui . vi)(~p) ,

where {~qm,i
jk

}2
k=0 are the vertices of σ

m,i
j . Here |σm,i

j | = 1
2
|(~qm,i

j1
−~q

m,i
j0

)∧ (~qm,i
j2

−~q
m,i
j0

)| is the

measure of σ
m,i
j . In addition, we introduce the unit normal ~νm

i to Γm
i ; that is,

~νm
i,j := ~νm

i |
σ

m,i
j

:=
(~qm,i

j1
− ~q

m,i
j0

) ∧ (~qm,i
j2

− ~q
m,i
j0

)

|(~qm,i
j1

− ~q
m,i
j0

) ∧ (~qm,i
j2

) − ~q
m,i
j0

)|
,

where we have assumed that the vertices {~qm,i
jk

}2
k=0 are ordered with the same orientation

for all σ
m,i
j , j = 1 → Ji. Finally, we set | · |2m := 〈·, ·〉m and | · |2m,h := 〈·, ·〉hm.

Then we introduce the following parametric finite element approximations of (1.10a,b)

and (1.11a,b). Find ~Xm+1 ∈ V h(Γm) and κm+1 ∈ Ŵ h(Γm) such that

〈
~Xm+1 − ~Xm

τm

, χ ~νm〉hm − 〈κm+1, χ〉hm = 0 ∀ χ ∈ Ŵ h(Γm), (3.5a)

〈κm+1 ~νm, ~η〉hm + 〈∇s
~Xm+1,∇s ~η〉m = 0 ∀ ~η ∈ V h(Γm). (3.5b)

Find ~Xm+1 ∈ V h(Γm) and κm+1 ∈ W h(Γm) such that

〈
~Xm+1 − ~Xm

τm

, χ ~νm〉hm − 〈∇s κm+1,∇s χ〉m = 0 ∀ χ ∈ W h(Γm), (3.6a)

〈κm+1 ~νm, ~η〉hm + 〈∇s
~Xm+1,∇s ~η〉m = 0 ∀ ~η ∈ V h(Γm). (3.6b)

Following the novel approximations introduced in Barrett, Garcke, and Nürnberg
(2008c), we can generalize the above schemes to their anisotropic counter parts. On
recalling (1.22a,b) and (1.23a,b) we introduce the following fully practical parametric

finite element approximations. Find ~Xm+1 ∈ V h(Γm) and κm+1
γ ∈ Ŵ h(Γm) such that

〈
~Xm+1 − ~Xm

τm

, χ ~νm〉hm − 〈β(~νm) κm+1
γ , χ〉hm = 0 ∀ χ ∈ Ŵ h(Γm), (3.7a)

〈κm+1
γ ~νm, ~η〉hm + 〈∇ eG

s
~Xm+1,∇ eG

s ~η〉γ,m = 0 ∀ ~η ∈ V h(Γm). (3.7b)
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Find ~Xm+1 ∈ V h(Γm) and κm+1
γ ∈ W h(Γm) such that

〈
~Xm+1 − ~Xm

τm

, χ ~νm〉hm − 〈β(~νm)∇s κm+1
γ ,∇s χ〉m = 0 ∀ χ ∈ W h(Γm), (3.8a)

〈κm+1
γ ~νm, ~η〉hm + 〈∇ eG

s
~Xm+1,∇ eG

s ~η〉γ,m = 0 ∀ ~η ∈ V h(Γm). (3.8b)

Here 〈∇ eG
s ·,∇ eG

s ·〉γ,m is the discrete inner product defined by

〈∇ eG
s ~η,∇ eG

s ~χ〉γ,m :=

IS∑

i=1

Li∑

ℓ=1

∫

Γm
i

[
γ

(ℓ)
i (~νm+1

i )

γi(~ν
m+1
i )

]ri−1

(∇ eG
(ℓ)
i

s ~ηi,∇
eG
(ℓ)
i

s ~χi) eG
(ℓ)
i

γ
(ℓ)
i (~νm

i ) dH2 .

(3.9)
Note that (3.9) is a natural discrete analogue of (1.24a), see Barrett, Garcke, and Nürnberg
(2008c) for details. The particular choice of normals from the old surface cluster, Γm, and
the new cluster, Γm+1, ensures that the solutions to (3.7a,b) and (3.8a,b) are uncondition-
ally stable; see Theorem 3.2, below. Note that this particular choice leads in general to a
nonlinear system for ( ~Xm+1, κm+1

γ ). However, the simpler case r = (1, . . . , 1) leads to a lin-

ear system for ( ~Xm+1, κm+1
γ ). Finally, observe that in the isotropic case, γ = (| · |, . . . , | · |),

the anisotropic schemes above collapse to their isotropic equivalents (3.5a,b) and (3.6a,b),
respectively.

Finally, the schemes (3.7a,b) and (3.8a,b) can easily be extended to the case when
boundary intersections are present. Let ∂D be given by a function F ∈ C1(R3) such that

∂D = {~z ∈ R
3 : F (~z) = 0} and |∇F (~z)| = 1 ∀ ~z ∈ ∂D ,

and let the discrete analogue of V ∂(Γ) be defined as

V h
∂(Γ

m) := {~χ ∈ V h(Γm) : ∇F (~q) . ~χsk
(~q) = 0 ∀ ~q ∈ Bm

k , k = 1 → IB} ,

where Bm
k := {~qm,sk

l }Ksk

l=1 ∩ ~Xm
sk

(∂pk
Ωh

sk
). Then we introduce the following approximations.

Find δ ~Xm+1 ∈ V h
∂(Γ

m) and κm+1
γ ∈ Ŵ h(Γm), where ~Xm+1 := ~Xm + δ ~Xm+1, such that

〈δ
~Xm+1

τm

, χ ~νm〉hm − 〈β(~νm) κm+1
γ , χ〉hm = 0 ∀ χ ∈ Ŵ h(Γm), (3.10a)

〈κm+1
γ ~νm, ~η〉hm + 〈∇ eG

s
~Xm+1,∇ eG

s ~η〉γ,m = 0 ∀ ~η ∈ V h
∂(Γ

m) . (3.10b)

Find δ ~Xm+1 ∈ V h
∂(Γ

m) and κm+1
γ ∈ W h(Γm), where ~Xm+1 := ~Xm + δ ~Xm+1, such that

〈δ
~Xm+1

τm

, χ ~νm〉hm − 〈β(~νm)∇s κm+1
γ ,∇s χ〉m = 0 ∀ χ ∈ W h(Γm), (3.11a)

〈κm+1
γ ~νm, ~η〉hm + 〈∇ eG

s
~Xm+1,∇ eG

s ~η〉γ,m = 0 ∀ ~η ∈ V h
∂(Γ

m) . (3.11b)

We note that the constraint δ ~Xm+1 ∈ V h
∂(Γ

m) weakly approximates (1.25), as it is a
linearized approximation of these constraints. In particular, for curved boundaries ∂D
the equations

F ( ~Xm+1
sk

) = 0 on ∂pk
Ωh

sk
, k = 1 → IB , (3.12)
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are only approximately satisfied, see e.g. Barrett, Garcke, and Nürnberg (2007b) for more
details in the planar isotropic case. As a remedy, one could employ a projection step that
orthogonally projects ~Xm+1 onto ∂D at every time step, which would have the advantage
of satisfying (3.12) exactly throughout the evolution. But in general this would result in
a loss of our stability bound, see Theorem 3.4 below; hence our preference for the stated
approximations.

On noting that V h
∂(Γ

m) ≡ V h(Γm) if IB = 0, it follows that the schemes (3.10a,b) and
(3.11a,b) collapse to (3.7a,b) and (3.8a,b) in this case.

Before we can proceed to prove existence and uniqueness to these approximations, we
have to make the following very mild assumption on the triangulations at each time level.

(A) We assume for m = 0 → M and for i = 1 → IS that | det [D ~Xm
i ]T [D ~Xm

i ]| > 0

almost everywhere in Ωh
i , so that |σm,i

j | = | ~Xm
i (σi

j)| > 0, j = 1 → Ji.

For k = 1 → Ki, let Ξm,i
k := {σm,i

j : ~q
m,i
k ∈ σ

m,i
j } and set

Λm,i
k :=

⋃

σ
m,i
j ∈Ξm,i

k

σ
m,i
j and ~ωm

i,k :=
1

|Λm,i
k |

∑

σi
j∈Ξm,i

k

|σm,i
j | ~νm

i,j .

Then we assume further that for each i = 1 → IS there exists a k ∈ {1, . . . , Ki}
such that ~ωm

i,k 6= ~0. Moreover, we require that dim span{{~ωm
i,k}Ki

k=1}IS

i=1 = 3, m = 0 →
M − 1.

Theorem. 3.1. Let the assumption (A) hold. Then there exist unique solutions ( ~Xm+1,

κm+1) ∈ V h(Γm)×Ŵ h(Γm) to the system (3.5a,b); and ( ~Xm+1, κm+1) ∈ V h(Γm)×W h(Γm)
to (3.6a,b).

Proof. This follows directly from Theorem 3.3, below.

Theorem. 3.2. Let the assumptions (A) hold, and {( ~Xm, κm)}M
m=1 be the unique solution

to (3.6a,b). Then for k = 1 → M we have that

|Γk| +
k−1∑

m=0

τm |∇s κm+1|2m ≤ |Γ0| . (3.13a)

Similarly, the unique solution to (3.5a,b) satisfies for k = 1 → M

|Γk| +
k−1∑

m=0

τm |κm+1|2m,h ≤ |Γ0| . (3.13b)

Proof. Clearly, the result directly follows from Theorem 3.4, below. For the benefit of
the reader, we also give a separate proof for the isotropic case. We first consider (3.13a).

Choosing χ = κm+1 ∈ W h(Γm) in (3.6a) and ~η =
~Xm+1− ~Xm

τm
∈ V h(Γm) in (3.6b) yields

that
〈∇s

~Xm+1,∇s ( ~Xm+1 − ~Xm)〉m + τm |∇s κm+1|2m = 0 . (3.14)
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It follows from Lemma 2.1 in Barrett, Garcke, and Nürnberg (2008b), on noting that
~Xm ≡ ~id on Γm, that

〈∇s
~Xm+1,∇s ( ~Xm+1 − ~Xm)〉m = 1

2

[
|∇s

~Xm+1|2m − |∇s
~Xm|2m + |∇s ( ~Xm+1 − ~Xm)|2m

]

≥ |Γm+1| − |Γm| + 1
2
|∇s ( ~Xm+1 − ~Xm)|2m . (3.15)

Combining (3.14) and (3.15) yields that

|Γm+1| − |Γm| + τm |∇s κm+1|2m + 1
2
|∇s ( ~Xm+1 − ~Xm)|2m ≤ 0 . (3.16)

Summing (3.16) for m = 0 → k − 1 yields the desired result. The steps of the proof of
(3.13b) are exactly the same.

Theorem. 3.3. Let the assumption (A) hold and let r = (1, . . . , 1). Then there ex-

ist unique solutions ( ~Xm+1, κm+1
γ ) ∈ V h(Γm) × Ŵ h(Γm) to the system (3.7a,b); and

( ~Xm+1, κm+1
γ ) ∈ V h(Γm) × W h(Γm) to (3.8a,b). Moreover, there exist unique solutions

(δ ~Xm+1, κm+1
γ ) ∈ V h

∂(Γ
m) × Ŵ h(Γm) to the system (3.10a,b); and (δ ~Xm+1, κm+1

γ ) ∈
V h

∂(Γ
m) × W h(Γm) to (3.11a,b).

Proof. As (3.7a,b) is linear, existence follows from uniqueness. To investigate the

latter, we consider the system: Find { ~X, κγ} ∈ V h(Γm) × Ŵ h(Γm) such that

〈 ~X, χ~νm〉hm − τm 〈β(~νm) κγ, χ〉hm = 0 ∀ χ ∈ Ŵ h(Γm),

(3.17a)

〈κγ ~νm, ~η〉hm +

IS∑

i=1

Li∑

ℓ=1

∫

Γm
i

(∇ eG
(ℓ)
i

s
~Xi,∇

eG
(ℓ)
i

s ~ηi) eG
(ℓ)
i

γ
(ℓ)
i (~νm

i ) dH2 = 0 ∀ ~η ∈ V h(Γm) .

(3.17b)

Choosing χ = κγ ∈ Ŵ h(Γm) in (3.17a) and ~η = ~X ∈ V h(Γm) in (3.17b) yields that

IS∑

i=1

Li∑

ℓ=1

∫

Γm
i

(∇ eG
(ℓ)
i

s
~Xi,∇

eG
(ℓ)
i

s
~Xi) eG

(ℓ)
i

γ
(ℓ)
i (~νm

i ) dH2 + τm 〈β(~νm) κγ , κγ〉hm = 0 . (3.18)

It follows from (3.18), (1.24b), the positive definiteness of G̃
(ℓ)
i , ℓ = 1 → Li, i = 1 →

IS, and the positivity of β that κγ = (0, . . . , 0) and, on noting ~X ∈ V h(Γm) and the

connectedness of Γm, that ~Xi ≡ ~Xc ∈ R
3, i = 1 → IS. Hence it follows that

〈 ~Xc, χ ~νm〉hm = 0 ∀ χ ∈ Ŵ h(Γm) . (3.19)

Choosing χ = (0, . . . , 0, φm,i
k , 0, . . . , 0) in (3.19) yields that ~Xc . ~ωm

i,k = 0 for k = 1 → Ki,

i = 1 → IS. It follows from assumption (A) that ~Xc = ~0. Hence we have shown that

there exists a unique solution ( ~Xm+1, κm+1
γ ) ∈ V h(Γm) × Ŵ h(Γm) to (3.7a,b).
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The corresponding proof for the system (3.8a,b) is similar with only a minor modifi-
cation. In particular, following the same argument we obtain (3.18) with the second term

replaced by τm 〈β(~νm)∇s κγ ,∇s κγ〉m, which implies that κγ,i ≡ κc
i ∈ R and ~Xi ≡ ~Xc ∈ R

3,
i = 1 → IS. Hence

〈κc ~νm, ~η〉hm = 0 ∀ ~η ∈ V h(Γm) . (3.20)

For a fixed i = 1 → IS, choosing ~η = (0, . . . , 0, ~z φ
m,i
k , 0, . . . , 0), k = 1 → Ki, in (3.20)

yields, on assuming κc
i 6= 0, that for k = 1 → Ki

~ωm
i,k . ~z = 0 ∀ ~z ∈ R

3 ⇐⇒ ~ωm
i,k = ~0.

However, this contradicts assumption (A) and hence κc
i = 0, i = 1 → IS, i.e. κγ =

(0, . . . , 0). Now ~X = (~0, . . . ,~0) follows as before, and so there exists a unique solution

( ~Xm+1, κm+1
γ ) ∈ V h(Γm) × W h(Γm) to (3.8a,b).

Finally, the proofs for (3.10a,b) and (3.11a,b) are identical with V h(Γm) replaced by
V h

∂(Γ
m).

Theorem. 3.4. Let the assumptions (A) hold, and let {( ~Xm, κm
γ )}M

m=1 be a solution to
(3.8a,b) or (3.11a,b). Then for k = 1 → M we have that

|Γk|γ +
k−1∑

m=0

τm 〈β(~νm)∇s κm+1
γ ,∇s κm+1

γ 〉m ≤ |Γ0|γ . (3.21a)

Similarly, the solutions to (3.7a,b) and (3.10a,b) satisfies for k = 1 → M

|Γk|γ +

k−1∑

m=0

τm 〈β(~νm) κm+1
γ , κm+1

γ 〉hm ≤ |Γ0|γ . (3.21b)

Proof. As the four proofs are almost identical, it is sufficient to show (3.21a) for the

approximation (3.8a,b). Choosing χ = κm+1
γ ∈ W h(Γm) in (3.8a) and ~η =

~Xm+1− ~Xm

τm
∈

V h(Γm) in (3.8b) yields that

〈∇s
~Xm+1,∇s ( ~Xm+1 − ~Xm)〉γ,m + τm 〈β(~νm)∇s κm+1

γ ,∇s κm+1
γ 〉m = 0 . (3.22)

It follows from Barrett, Garcke, and Nürnberg (2008c, Lemma 3.1), similarly to the proof

of Theorem 3.2 in Barrett, Garcke, and Nürnberg (2008c), on noting that ~Xm ≡ ~id on
Γm, that

〈∇ eG
s

~Xm+1,∇ eG
s ( ~Xm+1 − ~Xm)〉γ,m ≥ |Γm+1|γ − |Γm|γ . (3.23)

Combining (3.22) and (3.23) yields that

|Γm+1|γ − |Γm|γ + τm 〈β(~νm)∇s κm+1
γ ,∇s κm+1

γ 〉m ≤ 0 . (3.24)

Summing (3.24) for m = 0 → k − 1 yields the desired result (3.21a).
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Remark. 3.1. Similarly to the semidiscrete approximations considered in e.g. Barrett,
Garcke, and Nürnberg (2008b,c), it is possible to derive certain properties for semidiscrete
versions of the finite element approximations considered in this paper. In particular,
one can show that semidiscrete continuous in time variants of our schemes maintain
“good mesh properties”; see Barrett, Garcke, and Nürnberg (2008b) for details. Moreover,
the semidiscrete versions of (3.6a,b) and (3.8a,b) maintain the enclosed volumes exactly.
To illustrate this, we use the same example as in Remark 2.1 and obtain, on choosing
χ = (1,−1, 0) ∈ W h(Γm) in the semidiscrete version of (3.8a), where all integration is

over the current cluster Γh(t), parameterized by ~X(t) ∈ V h(Ωh), with normals ~νh, that

0 =

∫

Γh
1

[ ~X1]t . ~ν
h
1 dH2 −

∫

Γh
2

[ ~X2]t . ~ν
h
2 dH2 =

d

dt
L3(vh) ,

where vh denotes the volume enclosed by the two polyhedral surfaces Γh
1 and Γh

2 . We
remark that in practice these properties are (approximately) inherited by our fully discrete
schemes. As a result, no heuristic redistribution of mesh points is necessary in practice.
Moreover, in all of our numerical experiments, the maximum observed relative volume
loss for (3.6a,b) and (3.8a,b) was always less than 1%.

4 Solution of the discrete systems

For sake of brevity, we only present the details of the solution methods for the isotropic
approximations (3.5a,b) and (3.6a,b). They naturally generalize to the appropriate solvers
for the anisotropic schemes (3.7a,b), (3.8a,b), (3.10a,b) and (3.11a,b).

Let K :=
∑IS

i=1 Ki and, for later reference, J :=
∑IS

i=1 Ji. In addition, for any number

n ∈ N, let Idn ∈ R
n×n be the identity matrix, and similarly for ~Idn ∈ (Rd×d)n×n. We

define the orthogonal projection ~P : (R3)K → X onto the Euclidean space associated with
V h(Γm), and similarly K : R

K → X the orthogonal projection onto the Euclidean space
associated with W h(Γm). In particular, we have that

~P = ~IdK − ~Q ~QT and K = IdK − Q QT , (4.1)

where the columns of ~Q and Q form an orthonormal basis of the orthogonal complements
X

⊥ in (R3)K and X
⊥ in R

K , respectively. The two projections K and ~P will be crucial in
the construction of fully practical solution methods for the finite element approximations
introduced in Section 3. For instance, with the help of these two projections it will be
sufficient throughout to work with the bases of the simple product finite element spaces
Ŵ h(Γm) and V̂ h(Γm), recall (3.3), rather than having to work with the highly nontrivial
trial and test spaces W h(Γm) and V h(Γm) directly. This construction is similar to e.g. the
standard technique used for an ODE with periodic boundary conditions. The analogous
approach by the authors for the treatment of the evolution of curve networks in the plane
can be found in e.g. Barrett, Garcke, and Nürnberg (2007a).

Remark. 4.1. Before we introduce the linear systems satisfied by the coefficient vectors
of our finite element solutions, where we note that the nonlinear approximations will be
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iteratively solved with the help of linear auxiliary problems, we remark on some practical
issues related to the crucial projections K and ~P.

A valid strategy for the computation of e.g. ~P, recall (4.1), is to construct the columns

of ~Q directly by finding an orthonormal basis of X
⊥. This can be achieved for instance

by starting with a set of not necessarily linearly independent vectors that span X
⊥ and

then performing an orthogonalization procedure such as Gram–Schmidt. A possible set
of such spanning vectors can be easily found on recalling (3.4a), and one advantage of
this strategy is that no explicit a priori knowledge about the location of possible quadruple
junction points is needed.

However, this approach soon becomes very inefficient, as the matrix ~Q can be large
in practice. On recalling (3.2) we note that the number of columns in ~Q will be close to
6 Z, where Z :=

∑IT

k=1 Zk. In fact, if IQJ ≥ 0 denotes the number of quadruple junction
points, then one can show that dim(X⊥) = 6 Z−9 IQJ . For example, for the experiment in
Figure 13 below, we have 6 Z = 1584 and dim(X⊥) = 6 Z−36 = 1548, while 3 K = 21915,

meaning that ~Q is a 21915×1548 matrix. Clearly, computing and applying the projection
~P in this way is computationally expensive, especially because these projections have to be
evaluated many times during the course of employed iterative solution methods; see §4.1
below.

A better and far more efficient treatment is the following, where we assume that in-
formation about the IQJ quadruple junction points and their location is available. In
particular, we assume that for each quadruple junction point we are given a quadruple
(j1, j2, j3, j4) identifying the four triple junction lines Tji

, i = 1 → 4, that meet there.
In addition, for the discretizations we are given for each line Tji

the index lji
such that

~Xm

s
ji
k

(~ρji

k (lji
)), k = 1 → 3, is the quadruple junction point of Γm at which the discretiza-

tions T m
ji

of Tji
, i = 1 → 4, meet; recall (3.4a). It is not difficult to see that the action of

~P is equivalent to several independent local projections, that each involve only very few
vertices. In particular, a suitable permutation of its rows and columns transforms ~P into
a block diagonal form, with only three types of blocks on the diagonal. These blocks are

(1) , 1
3

(
1 1 1

1 1 1

1 1 1

)
, 1

6




1 1 1 1 1 1

1 1 1 1 1 1

1 1 1 1 1 1

1 1 1 1 1 1

1 1 1 1 1 1

1 1 1 1 1 1


 , (4.2)

for vertices lying in the interior of a surface, vertices on a triple junction line that do not
correspond to quadruple junction points and vertices that correspond to quadruple junction
points, respectively. For the latter case we note that at a quadruple junction point exactly
six distinct surfaces meet. Applying the local projections (4.2) is now straightforward and
very efficient.

A similar approach can be applied to the projection K. Once again we note that the
constraints in (3.4b) mean that K is equivalent to several independent local projections.
We leave the details to the interested reader but note that in diagonalized form the blocks
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of K may be of the form e.g.

(1) , 1
3

(
2 −1 −1

−1 2 −1

−1 −1 2

)
(4.3a)

for vertices lying in the interior of a surface and vertices on a triple junction line, say
T m

k with ok = (1, 1, 1), that do not correspond to quadruple junction points, respectively,
and of the form e.g.

1
4




2 1 1 −1 1 0

1 2 1 0 −1 1

1 1 2 1 0 −1

−1 0 1 2 −1 −1

1 −1 0 −1 2 −1

0 1 −1 −1 −1 2


 , 1

8




4 2 2 −2 −2 0

2 3 3 1 1 0

2 3 3 1 1 0

−2 1 1 3 3 0

−2 1 1 3 3 0

0 0 0 0 0 0


 , (4.3b)

for vertices that correspond to quadruple junction points; where similar blocks with slightly
different signs are obtained for different choices of (ok

1, o
k
2, o

k
3), k = 1 → IT . In particular,

the examples in (4.3b) are induced by the choices



1 0 −1 1 0 0

−1 1 0 0 1 0

0 −1 1 0 0 1

0 0 0 1 1 1



 and




1 −1 0 1 0 0

1 0 −1 0 1 0

0 0 0 −1 1 1

0 1 −1 0 0 1





for the orientation coefficients oji, i = 1 → 4, for the six surfaces meeting at the four
triple junction lines, respectively. Similarly to (4.2), applying the local projections (4.3a,b)
is straightforward.

In order to give a matrix formulation for (3.5a,b) we introduce the matrices M i ∈
R

Ki×Ki, ~N i ∈ (R3)Ki×Ki, Ai ∈ R
Ki×Ki and ~Ai ∈ (Rd×d)Ki×Ki, i = 1 → IS, defined by

M i
kl :=

∫

Γm
i

πm
i [φm,i

k φ
m,i
l ] dH2, ~N i

kl :=

∫

Γm
i

πm
i [φm,i

k φ
m,i
l ] ~νm

i dH2,

Ai
kl :=

∫

Γm
i

∇s φ
m,i
k .∇s φ

m,i
l dH2, ~Ai

kl := Ai
kl

~Id1 ,

where we recall that {{φm,i
k }Ki

k=1}IS

i=1 is the standard basis of Ŵ h(Γm) and πm := (πm
1 , . . . , πm

IS
) :

C(Γm, R) → Ŵ h(Γm) is the standard interpolation operator at the nodes {{~qm,i
k }Ki

k=1}IS

i=1.
Then on introducing the matrices

M := diag(M1, . . . , M IS), A := diag(A1, . . . , AIS),

~A := diag( ~A1, . . . , ~AIS), ~N := diag( ~N1, . . . , ~N IS),

where M, A : R
K → R

K , ~A : (R3)K → (R3)K and ~N : R
K → (R3)K , the system of

equations (3.5a,b) can be written as: Find (δ ~Xm+1, κm+1) ∈ X × R
K such that

(
M − 1

τm

~NT ~P
~P ~N ~P ~A~P

)(
κm+1

δ ~Xm+1

)
=

(
0

−~P ~A~P ~Xm

)
. (4.4)
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Here, with the obvious abuse of notation, κm+1 = (κm+1
1 , . . . , κm+1

IS
)T with κm+1

i =

([κm+1
i ]1, . . . , [κ

m+1
i ]Ki

), i = 1 → IS, and δ ~Xm+1 = (δ ~Xm+1
1 , . . . , δ ~Xm+1

IS
)T with δ ~Xm+1

i =

([δ ~Xm+1
i ]1, . . . , [δ ~Xm+1

i ]Ki
), i = 1 → IS, are the vectors of coefficients with respect to the

standard basis {{φi
k}Ki

k=1}IS

i=1 of κm+1 and ~Xm+1 − ~Xm in (3.5a,b), respectively.

Similarly, the system (3.6a,b) can be written as: Find (δ ~Xm+1, κm+1) ∈ X × X such
that (

KAK − 1
τm

K ~NT ~P
~P ~NK ~P ~A~P

)(
κm+1

δ ~Xm+1

)
=

(
0

−~P ~A~P ~Xm

)
. (4.5)

4.1 Schur complement approach

As M is non-singular, we can reformulate (4.4) as

κm+1 = 1
τm

M−1 ~NT ~P δ ~Xm+1, (4.6a)

( ~P ~A~P + 1
τm

~P ~N M−1 ~NT ~P) δ ~Xm+1 = −~P ~A~P ~Xm. (4.6b)

Similarly, (4.5) can be solved by applying a Schur complement approach and then

solving for δ ~Xm+1 ∈ X:

~Π ~P ( ~A + 1
τm

~NK S K ~NT ) ~P ~Π δ ~Xm+1 = −~Π ~P ~A~P ~Xm. (4.7)

Here S is the inverse of KAK on the space (kerKAK)⊥. Also ~Π : (R3)K → R⊥ is the

orthogonal projection onto R⊥, where R := span { ~P ~NK ei : i = 1 → IEV } ≡ { ~P ~NK v :
v ∈ kerKAK} ⊂ X with {ei}IEV

i=1 being a basis of the space E = ker A ∩ X. In practice
we always found that IEV = dim(E) is equal to the number of volumes enclosed by the
given surface cluster; e.g. IEV = 2 for a double bubble, IEV = 3 for a triple bubble and
so on. This is the natural generalization to surface clusters of the result proved for curve
networks in the plane, see Barrett, Garcke, and Nürnberg (2007a).

The Schur complement systems (4.6b) and (4.7) can be solved with a (preconditioned)
conjugate gradient solver. Here we used a simple diagonal preconditioner as considered
in Barrett, Garcke, and Nürnberg (2008a, p. 314) for the two dimensional case. Where
necessary, the solution of KAK y = x in order to compute S x can be obtained with
an (inner loop) CG solver without a projection, as the right hand side vector x always
satisfies the necessary compatibility condition, i.e. x ∈ (kerKAK)⊥. See Hestenes (1975)
for a justification of using a CG solver for a positive semidefinite system.

4.2 Anisotropic schemes

In the case r = (1, . . . , 1), when the approximations (3.7a,b) and (3.8a,b) are linear, the
anisotropic equivalents of (4.4) and (4.5) are given by

(
Mβ − 1

τm

~NT ~P
~P ~N ~P ~Aγ

~P

)(
κm+1

γ

δ ~Xm+1

)
=

(
0

−~P ~Aγ
~P ~Xm

)
. (4.8)
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and (
KAβK − 1

τm
K ~NT ~P

~P ~NK ~P ~Aγ
~P

)(
κm+1

γ

δ ~Xm+1

)
=

(
0

−~P ~Aγ
~P ~Xm

)
, (4.9)

with the obvious definitions of Mβ , Aβ and ~Aγ. Similarly, the schemes (3.10a,b) and
(3.11a,b) in the linear case r = (1, . . . , 1) can be formulated as follows. We define the

orthogonal projection ~P∂ : (R3)K → X∂ onto the Euclidean space associated with V h
∂(Γ

m).

Then the system (3.11a,b) can be reformulated as: Find (δ ~Xm+1, κm+1) ∈ X∂ × X such
that (

KAβK − 1
τm

K ~NT ~P∂

~P∂
~NK ~P∂

~Aγ
~P∂

)(
κm+1

γ

δ ~Xm+1

)
=

(
0

−~P∂
~Aγ

~Xm

)
, (4.10)

and similarly for (3.10a,b).

In the truly nonlinear case, i.e. when ri > 1 for some i = 1 → IS, a lagged fixed point
type iteration can be employed, where linear systems of the form e.g. (4.9) need to be
solved at each iteration step. See Barrett, Garcke, and Nürnberg (2008c) for analogous
details in the case of a single closed hypersurface.

5 Numerical Results

In this section we present several numerical simulations of evolving surface clusters in R
3.

We stress that all of the presented experiments were performed without any remeshing.
In fact, in practice the initial mesh quality is maintained or even improved on by the
intrinsically induced tangential motion of our schemes. A more detailed discussion of
this property in the single closed hypersurface case can be found in Barrett, Garcke, and
Nürnberg (2008b), while excellent mesh properties for fully anisotropic surface energies
in the closed surface case have been presented in Barrett, Garcke, and Nürnberg (2008c).

Throughout this section we use essentially uniform time steps, i.e. τm = τ , m = 0 →
M − 2, and τM−1 = T − tm−1. For later purposes, we define

~X(t) := t−tm−1

τm−1

~Xm + tm−t
τm−1

~Xm−1 t ∈ [tm−1, tm] m ≥ 1.

Finally, we note that we implemented the approximations within the finite element toolbox
ALBERTA, see Schmidt and Siebert (2005), where in particular we made use of new
submesh tools recently presented in Köster et al. (2008).

5.1 Isotropic flows

First we present numerical simulations for isotropic surface energy densities, i.e. γi(~p) =
σi |~p|, σi > 0, i = 1 → IS. Hence the free energy (1.12) reduces to

Eγ(Γ) =

IS∑

i=1

σi |Γi| . (5.1)
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Figure 4: Plots of ΓM and (ΓM
2 , ΓM

3 ).

Figure 5: Plots of ΓM and (ΓM
2 , ΓM

3 ) for σ = (1, 1, 1.5) (left) and σ = (1, 1, 1.75) (right).

Unless otherwise stated, we set σ = (σ1, . . . , σIS
) = (1, . . . , 1). For the presented com-

putations we employ the schemes (3.10a,b) and (3.11a,b) with β ≡ (1, . . . , 1). Here we
recall that in the absence of intersections with an external boundary ∂D these schemes
collapse to (3.7a,b) and (3.8a,b), respectively.

5.1.1 Double bubbles

In the first experiment, we start off with a partition of the unit ball into two half balls.
Under the isotropic equal energy density surface diffusion flow this evolves to a standard
double bubble, as shown in Figure 4. The discretization parameters for this experiment
are K = 3267, J = 6240, τ = 10−3 and T = 1; and the maximum observed relative
volume loss was 0.11%; recall Remark 3.1.

In the next experiments, with all other parameters the same as before, we choose
σ = (1, 1, 1.5) and σ = (1, 1, 1.75). The results are in Figure 5. As expected, the higher
weighting of the surface area of the surface Γ3 in the free energy (5.1) leads to this
surface shrinking relative to the other two surfaces Γ1 and Γ2. The effect becomes more
pronounced for larger choices of σ3.

In addition, we show two experiments for unstable double bubbles, also called torus
bubbles; see e.g. Hass and Schlafly (2000, Fig. 7) for an illustration. Here IS = 4 and
IT = 2. The initial surface cluster is given by the union of two half spheres and a torus,
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Figure 6: Plots of Γm and (Γm
1 , Γm

2 , Γm
4 ), m = 0, M .

the latter defined by the equation

(R − [x2
1 + x2

2]
1
2 )2 + x2

3 = r2 (5.2)

with R = 2 and r = 1. Hence the volume relation of the torus/dumbbell volumes is 1.28.
The discretization parameters were K = 4802, J = 9216, τ = 10−3 and T = 1. The
maximum relative volume loss was 0.08%. See Figure 6 for the results. We note that
the final solution at time T = 1, which is close to being a numerically steady state, is
an approximation of a so called unstable double bubble, which before the proof of the
double bubble conjecture was a possible theoretical candidate for a surface area minimizing
constellation. Here we recall that the double bubble conjecture states that for two given
volumes, the standard double bubble has least possible surface area among all the surfaces
enclosing and separating these two volumes. Here the standard double bubble is made up
of three constant mean curvature surfaces, meeting along a common circle at an angle of
120 degrees; cf. Figures 4 and 5 for some examples. The conjecture for volumes in R

3 has
been proved only relatively recently in Hutchings et al. (2002), while the corresponding
conjecture for triple bubbles in R

3 still remains open. We refer to the previously mentioned
review article Morgan (2007) for more details. In fact, if we continue the simulation in
Figure 6 for long enough, then the above mentioned instability becomes evident also in
our numerical approximation. As expected, and in agreement with corresponding phase
field computations in e.g. Nürnberg (2009, Fig. 13), the inner wall of the torus bubble
tries to pinch, which would lead to three separatedly enclosed volumes. These results are
shown in Figure 7, together with the corresponding triangulations. Of course, this change
of topology goes beyond the parametric formulation employed in this paper and our finite
element approximation can only integrate until just before the rupture, which in this case
occurs at around time t = 26.61. A plot of the free energy |Γ| over time can be seen in
Figure 8. In addition, we show a simulation for a torus bubble that is not rotationally
symmetric, and where the torus part of the double bubble is relatively smaller compared
to the previous experiment. Here the initial cluster was obtained by starting with a torus
bubble as before, but now in (5.2) setting R = 2 and r = 0.5, followed by two slight
stretchings of this cluster obtained by applying the transformations

G1(~z) :=

{
(z1 e−0.2 z1 , z2, z3) z1 < 0

~z z1 ≥ 0
and G2(~z) :=

{
(z1, z2 e−0.1 z2 , z3) z2 < 0

~z z2 ≥ 0
,
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Figure 7: Plots of (Γm
1 , Γm

2 , Γm
4 ) at times tm = 1, 25, 26.5, 26.6. Below the corresponding

triangulations.
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Figure 8: A plot of |Γ| over time.

respectively. This resulted in a volume relation of the torus/dumbbell volumes of 0.25.
The results of the surface diffusion flow for this torus bubble are shown in Figure 9, where
the discretization parameters are K = 5314, J = 10240 and τ = 10−3. We observe that
in this evolution the instability leads to a slightly different behaviour. In particular, it
results in the thinning of the toroidal ring at one point. Eventually the thinning would
lead to the ring tearing apart, and it appears that this change of topology would occur
at around time t = 0.91.

5.1.2 Triple bubbles

We first show an experiment for the mean curvature flow. The initial surfaces are given by
a partitioning of the unit ball into three equal segments, leading to three curved surfaces
and three flat ones, so that IS = 6 and IT = 4. The discretization parameters are
K = 6534, J = 12288, τ = 10−4 and T = 0.15. We note that, if continued, the cluster
will shrink to a point, as is to be expected for mean curvature flow. In this numerical
experiment this happens at around time 0.178. The results are shown in Figure 10.
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Figure 9: Plots of Γm and (Γm
3 , Γm

4 ) at times tm = 0, 0.75, 0.9, 0.91.

Figure 10: Plots of Γm, (Γm
1 , Γm

4 , Γm
5 ) and (Γm

4 , Γm
5 , Γm

6 ) for m = 0, M . (scaled for m = M)
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Figure 11: Plots of ΓM , (ΓM
1 , ΓM

4 , ΓM
5 ) and (ΓM

4 , ΓM
5 , ΓM

6 ).

We also present computations for a surface diffusion flow. With the same initial sur-
face cluster as before, and the same discretization parameters, we integrate the flow until
time T = 1. As this stage the solution has reached a numerical steady state, which ap-
proximates the well known standard triple bubble. Here we note that the corresponding
conjecture that this is indeed the surface area minimizing way to separate three given vol-
umes is still an open problem; although a proof for the planar case has recently been given
in Wichiramala (2004). The maximum observed relative volume loss for this computation
was 0.03%. See Figure 11 for the results.

In the next experiments, we choose σ = (1.25, 1, 1, 1, 1, 1) and σ = (1.5, 1, 1, 1, 1, 1).
The results are in Figure 12, where the discretization parameters are the same as before.
As expected, and similarly to the results shown in Figure 5, we observe that for increasing
σ1 the relative area of the surface Γ1 shrinks, compared to the remaining surfaces Γi,
i = 2 → 6.

5.1.3 Quadruple bubbles

Here we report on an experiment for quadruple bubbles, when four volumes are enclosed
by the surface cluster. The cluster consists of IS = 9 surfaces meeting at IT = 8 triple
junction lines, which in turn meet at four different quadruple junction points. We start
with a configuration made up of two unit cubes and two cuboids, with each cuboid having
twice the volume of a unit cube. The discretization parameters were K = 7305, J = 13824,
τ = 10−4 and T = 1. The results for the approximation (3.6a,b) can be seen in Figure 13.

5.1.4 Surfaces attached to an external boundary

The first experiment is for a surface that is attached to the boundary of D := R
2×(0,∞).

Starting with an initial surface in the shape of a unit cube, the surface evolves into a
half sphere under flow by surface diffusion, as expected; see the left of Figure 14. The
discretization parameters are K = 5185, J = 10240, τ = 10−3 and T = 1. For the
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Figure 12: Plots of ΓM , (ΓM
1 , ΓM

4 , ΓM
5 ) and (ΓM

4 , ΓM
5 , ΓM

6 ) for σ1 = 1.25 (top) and σ1 = 1.5
(bottom).

remaining experiments we consider surfaces attached to the lower and upper boundary
of the slabs D = R

2 × (0, ̺), where either ̺ = 4 or 8. The surface diffusion flow for the
surface defined by

Γ1(0) =
⋃{r(x3) S1 × {x3} : x3 ∈ [0, ̺]} , where r(x3) = 1 + α cos(2 π x3

̺
) , (5.3)

with ̺ = 4 and α = 0.5, can be seen on the right of Figure 14, where the discretization
parameters are K = 4160, J = 8192, τ = 10−3 and T = 2. This time, we observe that
the surface evolves to a cylinder. We note that all of the experiments in this subsection
illustrate surface area minimizers for a fixed enclosed volume inside the slabs D = R

2 ×
(0, ̺), with ̺ = 4 or 8. Here we recall that inside such slab domains the isoperimetric
problem is solved, with the surface area minimizing surfaces being either half spheres
or cylinders; see e.g. Athanassenas (1987). Finally, in the last two experiments in this
subsection we start with two different initial surfaces attached to the boundary of the
slab D = R

2 × (0, 8), i.e. ̺ = 8. First we start with a triangulation of a cuboid of
dimension 1 × 1 × 8 inside D, and this evolves to a cylinder. In fact, as this surface is
constant in the x3-direction the flow is essentially one dimensional, i.e. it corresponds to
a square evolving to a circle. However, if we start with a perturbed cylinder inside D,
where here we choose (5.3) with α = 0.25, then we observe pinch-off and the flow does not
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Figure 13: Plots of Γm, (Γm
1 , Γm

5 , Γm
7 ) and (Γm

5 , Γm
6 , Γm

7 , Γm
8 , Γm

9 ) for m = 0, M . Below a
plot of |Γ| over time.

Figure 14: Plots of Γ0 and ΓM .
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Figure 15: Plots of Γ0 and ΓM (top) and plots of Γm for tm = 0, 1, 1.45, 1.48 (bottom).

converge to a cylinder, which in this case is unstable; see Athanassenas (1987). Instead,
the flow wants to separate the surface into two surfaces, which would each evolve into
a half sphere. Of course, as mentioned before, such a change of topology is beyond the
parametric formulation and hence, without a heuristically defined reparameterization, our
finite element approximation can only integrate until just before the pinch-off, which in
this case occurs at around time t = 1.487. The discretization parameters are K = 4128,
J = 8192, τ = 10−3, and the results can be seen in Figure 15.

5.2 Anisotropic flows

In what follows we present numerical results for fully anisotropic evolution equations for
surface clusters. Here we employ our schemes (3.10a,b) and (3.11a,b), where we recall
that in the absence of intersections with an external boundary ∂D these schemes collapse
to (3.7a,b) and (3.8a,b), respectively.

Unless otherwise stated, we choose the constant mobility β = (1, . . . , 1) and set γ =
(γ1, . . . , γ1), where γ1 is chosen of the form (1.15) with (1.17).

5.2.1 Anisotropic mean curvature flow

Similarly to Soner (1993), it can be proven that for an anisotropy that is symmetric with
respect to the x3-axis and for the anisotropic mobility β = γ, an exact solution to (1.19)
with IS = 1 for a single hypersurface touching the boundary of D := R

2 × (0,∞) is given
by

Γ(t) = {~q ∈ R
3 : γ∗

1(~q) =
√

1 − 4 t} ∩ D , (5.4)
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Table 1: Absolute errors ‖ ~X−~x‖L∞ for the test problem, with T = 1
2
T = 1

8
and T = T−τ ,

respectively.

K ε1 = 0.5 ε1 = 0.1

h ~X0 T = 1
2
T T = T − τ h ~X0 T = 1

2
T T = T − τ

289 2.7470e-01 7.8899e-03 1.0094e-01 2.7076e-01 4.6355e-03 1.0020e-01

1089 1.3957e-01 2.2296e-03 7.6033e-02 1.3801e-01 1.5169e-03 7.6160e-02

4225 7.0067e-02 5.8183e-04 4.9572e-02 6.9339e-02 4.0686e-04 4.9487e-02

16641 3.5069e-02 1.5238e-04 3.0130e-02 3.4711e-02 1.2193e-04 3.4094e-02

Figure 16: Plots of ~X(t) at times t = 0, 1
2
T̄ , T̄ − τ .

i.e. shrinking (upper) halves of boundaries of Wulff shapes, recall (1.16). Using (5.4)
we now perform a convergence test for our approximation (3.10a,b) with β = γ. An
exact solution to (1.19) with IS = 1 and β = γ defined by (1.15) with L1 = 1 and

G
(1)
1 = diag(1, ε2

1, ε
2
1), on noting (1.16) and (5.4), is given by

~x1(·, t) = (1 − 4 t)
1
2 [G

(1)
1 ]

1
2 ~idS2

≥0
, t ∈ [0, T ), T = 0.25 ; (5.5)

where ~idS2
≥0

is the identity function on the upper unit sphere Ω ≡ S2
≥0 ⊂ R

3. For ε1 = 0.5

and ε1 = 0.1 we report on the error ‖ ~X − ~x‖L∞ in Table 1. Here we always compute the

error ‖ ~X − ~x‖L∞ := maxm=1→M ‖ ~X(tm) − ~x(·, tm)‖L∞, where ‖ ~X(tm) − ~x(·, tm)‖L∞ :=

maxk=1→K1

{
min~y∈Ω | ~Xm

1 (~q1
k) − ~x1(~y, tm)|

}
between ~X and the true solution on the inter-

val [0, T ] by employing a Newton method. We used τ = 0.125 h2
~X0

and either T = 1
2
T

o T = T − τ , where h ~X0 := maxi=1→IS
maxj=1→Ji

diam( ~X0
i (σi

j)). We note that the ex-
periments indicate that the convergence rate for the error away from the singularity is
O(h2), and up to the singularity at time T is of order less than O(h), which corresponds
to the results obtained for the closed hypersurface case in Barrett, Garcke, and Nürnberg
(2008c). In Figure 16, we present the evolution for the case K = 4225 and ε1 = 0.5. We
note that for the convergence experiments in Table 1 the condition (3.12) was satisfied
exactly throughout. As noted earlier, in this case this is to be expected since ∂D is flat.
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Figure 17: Plots of ΓM , (ΓM
2 , ΓM

3 ) and the triangulations of ΓM for ε1 = 10−1 (top) and
ε1 = 10−2 (bottom).

5.2.2 Anisotropic surface diffusion

For the anisotropy as displayed on the left of Figure 2, i.e. for the regularized l1-norm

γ1(~p) =

3∑

j=1

[
ε2
1 |~p|2 + p2

j (1 − ε2
1)
] 1

2 , (5.6)

we repeat the experiment in Figure 4, now for the anisotropic flow. Here we choose
ε1 = 10−1 and ε1 = 10−2 in (5.6). The discretization parameters for the two experiments
are K = 3267, J = 6240 and τ = 10−3, T = 1. See Figure 17 for the results, where we note
once again that our scheme produces good quality meshes throughout. In addition, we
observe that our finite element approximation can easily handle these almost crystalline
surface energies, which suggests that it can be used to numerically study possible energy
minimizing configurations of e.g. salt crystals, as discussed in e.g. Morgan et al. (1998);
Wecht et al. (2000).

Moreover, we repeated the experiment in Figure 17 but used an isotropic surface
energy density γ2 = γ3 = | · | for the surfaces Γ2 and Γ3, while γ1 is given by (5.6) with
ε1 = 10−2. The numerical results for this simulation are shown in Figure 18.

The next experiment is for the setup as in Figure 11, but now for the anisotropic surface
energy densities γi all chosen as on the right of Figure 2. With the same discretization
parameters as in Figure 11, we obtained the results as displayed in Figure 19.

In the remainder, we present some computations for the anisotropic surface diffusion
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Figure 18: Plots of ΓM , (ΓM
2 , ΓM

3 ) and the triangulations of ΓM .

Figure 19: Plots of ΓM , (ΓM
1 , ΓM

4 , ΓM
5 ) and (ΓM

4 , ΓM
5 , ΓM

6 ).

flow of a single surface attached to the boundary of D := {~q ∈ R
3 : q3 > 0}. As initial

surface we choose a unit half sphere attached to ∂D. The discretization parameters are
K = 4225, J = 8256, τ = 10−3 and T = 1. The results for the choices γ1(~p) = |~p|, as well
as the two anisotropies displayed in Figure 3 are shown in Figure 20. As expected, the
initial surfaces evolve to upper halves of Wulff shapes. We note that the last example has
clear resemblances with shapes observed in the laboratory for epitaxial thin film growth,
see e.g. Venables (2000, Fig. 5.12). We also remark that in epitaxial thin film growth
the equilibrium state is given as a stationary solution of an anisotropic surface energy
and that surface diffusion is the main transport mechanism in this context. Hence the
flow (1.20) is a relevant equation for surface evolution in thin film growth, although more
general models take elastic effects into account, see e.g. Gurtin and Jabbour (2002).
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