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Abstract

We present a variational formulation of motion by minus the Laplacian of curva-

ture and mean curvature flow, as well as related second and fourth order flows of a

closed hypersurface in R
3. On introducing a parametric finite element approxima-

tion, we prove stability bounds and compare our scheme with existing approaches.

The presented scheme has very good properties with respect to the distribution of

mesh points and, if applicable, volume conservation.
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1 Introduction

In this paper we analyze a parametric finite element approximation for the evolution of
closed hypersurfaces Γ ⊂ R

d, d = 3, moving under given geometric flows such as motion
by mean curvature and motion by surface diffusion. The present authors introduced
the scheme considered here in Barrett, Garcke, and Nürnberg (2006b) for fourth order
geometric evolution equations and extended it in various ways, including to the case of
second order equations and the presence of external boundaries, in Barrett, Garcke, and
Nürnberg (2006a). In both of these papers, only curves and networks of curves in the
plane (d = 2) were considered. Our approach makes use of a fundamental idea of Dziuk,
see Dziuk (1991), who used the identity

∆s ~x = ~κ ≡ κ ~ν (1.1)
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for the first time in order to design a finite element method for geometric partial differential
equations and mean curvature flow; see also Dziuk (1994). The identity (1.1) is well-known
from surface geometry, where ∆s is the surface Laplacian (Laplace–Beltrami operator),
~x is a parameterization of Γ, ~κ is the mean curvature vector with κ the sum of the
principle curvatures and ~ν a unit normal to Γ. Here one uses the sign convention that κ

is positive if the surface is curved in the direction of the normal. A second idea stems from
Bänsch, Morin, and Nochetto (2005), where a splitting method and a solver based on a
Schur complement approach were proposed in order to compute solutions of the surface
diffusion law

V = −∆s κ, (1.2)

where V is the normal velocity of the surface.

The motion of surfaces driven by second or fourth order geometric evolution equations
arises in many applications in materials science and in differential geometry. For a closed
hypersurface Γ in R

d, which evolves in time, motion by surface diffusion is given by (1.2).
The mean curvature flow, on the other hand, is a second order evolution equation and is
given by

V = κ . (1.3)

In this paper, we are also going to consider more general flows of the form

V = f(κ), (1.4)

where f : (a, b) → R with −∞ ≤ a < b ≤ ∞, is a strictly monotonically increasing
continuous function, e.g.

f(r) := |r|β−1r, β ∈ R>0 , (1.5)

see Mikula and Ševčovič (2001) and the references therein. For example, in the curve
case (d = 2), the evolution law (1.4), with (1.5) for β = 1

3
, has been studied in Alvarez,

Guichard, Lions, and Morel (1993), Sapiro and Tannenbaum (1994) and Angenent, Sapiro,
and Tannenbaum (1998). Of particular interest is the choice

f(r) := −r−1; (1.6)

i.e. the inverse mean curvature flow, see e.g. Geroch (1973) and Jang (1976) for the ori-
gins of this flow in mathematical physics, where it occurs in the context of the positive
mass conjecture; and Huisken and Ilmanen (2001), and the references therein, for a con-
sideration of this flow in differential geometry. Numerical results for the inverse mean
curvature flow of surfaces in R

3 have been given in Pasch (1998), where a finite volume
approximation of a regularized level set formulation of (1.4) with (1.6) is considered. For
d = 3 we know of no other approach for the approximation of the inverse mean curvature
flow in the literature. For parameterizations ~x : Ω × [0, T ] → R

d of Γ, where Ω is a
suitable compact reference manifold without boundary in R

d, (1.4) can be written as a
second order equation:

V := ~xt . ~ν = f(κ), κ ~ν = ∆s ~x . (1.7)
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Note that because the tangential component ~xt − (~xt . ~ν) ~ν of the velocity ~xt is not pre-
scribed in (1.7), there exists a whole family of solutions ~x, even though the evolution of
Γ is uniquely determined.

A version of (1.4) that preserves the enclosed volume is given by

V = f(κ) −

∫

Γ
f(κ) ds
∫

Γ
1 ds

, (1.8)

the so called conserved mean curvature flow, also called surface attachment limited kinetics
(SALK), if f(r) := r. An intermediate law between (1.4), with f(r) := r, and (1.2) is the
following evolution law

V = −∆s ( 1
α
− 1

ξ
∆s)

−1
κ, (1.9)

where α, ξ ∈ R>0. The flow (1.9) interpolates between surfaces diffusion (1.2) and SALK,
(1.8) with f(r) := r, and was first discussed in Taylor and Cahn (1994); see also Elliott
and Garcke (1997). It is similar to (1.2) and (1.8) in that the enclosed volume is conserved
while the area of the hypersurface decreases. We observe that for α → ∞ and ξ = 1,
the solutions to (1.9) should converge to solutions of (1.8) with f(r) := r, while ξ → ∞
and α = 1 corresponds to the law (1.2). The former limit has been rigorously shown
in the curve case (d = 2), see Escher, Giga, and Ito (2001). Given parameterizations
~x : Ω × [0, T ] → R

d of Γ, (1.9) can be written as a system of second order equations:

~xt . ~ν = −∆s y , ( 1
α
− 1

ξ
∆s) y = κ , κ ~ν = ∆s ~x. (1.10)

Analogously surface diffusion, (1.2), can be rewritten as

~xt . ~ν = −∆s κ, κ ~ν = ∆s ~x. (1.11)

We remark that a surface that encloses a region in R
d and evolves according to (1.2)

conserves volume. Choosing ~ν from now on to be the outward unit normal to the region
and taking Vol(Γ(t)) as the total enclosed volume, the above statement follows from

d

dt
[Vol(Γ(t))] =

∫

Γ

V ds = −

∫

Γ

∆s κ ds = 0,

where the last identity follows from the Gauss theorem on manifolds. Furthermore the
total surface area, |Γ(t)|, decreases in time as can be seen from

d

dt
|Γ(t)| = −

∫

Γ

κ V ds =

∫

Γ

κ (∆s κ) ds = −

∫

Γ

(∇s κ)2 ds ≤ 0,

where ∇s f = ∇ f − (~ν .∇ f) ~ν is the tangential gradient on Γ; see e.g. Deckelnick, Dziuk,
and Elliott (2005, p. 150). For an overview on existing approaches to approximate geo-
metric evolution equations we refer also to this recent review article. We remark that for
the evolution of surfaces the question, whether the continuous case arises as the limit of its
discrete approximations, is not well developed. However, for the time-independent case,
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certain results exist, see e.g. Xu (2004), Hildebrandt, Polthier, and Wardetzky (2005) and
the references therein.

This paper is organised as follows. In Section 2, we will consider a finite element
approximation of a variational formulation of (1.11), as well as (1.7), (1.8) and (1.10),
where throughout we will restrict our attention to the evolution of closed hypersurfaces in
R

d with d = 3. In addition, we demonstrate the well-posedness of these approximations
and derive stability bounds. Finally, in Section 3 we present a large number of numerical
computations and compare our results, where possible, with those from other parametric
algorithms in the literature.

2 Finite Element Approximation

We introduce the following finite element approximation, based on the seminal paper by
Dziuk (1991). Let 0 = t0 < t1 < . . . < tM−1 < tM = T be a partitioning of [0, T ] into pos-
sibly variable time steps τm := tm+1 − tm, m = 0 → M − 1. We set τ := maxm=0→M−1 τm.
Let Γm be a polyhedral surface, i.e. a union of non-degenerate triangles with no hanging
vertices (see Deckelnick, Dziuk, and Elliott (2005, p. 164)), approximating the closed sur-
face Γ(tm), m = 0 → M . Following Dziuk (1991), we now parameterize the new closed

surface Γm+1 over Γm. Hence, given ~Xm, a parameterization of Γm, we introduce the
following finite element spaces. Let Γm =

⋃J
j=1 σm

j , where {σm
j }J

j=1 is a family of mutually

disjoint open triangles with vertices {~qm
k }K

k=1 and set h := maxj=1→J diam(σm
j ). Then for

m = 0 → M − 1, let

V (Γm) := {~χ ∈ C(Γm, R3) : ~χ |σm
j

is linear ∀ j = 1 → J} =: [W (Γm)]3 ⊂ H1(Γm, R3),

(2.1)
where W (Γm) ⊂ H1(Γm, R) is the space of scalar continuous piecewise linear functions on
Γm, with {φm

k }
K
k=1 denoting the standard basis of W (Γm).

For scalar and vector functions u, v ∈ L2(Γm, R(3)) we introduce the L2 inner product
〈·, ·〉m over the current polyhedral surface Γm, which is described by the vector function
~Xm, as follows

〈u, v〉m :=

∫

Γm

u . v ds.

Here and throughout this paper, ·(∗) denotes an expression with or without the superscript
∗, and similarly for subscripts. We note that for m ≥ 1, ~Xm ∈ V (Γm−1) and for m ≥ 0

we will denote also the identity function, ~id, on Γm as ~Xm. This slight abuse of notation
will be used throughout the paper.

If u, v are piecewise continuous, with possible jumps across the edges of {σm
j }J

j=1, we
introduce the mass lumped inner product 〈·, ·〉hm as

〈u, v〉hm := 1
3

J
∑

j=1

|σm
j |

2
∑

k=0

(u . v)((~qm
jk

)−), (2.2)
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where {~qm
jk
}2

k=0 are the vertices of σm
j , i.e. σm

j = 4{~qm
jk
}2

k=0, and where we define u((~qm
jk

)−)

:= lim
σm

j 3~p→~qm
jk

u(~p). Here |σm
j | = 1

2
|(~qm

j1
−~qm

j0
)× (~qm

j2
−~qm

j0
)| is the measure of σm

j . In addition,

we introduce the outward unit normal ~νm to Γm; that is,

~νm
j := ~νm |σm

j
:=

(~qm
j1
− ~qm

j0
) × (~qm

j2
− ~qm

j0
)

|(~qm
j1
− ~qm

j0
) × (~qm

j2
− ~qm

j0
)|

, (2.3)

where we have assumed that the vertices {~qm
jk
}2

k=0 are ordered anti-clockwise on the outer

surface of σm
j . Finally, we set | · |2m(,h) := 〈·, ·〉(h)

m .

We propose the following approximation to (1.7): Given Γ0 and the identity function
~X0 ∈ V (Γ0) on Γ0, then for m = 0 → M − 1 find { ~Xm+1, κm+1} ∈ V (Γm) × W (Γm) such
that

〈
~Xm+1 − ~Xm

τm

, χ ~νm〉hm − 〈f(κm+1), χ〉hm = 0 ∀ χ ∈ W (Γm), (2.4a)

〈κm+1 ~νm, ~η〉hm + 〈∇s
~Xm+1,∇s ~η〉m = 0 ∀ ~η ∈ V (Γm); (2.4b)

where, as noted above, the inner products 〈·, ·〉(h)
m as well as ∇s depend on m.

In order to approximate (1.8), we adapt (2.4a) to

〈
~Xm+1 − ~Xm

τm

, χ ~νm〉hm − 〈f(κm+1), χ〉hm = −
〈f(κm), 1〉hm

〈1, 1〉m
〈1, χ〉m ∀ χ ∈ W (Γm) (2.5)

with a suitable choice for κ0 ∈ W (Γ0), see Section 3.

Moreover, we propose the following approximation to (1.11): Given Γ0 and the identity

function ~X0 ∈ V (Γ0) on Γ0, then for m = 0 → M−1 find { ~Xm+1, κm+1} ∈ V (Γm)×W (Γm)
such that

〈
~Xm+1 − ~Xm

τm

, χ ~νm〉hm − 〈∇s κm+1,∇s χ〉m = 0 ∀ χ ∈ W (Γm), (2.6a)

〈κm+1 ~νm, ~η〉hm + 〈∇s
~Xm+1,∇s ~η〉m = 0 ∀ ~η ∈ V (Γm). (2.6b)

Before we can proceed to prove existence and uniqueness to these approximations, we
have to make the following very mild assumption on the triangulations at each time level.

(A) We assume for m = 0 → M that |σm
j | > 0 for all j = 1 → J . For k = 1 → K, let

T m
k := {σm

j : ~qm
k ∈ σm

j } and set

Λm
k := ∪σm

j ∈T m
k

σm
j and ~ωm

k :=
1

|Λm
k |

∑

σm
j ∈T m

k

|σm
j | ~νm

j . (2.7)

Then we further assume that dim span{~ωm
k }K

k=1 = d = 3, m = 0 → M − 1.
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Remark. 2.1. We note that one can interpret ~ωm
k as a weighted normal defined at the

node ~Xm(~qm
k ) = ~qm

k of the surface Γm, where in general |~ωm
k | < 1. In addition, we note

that (A) is only violated in very rare occasions. For example, it always holds for surfaces
without self intersections.

Theorem. 2.1. Let the assumption (A) hold. Then there exists a unique solution

{ ~Xm+1, κm+1} ∈ V (Γm) × W (Γm) to the system (2.6a,b); and to (2.4a,b) on assuming
that f : (a, b) → R with −∞ ≤ a < 0 < b ≤ ∞ is strictly increasing, continuous and such
that f((a, b)) = R.

Proof. We first discuss (2.6a,b), which requires a linear system to be solved at each
time level. Hence existence follows from uniqueness. To investigate the latter, we consider
the system: Find { ~X, κ} ∈ V (Γm) × W (Γm) such that

〈 ~X, χ~νm〉hm − τm 〈∇s κ,∇s χ〉m = 0 ∀ χ ∈ W (Γm), (2.8a)

〈κ~νm, ~η〉hm + 〈∇s
~X,∇s ~η〉m = 0 ∀ ~η ∈ V (Γm). (2.8b)

Choosing χ ≡ κ ∈ W (Γm) in (2.8a) and ~η ≡ ~X ∈ V (Γm) in (2.8b) yields that

|∇s
~X|2m + τm |∇s κ|2m = 0 . (2.9)

It follows from (2.9) that κ ≡ κc ∈ R and ~X ≡ ~Xc ∈ R
3; and hence that

〈 ~Xc, χ ~νm〉hm = 0 ∀ χ ∈ W (Γm), κc 〈~νm, ~η〉hm = 0 ∀ ~η ∈ V (Γm) . (2.10)

Choosing ~η ≡ ~z φm
k ∈ V (Γm) in (2.10), and noting (2.2) and (2.7), yields, on assuming

κc 6= 0, that for k = 1 → K

~ωm
k . ~z = 0 ∀ ~z ∈ R

3 ⇐⇒ ~ωm
k = ~0 . (2.11)

However, this contradicts assumption (A) and hence κc = 0. Similarly, choosing χ ≡ φm
k in

(2.10) yields that ~Xc . ~ωm
k = 0 for k = 1 → K. It follows from assumption (A) that ~Xc ≡ ~0.

Hence we have shown that there exists a unique solution { ~Xm+1, κm+1} ∈ V (Γm)×W (Γm)
to (2.6a,b).

For a general function f : (a, b) → R fulfilling the assumptions of the theorem, we can

rewrite (2.4a,b), on noting (2.2) and (2.7), as: Find ~Xm+1 ∈ V (Γm) such that

〈∇s
~Xm+1,∇s ~η〉m + 〈f−1

(

~Xm+1 − ~Xm

τm

. ~ωm

)

, ~η . ~ωm〉hm = 0 ∀ ~η ∈ V (Γm), (2.12)

where ~ωm :=
∑K

k=1 ~ωm
k φm

k . Then κm+1 ∈ W (Γm) is uniquely determined from

κm+1(~qm
k ) = f−1

(

~Xm+1(~qm
k ) − ~Xm(~qm

k )

τm

. ~ωm
k

)

k = 1 → K. (2.13)
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It follows that (2.12) is the Euler–Lagrange variation of the strictly convex minimization
problem:

min
~η∈V (Γm)

[

1
2
|∇s ~η|2m + τm 〈Φ

(

~η − ~Xm

τm

. ~ωm

)

, 1〉hm

]

, (2.14)

where Φ is an antiderivative of f−1. We note that Φ : R → R is strictly convex with
Φ′(f(0)) = f−1(f(0)) = 0 and hence we obtain that Φ is bounded from below and is

coercive. Therefore there exists a unique solution ~Xm+1 ∈ V (Γm) to (2.12), and hence a

unique solution { ~Xm+1, κm+1} ∈ V (Γm) × W (Γm) to (2.4a,b).

The above proof immediately applies to the case when (2.4a) is replaced by (2.5). We
remark also that we still obtain uniqueness for strictly increasing continuous functions
f : (a, b) → R with −∞ ≤ a < b ≤ ∞. This follows, since Φ defined as above is still
strictly convex. Existence cannot be established as easily as above, because Φ is not
coercive any longer. This discussion is relevant, e.g. for f(r) = −r−1 with r ∈ (−∞, 0),
which is the case of the inverse mean curvature flow if κ(·, 0) < 0. In this case we obtain
that Φ : (0,∞) → (−∞, 0) is defined as Φ(r) = − ln r.

In order to establish that our schemes are unconditionally stable, we introduce the
following lemma.

Lemma. 2.1. Let Υ =
⋃J

j=1 σj be a polyhedral surface. Then we have for all j that

1
2

∫

σj

|∇s
~id|2 ds = |σj| and 1

2

∫

σj

|∇s
~Y |2 ds ≥ |~Y (σj)| ∀ ~Y ∈ V (Υ) . (2.15)

Proof. It holds that

|~Y (σj)| =

∫

σj

∣

∣

∣

∣

∣

∂~Y

∂~ρ1
×

∂~Y

∂~ρ2

∣

∣

∣

∣

∣

ds , (2.16)

where {~ρ1, ~ρ2} is an orthonormal basis for the plane containing σj. Hence we have that

∇s
~Y =

2
∑

i=1

∂~Y

∂~ρi

⊗ ~ρi and |∇s
~Y |2 =

2
∑

i=1

∣

∣

∣

∣

∣

∂~Y

∂~ρi

∣

∣

∣

∣

∣

2

on σj . (2.17)

Next we note that

|~a ×~b| ≤ |~a| |~b| ≤ 1
2
( |~a|2 + |~b|2 ) ∀ ~a, ~b ∈ R

3 (2.18)

with equality if and only if ~a .~b = 0 and |~a| = |~b|. The desired results (2.15) then follow

immediately on combining (2.16), (2.17) and (2.18); and noting that if ~Y is the identity

function on σj, then ∂~Y
∂~ρi

|σj
= ~ρi.

Theorem. 2.2. Let the assumptions (A) hold, and { ~Xm, κm}M
m=1 be the unique solution

to (2.6a,b). Then for k = 1 → M we have that

|Γk| +
k−1
∑

m=0

(

τm |∇s κm+1|2m + 1
2
|∇s ( ~Xm+1 − ~Xm)|2m

)

≤ |Γ0| . (2.19)
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Proof. Choosing χ ≡ κm+1 ∈ W (Γm) in (2.6a) and ~η ≡
~Xm+1− ~Xm

τm
∈ V (Γm) in (2.6b)

yields that
〈∇s

~Xm+1,∇s ( ~Xm+1 − ~Xm)〉m + τm |∇s κm+1|2m = 0 . (2.20)

On noting (2.15), and as ~Xm ≡ ~id on Γm, we have that

〈∇s
~Xm+1,∇s ( ~Xm+1 − ~Xm)〉m = 1

2

[

|∇s
~Xm+1|2m − |∇s

~Xm|2m + |∇s ( ~Xm+1 − ~Xm)|2m

]

≥ |Γm+1| − |Γm| + 1
2
|∇s ( ~Xm+1 − ~Xm)|2m . (2.21)

Combining (2.20) and (2.21) yields that

|Γm+1| − |Γm| + τm |∇s κm+1|2m + 1
2
|∇s ( ~Xm+1 − ~Xm)|2m ≤ 0 . (2.22)

Summing (2.22) for m = 0 → k − 1 yields the desired result.

A different proof of the above stability result can be given based on Bänsch (2001,
Lemma 1), see e.g. Bänsch, Morin, and Nochetto (2005, Theorem 2.1).

In addition, stability results for (2.4a,b) and the variants involving (2.5) can be es-
tablished in certain cases. For example, the term |∇s κm+1|2m in (2.19) is replaced by
〈f(κm+1), κm+1〉hm, which once again is non-negative if f is monotonically increasing with
f(0) = 0. Of course, it may be computationally more convenient to consider a linearized
version of (2.4a). For example, for (1.5) with β ≥ 1 one could replace (2.4a) by

〈
~Xm+1 − ~Xm

τm

, χ ~νm〉hm − 〈
f(κm)

κm
κm+1, χ〉hm = 0 ∀ χ ∈ W (Γm). (2.23)

Once again, it is then straightforward to prove existence and uniqueness, and derive a
stability result for this scheme.

Remark. 2.2. In Section 3, we will report on computations for our approximations
to (1.3) and (1.2), i.e. (2.4a,b) and (2.6a,b), and compare our results with two other
schemes in the literature. The first scheme approximates mean curvature flow, (1.3). It

was introduced in Dziuk (1991) and can be formulated as: Find ~Xm+1 ∈ V (Γm) such that

〈
~Xm+1 − ~Xm

τm

, ~η〉hm + 〈∇s
~Xm+1,∇s ~η〉m = 0 ∀ ~η ∈ V (Γm). (2.24)

The system (2.24) is a discretization of the variational formulation of

~xt = ~κ, ~κ := κ ~ν = ∆s ~x,

as opposed to (1.7) with f(r) := r. From (2.12), we see that our scheme (2.4a,b) with

f(r) := r can be rewritten as: Find ~Xm+1 ∈ V (Γm) such that

〈
~Xm+1 − ~Xm

τm

. ~ωm, ~η . ~ωm〉hm + 〈∇s
~Xm+1,∇s ~η〉m = 0 ∀ ~η ∈ V (Γm) ; (2.25)

8



which clearly highlights the key difference between the two schemes. The second scheme
approximates surface diffusion, (1.2). It is from Bänsch, Morin, and Nochetto (2005)

and can be stated as: Let ~Xm+1 := ~Xm + τm
~V m+1, where ~V m+1 ∈ V (Γm) is part of the

solution of: Find {~V m+1, κm+1, ~κm+1, V m+1} ∈ V (Γm) × W (Γm) × V (Γm) × W (Γm) such
that

〈~κm+1, ~η〉m + τm 〈∇s
~V m+1,∇s ~η〉m = −〈∇s

~Xm,∇s ~η〉m ∀ ~η ∈ V (Γm), (2.26a)

〈κm+1, χ〉m − 〈~κm+1, χ ~νm〉m = 0 ∀ χ ∈ W (Γm), (2.26b)

〈V m+1, χ〉m − 〈∇s κm+1,∇s χ〉m = 0 ∀ χ ∈ W (Γm), (2.26c)

〈~V m+1, ~η〉m − 〈V m+1 ~νm, ~η〉m = 0 ∀ ~η ∈ V (Γm). (2.26d)

The system (2.26a–d) is a discretization of the variational formulation of

~κ = ∆s ~x, κ = ~κ . ~ν, v = −∆s κ, ~xt = ~v = v ~ν

as opposed to (1.11). We note that both schemes (2.24) and (2.26a–d) only change the
approximation of ~x in the normal direction, whereas the schemes proposed in this paper
also induce tangential changes. This is a crucial difference.

In order to solve the (nonlinear) algebraic systems arising from (2.4a,b), its generali-
sations and (2.6a,b), we apply a Schur complement approach. For ease of exposition, we
describe it first for (2.4a,b) when f(r) := r. Here and throughout, for a given n ∈ N, let
~Idn ∈ (R3×3)n×n be the identity matrix, and similarly for Idn ∈ R

n×n. We introduce also

the matrices ~Nm ∈ (R3)K×K, Mm, Am ∈ R
K×K and ~Am ∈ (R3×3)K×K with entries

[Mm]kl := 〈φm
k , φm

l 〉
h
m, [ ~Nm]kl :=

∫

Γm

πh[φm
k φm

l ] ~νm ds, [Am]kl := 〈∇sφ
m
k ,∇sφ

m
l 〉m

(2.27)

and [ ~Am]kl := [Am]kl
~Id1, where πh : C(Γm, R) → W (Γm) is the standard interpolation

operator at the nodes {~qm
k }K

k=1. We can then formulate (2.4a,b) with f(r) := r as: Find

{δ ~Xm+1, κm+1} ∈ (R3)K × R
K such that

(

τm Mm − ~NT
m

~Nm
~Am

)(

κm+1

δ ~Xm+1

)

=

(

0

− ~Am
~Xm

)

, (2.28)

where, with the obvious abuse of notation, δ ~Xm+1 = (δ ~Xm+1
1 , . . . , δ ~Xm+1

K )T and κm+1 =
(κm+1

1 , . . . , κm+1
K )T are the vectors of coefficients with respect to the standard basis for

~Xm+1 − ~Xm and κm+1, respectively. We can transform (2.28) to

κm+1 = 1
τm

M−1
m

~NT
m δ ~Xm+1, (2.29a)

( ~Am + 1
τm

~Nm M−1
m

~NT
m) δ ~Xm+1 = − ~Am

~Xm. (2.29b)

As (2.29b) is clearly symmetric and positive definite under our assumption (A), there
exists a unique solution to (2.29b). Moreover, the solution to (2.29a,b) uniquely solves
(2.4a,b) with f(r) := r.
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We note that for the approximation (2.4a,b) with nonlinear f , the linear Schur system
(2.29a,b) has to be replaced by the corresponding nonlinear system:

κm+1 = f−1[ 1
τm

M−1
m

~NT
m δ ~Xm+1], (2.30a)

~Am δ ~Xm+1 + ~Nm f−1[ 1
τm

M−1
m

~NT
m δ ~Xm+1] = − ~Am

~Xm, (2.30b)

where f−1(z) ∈ R
K is defined by [f−1(z)]i := f−1(zi), i = 1 → K, for any z ∈ R

K . In
addition, the scheme (2.5), (2.4b) can be solved by

κm+1 = f−1[ 1
τm

M−1
m

~NT
m δ ~Xm+1 + λm 1],

~Am δ ~Xm+1 + ~Nm f−1[ 1
τm

M−1
m

~NT
m δ ~Xm+1 + λm 1] = − ~Am

~Xm,

where λm := 〈f(κm),1〉hm
〈1,1〉m

∈ R and 1 := (1, . . . , 1)T ∈ R
K.

Similarly, (2.6a,b) can be reformulated as: Find {δ ~Xm+1, κm+1} ∈ (R3)K × R
K, such

that
(

τm Am − ~NT
m

~Nm
~Am

)(

κm+1

δ ~Xm+1

)

=

(

0

− ~Am
~Xm

)

. (2.31)

Introducing the inverse Sm of Am restricted on the set (ker Am)⊥ ≡ (span{1})⊥ and noting

that the first equation in (2.31) implies 1T ~NT
m δ ~Xm+1 = 0, one can transform (2.31) to

κm+1 = 1
τm

Sm
~NT

m δ ~Xm+1 + µ 1 , (2.32a)

( ~Am + 1
τm

~Nm Sm
~NT

m) δ ~Xm+1 = − ~Am
~Xm − µ ~Nm1, (δ ~Xm+1)T ~Nm1 = 0 ; (2.32b)

where µ = 1T κm+1

1T 1
∈ R is unknown. We introduce also the orthogonal projection ~Πm onto

R⊥
m := { ~X ∈ (R3)K : ~XT ~Nm1 = 0} by ~Πm := ~IdK − ~w ~wT

~wT ~w
, where ~w := ~Nm1. Then (2.32b),

on noting that ~Πm δ ~Xm+1 = δ ~Xm+1, is replaced by

~Πm ( ~Am + 1
τm

~Nm Sm
~NT

m) ~Πm δ ~Xm+1 = −~Πm
~Am

~Xm. (2.33)

As (2.6a,b) has a unique solution, it is easily established that there exists a unique solution
to (2.33). Moreover, the system (2.33) is symmetric and positive definite on R⊥

m.

Finally, we consider the intermediate motion (1.10), to which we introduce the fol-

lowing approximation. Given Γ0 and the identity function ~X0 ∈ V (Γ0) on Γ0, then for

m = 0 → M − 1 find { ~Xm+1, Y m+1, κm+1} ∈ V (Γm) × [W (Γm)]2 such that

〈
~Xm+1 − ~Xm

τm

, χ ~νm〉hm − 〈∇s Y m+1,∇s χ〉m = 0 ∀ χ ∈ W (Γm), (2.34a)

1
ξ
〈∇s Y m+1,∇s χ〉m + 1

α
〈Y m+1, χ〉hm − 〈κm+1, χ〉hm = 0 ∀ χ ∈ W (Γm), (2.34b)

〈κm+1 ~νm, ~η〉hm + 〈∇s
~Xm+1,∇s ~η〉m = 0 ∀ ~η ∈ V (Γm). (2.34c)

10



Theorem. 2.3. Let the assumption (A) hold. Then there exists a unique solution

{ ~Xm+1, Y m+1, κm+1} ∈ V (Γm) × [W (Γm)]2 to the system (2.34a–c). Moreover, we have
for k = 1 → M that

|Γk| + 1
α

k−1
∑

m=0

τm |∇s Y m+1|2m + ξ
k−1
∑

m=0

τm |κm+1 − 1
α

Y m+1|2m,h ≤ |Γ0| . (2.35)

Proof. The uniqueness proof is a straightforward adaption of the proof to Theorem 2.1.
As (2.34a–c) is linear, existence follows from uniqueness, and the latter is easily established
for the relevant equations

〈 ~X, χ~νm〉hm − τm 〈∇s Y,∇s χ〉m = 0 ∀ χ ∈ W (Γm),
1
ξ
〈∇s Y,∇s χ〉m + 1

α
〈Y, χ〉hm − 〈κ, χ〉hm = 0 ∀ χ ∈ W (Γm),

〈κ~νm, ~η〉hm + 〈∇s
~X,∇s ~η〉m = 0 ∀ ~η ∈ V (Γm);

on choosing χ = α
ξ
κ, χ = τm (α κ− Y ) and ~η = α

ξ
~X, respectively. Combining yields that

α
ξ
|∇s

~X|2m + τm

ξ
|∇s Y |2m + τm

α
|α κ − Y |2m,h = 0 . (2.36)

It follows from (2.36) that ~X = ~Xc ∈ R
3, Y = Y c ∈ R and κ = Y c

α
∈ R, and hence,

similarly to (2.10) on recalling assumption (A) that ~Xc = ~0 and Y c = 0. Hence we have

existence of a unique solution { ~Xm+1, Y m+1, κm+1} ∈ V (Γm) × [W (Γm)]2 to the system

(2.34a–c). Finally, choosing χ = α
ξ
κm+1, χ = τm (α κm+1−Y m+1) and ~η = α

ξ
( ~Xm+1− ~Xm)

in (2.34a–c) gives, similarly to (2.36), that

〈∇s
~Xm+1,∇s ( ~Xm+1 − ~Xm)〉m + τm

α
|∇s Y m+1|2m + ξ τm |κm+1 − 1

α
Y m+1|2m,h = 0 . (2.37)

Combining (2.37) and (2.21) yields (2.35).

We can reformulate (2.34a–c) as: Find {δ ~Xm+1, Y m+1 κm+1} ∈ (R3)K × [RK]2, such
that







0 τm Am − ~NT
m

−Mm
1
ξ
Am + 1

α
Mm 0

~Nm 0 ~Am













κm+1

Y m+1

δ ~Xm+1






=







0

0

− ~Am
~Xm






. (2.38)

Similarly to (2.31), one can transform (2.38) to

Y m+1 = 1
τm

Sm
~NT

m δ ~Xm+1 + µ 1, (2.39a)

κm+1 = 1
τm

( 1
α

Sm + 1
ξ
M−1

m ) ~NT
m δ ~Xm+1 + µ

α
1

(2.39b)

( ~Am + 1
τm

~Nm [ 1
α

Sm + 1
ξ
M−1

m ] ~NT
m) δ ~Xm+1 = − ~Am

~Xm − µ

α
~Nm1, (δ ~Xm+1)T ~Nm1 = 0 ;

(2.39c)
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where µ = 1T Y m+1

1T 1
∈ R is unknown. Then (2.39c) is readily replaced by

~Πm ( ~Am + 1
τm

~Nm [ 1
α

Sm + 1
ξ
M−1

m ] ~NT
m) ~Πm δ ~Xm+1 = −~Πm

~Am
~Xm. (2.40)

As (2.34a–c) has a unique solution, it is easily established that there exists a unique
solution to (2.40). Moreover, the system (2.40) is symmetric and positive definite on R⊥

m.

Remark. 2.3. Similarly to Barrett, Garcke, and Nürnberg (2006b, Remark 2.3), it is
worthwhile to consider continuous in time semidiscrete versions of our schemes. For
example, we replace (2.6a,b) by

〈 ~Xt, χ ~νh〉h − 〈∇s κ,∇s χ〉 = 0 ∀χ ∈ W (Γh(t)), (2.41a)

〈κ~νh, ~η〉h + 〈∇s
~X,∇s ~η〉 = 0 ∀ ~η ∈ V (Γh(t)); (2.41b)

where we always integrate over the current surface Γh(t) (with normal ~νh(t)) described by

the identity function ~X(t) ∈ V (Γh(t)). In addition, 〈·, ·〉(h) is the same as 〈·, ·〉(h)
m with

Γm and ~Xm replaced by Γh(t) and ~X(t), respectively. It is straightforward to show that
(2.41a,b) conserves the enclosed volume exactly; since on choosing χ = 1 in (2.41a) and
taking into account (2.2) yields that

0 = 〈 ~Xt, ~ν
h〉h =

∫

Γh

~Xt . ~ν
h ds =

d

dt
[Vol(Γh(t))]. (2.42)

To our knowledge, no other direct approximation of (1.2) in the literature satisfies this
property. Of course, (2.42) applies to the corresponding semidiscrete analogues of (2.5)
with (2.4b), and (2.34a–c), as it is based solely on (2.41a) with χ = 1. It does not
appear possible to prove the analogue of (2.42) for the fully discrete schemes (2.6a,b), (2.5)
with (2.4b), and (2.34a–c). However, in practice we observe that the enclosed volume is
approximately preserved, and that the volume loss tends to zero as τ → 0; see Section 3
for details.

In addition, one can derive a stability bound, the analogue of (2.19), for these semidis-
crete approximations. To derive such a result we need the following lemma, which com-
putes the first variation of the area of polyhedral surfaces.

Lemma. 2.2. Let Υ =
⋃J

j=1 σj be a polyhedral surface. Furthermore, let ~Y ε ∈ V (Υ),
ε ∈ (−ε0, ε0), be parameterizations of polyhedral surfaces which depend smoothly on ε,

with ~Y 0 being the identity function on Υ. Then we obtain for the polyhedral surfaces
Υε = ~Y ε(Υ) that

d

dε
|Υε| |ε=0 =

∫

Υ

∇s
~Y 0 .∇s (∂ε

~Y 0) ds . (2.43)

Proof. Let σj(ε) := ~Y ε(σj) and {~ρ1, ~ρ2} be an orthonormal basis for the plane con-
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taining σj. On recalling (2.16), it follows that

d

dε
|σj(ε)| |ε=0 =

d

dε

∫

σj

∣

∣

∣

∣

∣

∂~Y ε

∂~ρ1
×

∂~Y ε

∂~ρ2

∣

∣

∣

∣

∣

ds |ε=0

=
d

dε

∫

σj





∣

∣

∣

∣

∣

∂~Y ε

∂~ρ1

∣

∣

∣

∣

∣

2 ∣
∣

∣

∣

∣

∂~Y ε

∂~ρ2

∣

∣

∣

∣

∣

2

−

∣

∣

∣

∣

∣

∂~Y ε

∂~ρ1
.
∂~Y ε

∂~ρ2

∣

∣

∣

∣

∣

2




1

2

ds |ε=0

=

∫

σj

(

∂~Y ε

∂~ρ1
.

∂

∂ε

[

∂~Y ε

∂~ρ1

]

+
∂~Y ε

∂~ρ2
.

∂

∂ε

[

∂~Y ε

∂~ρ2

])

ds |ε=0

=

∫

σj

∇s
~Y 0 .∇s (∂ε

~Y 0) ds ,

where we noted that ∂~Y 0

∂~ρi
|σj

= ~ρi. Summing over j yields the desired result (2.43).

Choosing χ ≡ κ in (2.41a) and ~η ≡ ~Xt in (2.41b) now gives, with the help of
Lemma 2.2, that

d

dt
|Γh(t)| =

∫

Γh

∇s
~X .∇s

~Xt ds = −

∫

Γh

|∇s κ|2 ds .

Similar stability results can be derived for the other semidiscrete schemes.

In Barrett, Garcke, and Nürnberg (2006b, Remark 2.4) and Barrett, Garcke, and
Nürnberg (2006a, Remark 2.5), we showed for a closed curve that the scheme (2.41a,b)
for d = 2, and the corresponding semidiscrete analogues of (2.4a,b), (2.5) with (2.4b), and
(2.34a–c), will always equidistribute the nodes along the polygonal approximation to the
curve if the corresponding intervals are not locally parallel. Although it does not appear
possible to prove an analogue for the fully discrete schemes, e.g. (2.6a,b) for d = 2, in
practice we saw that the nodes are moved tangentially so that they will eventually be
equidistributed. We now investigate the analogue of this result for the present case of a
closed surface in R

3. First, for later purposes, we introduce the following definition. Let
Υ =

⋃J
j=1 σj be a polyhedral surface and ~Y ∈ V (Υ). Then

V ~τ (Υ, ~Y ) := {~η ∈ V (Υ) : ~η(~qk) . ~ω
~Y
k = 0, k = 1 → K}, (2.44)

where {~qk}K
k=1 are the vertices of Υ and ~ω

~Y
k denotes the weighted normal of the polyhedral

surface ~Y (Υ) ⊂ R
3 at the vertex ~Y (~qk), k = 1 → K; similarly to (2.7). We set V ~τ (Υ) :=

V ~τ (Υ, ~id). We then have the following lemma.

Lemma. 2.3. If ~Xt = ~g, with ~g(t, ·) ∈ V (Γh(t)), then it holds that

d

dt
[Vol(Γh(t))] = 0 if ~g(t, ·) ∈ V ~τ (Γ

h(t)) . (2.45)

Moreover, if ~Xt = ~g(t, ~qk(t)) φk, with {φk}K
k=1 being the standard basis of V (Γh(t)), then

it holds that

d

dt
[Vol(Γh(t))] = 0 if and only if ~g(t, ~qk(t)) . ~ωk(t) = 0 . (2.46)
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Proof. We have from (2.42) that

d

dt
[Vol(Γh(t))] = 〈 ~Xt, ~ν

h〉h = 〈~g, ~νh〉h =

K
∑

k=1

~g(t, ~qk(t)) . ~ωk(t) 〈φk, 1〉
h .

Hence we obtain (2.45). The remaining result (2.46) can be shown analogously.

Remark. 2.4. The scheme (2.41a,b), and the corresponding semidiscrete analogues of
(2.4a,b), (2.5) with (2.4b), and (2.34a–c), will always distribute the vertices on Γh(t) ac-
cording to a criterion, which is based solely on (2.41b). We now investigate this criterion.

For any fixed t > 0, we consider variations of Γh(t) which are of the form ~Y ε : Γh(t) →

R
3 such that ~Y ε ∈ V (Γh(t)); and hence yield a polyhedral surface Υε, which we assume

to be non-degenerate. In addition, we assume that ~Y ε is smooth in ε, ~Y 0 = ~id and
∂ε

~Y 0 ∈ V ~τ (Γ
h(t)). As Υε arises from Γh(t) by variations of the vertices in directions that

are tangential to these weighted normals, we obtain from (2.43) and (2.41b) that

d

dε
|Υε| |ε=0= 〈∇s

~Y 0,∇s (∂ε
~Y 0)〉 ≡ 〈∇s

~X,∇s (∂ε
~Y 0)〉 = −〈κ~νh, ∂ε

~Y 0〉h = 0 . (2.47)

Hence we obtain that infinitesimally small “tangential” changes to Γh(t) do not decrease
its area and, on recalling Lemma 2.3, maintain its volume. Moreover, if we move only
one vertex we obtain from (2.46) that the enclosed volume is conserved if and only if
this movement is “tangential”. Hence no individual vertex in Γh(t) can be moved so as
to maintain the volume, and decrease the area to leading order. An analogous property
is true for the corresponding evolution of curves, where we obtain the equidistribution
property discussed in Barrett, Garcke, and Nürnberg (2006b).

The above shows that Γh(t) is a critical point of area subject to “tangential” variations.
This local criticality condition can be strengthened to a global minimizer on replacing
area with the Dirichlet integral. We have on noting (2.44), (2.41b), (2.2) and (2.7) that
~X(t) ∈ V (Γh(t)) is such that

〈∇s
~X,∇s ~η〉 = 0 ∀ ~η ∈ V ~τ (Γ

h(t)) . (2.48)

Hence we have, on recalling (2.15), that

|Γh(t)| = 1
2

∫

Γh

|∇s
~X|2 ds = min

~η∈V ~τ (Γh(t))

1
2

∫

Γh

|∇s ( ~X + ~η)|2 ds . (2.49)

Therefore on recalling (2.45), and similarly to (2.47), we have that the semidiscrete ver-

sions of our schemes produce ~X(t) for all t ∈ (0, T ] such that no individual vertex can be
moved so as to maintain the volume and at the same time decrease the Dirichlet integral
in (2.49). This in practice leads to good mesh properties.

Remark. 2.5. We now consider in more detail this redistribution of the vertices dis-
cussed in the remark above. On recalling (2.7), let Λk(t) :=

⋃

σj∈Tk(t) σj(t) be the union

of elements meeting at vertex ~qk(t), and let ∂Λk(t) have vertices ~pl(t), l = 1 → L with
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~pL+1(t) := ~p1(t), which we assume to be ordered anti-clockwise on the outer surface of
Λk(t). On recalling (2.3), we have that

∑

σj∈Tk

|σj| ~ν
h
j = 1

2

L
∑

l=1

(~pl − ~qk) × (~pl+1 − ~qk) = 1
2

L
∑

l=1

~pl × ~pl+1 . (2.50)

Hence (2.7) and (2.50) imply that the direction of ~ωk(t) only depends on the neighbouring
points {~pl(t)}L

l=1 and not on ~qk(t) itself.

We introduce for l = 1 → L

~ζl =
[(~pl+1 − ~qk) . (~pl+1 − ~pl)] (~pl − ~qk) − [(~pl − ~qk) . (~pl+1 − ~pl)] (~pl+1 − ~qk)

|~pl+1 − ~pl|2
,

which is the vector connecting ~qk to the line through ~pl and ~pl+1 so that ~ζl . (~pl+1− ~pl) = 0,
see Figure 1. It follows that

∫

4{~qk,~pl,~pl+1}

∇s
~X .∇s (~z φk) ds = −

|~pl+1 − ~pl|

2 |~ζl|
~ζl . ~z ∀ ~z ∈ R

3 . (2.51)

Therefore, on choosing ~η = ~z φk in (2.41b), and noting (2.51), (2.2) and (2.7), we have
that

~uk :=

L
∑

l=1

|~pl+1 − ~pl|

|~ζl|
~ζl ∈ {θ ~ωk : θ ∈ R} . (2.52)

As ~ωk is independent of ~qk, one can view (2.52) as a constraint on ~qk in terms of its
neighbours {~pl}L

l=1.

We now consider the constraint (2.52) in the simple case when the points {~pl}L
l=1 lie

in a plane, which we will denote by P. Let ~zP denote the component of ~z lying in the
plane P, then we have that

~ζP
l

|~ζP
l |

=
RP(~pl+1 − ~pl)

|~pl+1 − ~pl|
, (2.53)

where RP acting on R
3 denotes clockwise rotation by π

2
in the plane P. It follows from

(2.50) that ~ωk will be normal to P. Hence, on noting (2.53), we have that (2.52) collapses
in this case to

L
∑

l=1

g(|~ζP
l |) (~pl+1 − ~pl) = ~0 with g(r) :=

r

(r2 + |~qk − ~qPk |
2)

1

2

. (2.54)

If ~qk lies in P; that is, Λk is flat; then (2.54) is trivially satisfied, with no further constraint
on ~qk. This is the surface analogue of locally parallel intervals for curves.

We now examine some non-trivial cases of (2.54), when ~qk 6∈ P. (i) If L = 3, then on
noting that ~p1−~p3 = −(~p2−~p1)−(~p3−~p2), {~pl+1−~pl}2

l=1 are linearly independent and from

the strict monotonicity of g it follows that |~ζP
1 | = |~ζP

2 | = |~ζP
3 |. Hence ~qPk is the centre of the
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~p1

~p2

~p3

~p4~p5

~p6

~qk

~ξ1
~ξ6

Figure 1: Sketch of Λk and {~pl}L
l=1 for L = 6.

inscribed circle of 4{~pl}3
l=1. (ii) If L = 4 and {~pl}4

l=1 form a parallelogram, then a similar

proof to the above yields that |~ζP
1 | = |~ζP

3 | and |~ζP
2 | = |~ζP

4 |; that is, ~qPk = 1
4

∑4
l=1 ~pl is the

centroid of the parallelogram {~pl}4
l=1. (iii) If L = 2I and {~pl}2I

l=1 form a regular 2I polygon,
we can choose a local coordinate system so that ~pl has components ρ (cos γl, sin γl, 0) with

γl = (l−j) π

I
for some fixed integer j ∈ [1, 2I] and some ρ ∈ R>0. By symmetry, it follows

that |~ζP
l | + |~ζP

l+I| = 2ρ cos( π
4I

) =: c, l = 1 → I, and so (2.54) yields that

I
∑

l=1

[g(|~ζP
l |) − g(c − |~ζP

l |)] sin(1
2
[γl + γl+1]) = 0. (2.55)

If ~qPk 6= ~0, the centroid of the parallelogram, then there exists an integer n ∈ [1, 2I] so

that |~ζP
l | ≥

c
2

for l = n → I + n with strict inequality for some l, where ~ζP
l = ~ζP

l−2I for
l ≥ 2I + 1. As sin( 1

2
[γl + γl+1]) > 0, for l = j → I + j, we have that (2.55) leads to

a contradiction on choosing j = n. Hence ~qPk = 1
2I

∑2I
l=1 ~pl is the centroid of the regular

polygon {~pl}2I
l=1. Therefore we see from this restricted set of examples that (2.52) leads to

good mesh properties.

Finally, it does not appear possible to prove the analogue of (2.52) for the fully discrete
schemes (2.6a,b), (2.4a,b), (2.5) with (2.4b), and (2.34a–c). However, in practice we see
that the vertices are moved tangentially so that they will eventually satisfy (2.52) up to a
tolerance. In particular, all the computations for our fully discrete schemes in this paper
could be performed without heuristically redistributing the mesh points, see Section 3 for
details.

We now return to the fully discrete case. It turns out that in a certain sense the
parameterization ~Xm+1 : Γm → Γm+1 can be interpreted as a discrete conformal param-
eterization. We recall that in the smooth case a conformal parameterization of a surface
can be characterized as a parameterization which minimizes the Dirichlet integral in the
class of all parameterizations of the same surface, see e.g. Nitsche (1989). In this varia-
tional characterization, the degrees of freedom are given by the reparameterizations, i.e.
one uses the tangential degrees of freedom in the parameterization. This idea can be
extended to the polyhedral case. Now the degrees of freedom are given by movements
of the vertices ~qm

k in directions orthogonal to the corresponding weighted normals ~ωm
k .

Hence we define a discrete conformal map (parameterization) as follows.

Let Υ and Γ be two polyhedral surfaces, which allow for a continuous piecewise linear
parameterization ~Y : Υ → Γ. We call ~Y ∈ V (Υ) a discrete conformal mapping if and
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only if
∫

Υ

|∇s
~Y |2 ds = min

~η∈V ~τ (Υ,~Y )

∫

Υ

|∇s (~Y + ~η)|2 ds , (2.56)

where we recall the definition (2.44). In addition, we call Υ a conformal polyhedral surface

if and only if ~id : Υ → Υ is a discrete conformal mapping. Similarly to (2.48), taking the

first variation of the Dirichlet energy for a discrete conformal map ~Y yields that
∫

Υ

∇s
~Y .∇s ~η ds = 0 ∀ ~η ∈ V ~τ (Υ, ~Y ) .

In the case of smooth surfaces Υ and Γ, a conformal mapping ~Y : Υ → Γ has the
property that ∆s

~Y is normal to ~Y (Υ), see e.g. Nitsche (1989). Given a polyhedral surface
Υ, we define the discrete Laplace–Beltrami operator on Υ, ∆h

s : V (Υ) → V (Υ), such that

for any ~Z ∈ V (Υ)

〈∆h
s

~Z, ~η〉hΥ = −〈∇s
~Z,∇s ~η〉Υ ∀ ~η ∈ V (Υ) , (2.57)

where 〈·, ·〉Υ and 〈·, ·〉hΥ are the Υ analogues of 〈·, ·〉m and 〈·, ·〉hm over Γm. On noting (1.1),

one can interpret ∆h
s
~id as a discrete mean curvature vector for the polyhedral surface Υ.

For a discrete conformal mapping ~Y : Υ → Γ, it follows that ∆h
s
~Y (~qk) lies in the direction

of ~ω
~Y
k for all k, where ~qk are the vertices of Υ and ~ω

~Y
k are the weighted normals of the

polyhedral surface ~Y (Υ). In general the directions of steepest descent of area and volume
give two competing notions of a normal vector at a vertex, see Sullivan (2002, p. 3). On
recalling Lemmas 2.2 and 2.3, we observe that for a conformal polyhedral surface these
two notions collapse, giving a unique choice for the normal at a vertex.

Remark. 2.6. Our definition (2.56) is in agreement with the definition of discrete con-
formal maps by Desbrun, Meyer, and Alliez (2002). These authors do not state the or-
thogonality condition explicitly, as they consider only the case where Γ ⊂ R

2 ∼= R
2 × {0}.

In this case ~ω = (0, 0, 1)T , which allows for movement of the vertices only in the (x1, x2)-
plane. This means that they compute a mapping between a discrete surface and a planar
mesh. The definition given in (2.56) is of course more general.

In addition, using the standard cotangent formula for the element stiffness matrix
of the Dirichlet integral, one can rewrite the Dirichlet energy in (2.56) in terms of the
cotangents of the angles of the polyhedral surface Υ and the length of the edges on Γ, see
e.g. Pinkall and Polthier (1993) and Desbrun, Meyer, and Alliez (2002).

Let Γm and Γm+1 be the polyhedral surfaces generated from (2.6a,b), or the schemes
(2.4a,b), (2.5) with (2.4b), and (2.34a–c). We obtain from (2.6b), and its analogues, that

∫

Γm

∇s
~Xm+1 .∇s ~η ds = 0 ∀ ~η ∈ V ~τ (Γ

m, ~Xm) . (2.58)

This implies that in some sense ~Xm+1 : Γm → Γm+1 is an approximate discrete conformal
map as, in contrast to (2.56), the orthogonality constraints are imposed explicitly on Γm.
Note that it follows from (2.49) that for the semidiscrete versions of our schemes, e.g.
(2.41a,b), we have that at any time t > 0, Γh(t) is a conformal polyhedral surface.
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Remark. 2.7. Given a polyhedral surface Γ0, an approach to compute a conformal polyhe-
dral surface close to Γ0 could be to consider the natural generalization of our fully discrete
schemes to the trivial evolution equation

V = ~xt . ~ν = 0, (2.59)

see also Barrett, Garcke, and Nürnberg (2006b, Remark 2.4). Similarly to e.g. (2.6a,b),

the approximation would be: Find { ~Xm+1, κm+1} ∈ V (Γm) × W (Γm) such that

〈 ~Xm+1 − ~Xm, χ ~νm〉hm = 0 ∀ χ ∈ W (Γm), (2.60a)

〈κm+1 ~νm, ~η〉hm + 〈∇s
~Xm+1,∇s ~η〉m = 0 ∀ ~η ∈ V (Γm). (2.60b)

Of course, in this case it is possible to eliminate κm+1 from (2.60a,b). Then one obtains
a symmetric positive semi-definite system for the unknowns βm+1

i ∈ W (Γm), i = 1 → 2,

where ~Xm+1(~qm
k ) = ~Xm(~qm

k )+
∑2

i=1[β
m+1
i ]k ~τm

i,k, k = 1 → K, and for each k {~ωm
k , ~τm

1,k, ~τ
m
2,k}

form an orthogonal basis of R
3. In particular, it is then straightforward to show that

~Xm+1 = ~Xm solves (2.60a,b) if and only if ~Xm satisfies (2.52) for all k. Moreover, in
practice we observe that the scheme (2.60a,b) moves the vertices such that, after a number
of steps, they eventually satisfy (2.52) up to a tolerance. This suggests that in practical
computations the scheme can be used as a natural redistribution step that approximately
preserves volume, recall (2.45). However, since the approximations (2.4a,b), (2.5) with
(2.4b), (2.6a,b) and (2.34a–c) intrinsically incorporate an analogous tangential velocity,
we did not employ the scheme (2.60a,b) for our computations. Furthermore, it is not clear
under which conditions the scheme (2.60a,b) produces “nice” meshes, in particular for very
non-uniform initial triangulations, and this open question needs further research. Finally,
note that the natural extensions of the schemes (2.24) and (2.26a–d) to approximate (2.59)

would not change the initial parameterization ~X0.

3 Numerical Simulations

In this section we first state some information on how we solved the discrete equations
and then present several numerical computations.

The Schur complement systems (2.29b), (2.33) and (2.40) can be easily solved with a
conjugate gradient solver. Where necessary, the solution of Am y = x, in order to compute
Sm x, can be obtained with either a multigrid solver or a preconditioned conjugate gradient
solver.

For the Schur system (2.29b) we investigated the following preconditioner ~Gm ∈
[R3×3]K×K with diagonal entries

[ ~Gm]ii =






[ ~Am]ii + 1

τm
[Mm]−1

ii







([ ~Nm]ii . ~e1)
2 0 0

0 ([ ~Nm]ii . ~e2)
2 0

0 0 ([ ~Nm]ii . ~e3)
2













−1

, (3.1)
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where ~ei, i = 1 → 3, are the standard basis vectors in R
3. Employing this preconditioner

in practice lead in most cases to only small gains in CPU time. Naturally, the definition
(3.1) can easily be adapted to all of the other Schur complement systems. For instance,
for the system (2.33) we used the preconditioner

~Πm
~Hm

~Πm ∈ [R3×3]K×K, (3.2)

where ~Hm ∈ [R3×3]K×K is obtained from (3.1) by replacing [Mm]ii with [Am]ii.

The same idea can also be applied to the approximation (2.26a–d). Recall that the
Schur complement system for (2.26a–d) as stated in Bänsch, Morin, and Nochetto (2005)
can be written as

Πm

(

τm
~N T

m
~M−1

m
~Am

~M−1
m

~Nm + Mm Sm Mm

)

Πm V m+1 = −Πm
~N T

m
~M−1

m
~Am

~Xm,

(3.3a)

~V m+1 = ~M−1
m

~Nm V m+1, (3.3b)

where Mm and ~Nm are the non-lumped versions of Mm and ~Nm, ~Mm derives from Mm

in the obvious fashion, and Πm := IdK − w wT

wT w
, where w := Mm1, is the orthogonal

projection onto (span w)⊥. The natural extension of the preconditioner (3.1) to (3.3a) is
Π Hm Π, where the entries of the diagonal operator Hm are given by

[Hm]ii =
[

τm [Mm]−2
ii [Am]ii ([ ~Nm]ii . [ ~Nm]ii) + [Mm]2ii [Am]−1

ii

]−1

. (3.4)

The system (2.30b) can be solved with an inexact Newton method. When f is given
by (1.6), because of the singularity of f−1 = f at the origin, the discrete system (2.30b)
needs to be solved with a damped inexact Newton method, where as initial guess for the
Newton iteration we choose δ ~Xm+1,0 := ~Nm 1. Moreover, we only perform computations
for (2.4a,b) with (1.6), where the evolution is initially well defined, e.g. where the initial
data ~x(·, 0) is such that that κ(·, 0) < 0. In practice, the damped Newton method always
converged in these cases and we always observed that κm < 0, m = 1 → M . For the

scheme (2.5) with (2.4b) we set κ0 := −( ~N0

T ~N0)
−1 ~N0

T ~A0
~X0, on noting that ~N0

T ~N0 is a
diagonal matrix with strictly positive diagonal entries.

Throughout the majority of this section we use (almost) uniform time steps; in that,
τm = τ , m = 0 → M − 2, and τM−1 = T − tm−1 ≤ τ . For later purposes, we define

~X(t) := t−tm−1

τm

~Xm + tm−t
τm−1

~Xm−1 t ∈ [tm−1, tm] m ≥ 1.

On recalling (2.7), we set

h ~Xm := max
k=1→K

{

max
~pl∈∂Λm

k

| ~Xm(~qm
k ) − ~Xm(~pl)|

}

and ` ~Xm := min
k=1→K

{

min
~pl∈∂Λm

k

| ~Xm(~qm
k ) − ~Xm(~pl)|

}

.

Finally, we note that we implemented the approximations within the finite element toolbox
ALBERTA, see Schmidt and Siebert (2005).
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(2.24) (2.25)

K h ~X0 T = 1
2
T T = T − τ T = 1

2
T T = T − τ

50 7.6537e-01 8.1912e-02 1.3737e-01 5.0141e-02 8.9682e-02

194 4.0994e-01 3.2520e-02 1.4146e-01 2.2436e-02 1.1659e-01

770 2.0854e-01 9.4537e-03 1.0740e-01 6.6398e-03 9.5429e-02

3074 1.0472e-01 2.4838e-03 7.0331e-02 1.7573e-03 6.4653e-02

12290 5.2416e-02 6.3764e-04 4.3437e-02 4.5446e-04 4.0813e-02

49154 2.6215e-02 1.6224e-04 2.5388e-02 1.1635e-04 2.4156e-02

Table 1: Absolute errors ‖ ~X−~x‖L∞ for the test problem, with T = 1
2
T = 1

8
and T = T−τ ,

respectively.

3.1 Mean curvature flow

First, we compare our scheme (2.4a,b) with f(r) := r, i.e. (2.25), with another algorithm in
the literature, namely the scheme (2.24) from Dziuk (1991). As a first test, we performed
the following convergence test for a true solution. An exact solution to (1.7) with f(r) :=
r, so that the resulting Γ(t) solves (1.3), is given by

~x(·, t) = (1 − 4 t)
1

2 ~idS2, κ(·, t) = −2 (1 − 4 t)−
1

2 , t ∈ [0, T ), T = 1
4
; (3.5)

where ~idS2 is the identity function on the unit sphere Ω ≡ S2 ⊂ R
3. We note that

~xt = (~xt . ~ν) ~ν for the solution (3.5). We compare our results from (2.25) to the scheme
(2.24), see Table 1. We used τ = 0.125 h2

~X0
and either T = 1

2
T or T = T − τ . Here and in

what follows we always compute the error ‖ ~X−~x‖L∞ := maxm=1→M ‖ ~X(tm)−~x(·, tm)‖L∞,

where ‖ ~X(tm)−~x(·, tm)‖L∞ := maxk=1→K

{

min~y∈Ω | ~Xm(~qm
k ) − ~x(~y, tm)|

}

between ~X and

the true solution on the interval [0, T ]. We note that the experiments indicate that the
convergence rate for the error away from the singularity is O(h2), and up to the singularity
at time T is of order less than O(h), for both schemes; as one may expect.

The next experiment is for a 2 × 1 × 1 prism. The initial triangulation is given
by K = 1282 vertices and J = 2560 triangles. The remaining parameters are cho-
sen as τ = 10−3 and T = 0.14. In order to highlight one difference between the
two schemes in consideration, we plot for each of them the ratios rh := h ~Xm/` ~Xm and
ra := maxj=1→J |σ

m
j |/ minj=1→J |σ

m
j | over time, see Figure 3. The evolution of the two

schemes can be seen in Figure 2. One can clearly see that the ratios increase substantially
for scheme (2.24), while the tangential movement of vertices induced by our scheme, as
discussed in Remarks 2.4 and 2.5, results in only a moderate increase in the ratios rh

and ra. In order to underline this point further, we conducted an experiment for area
preserving mean curvature flow, (1.8). The initial surface for our approximation (2.5),
with f(r) := r, and (2.4b) consists of a unit cube, where the parameterization is such
that it is very coarse for the lower part, and reasonably fine for the upper part. We used
the parameters K = 442, J = 880, T = 1 and τ = 10−3. In Figure 4 we show ~X(t) at
different times. The relative volume loss for this computation was −0.86%.
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Figure 2: A plot of ~X(t) at times t = 0, T = 0.14 (scaled). On the right ~X(T ) for scheme
(2.24).
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Figure 3: A plot of the ratios log rh and log ra for the two schemes (2.24) [dashed], and
(2.25) [solid].

Next we study the possible evolutions of a torus under mean curvature flow, where
the torus is given by the equation (R −

√

x2
1 + x2

2)
2 + x2

3 = r2. Here, depending on the
ratio of the torus’s radii R > 0 and r ∈ (0, R), the torus will either merge to a disk or
it will shrink to a circle. In Figure 5 we plot the surface above, and the corresponding
cross-section below, of an example of the former case with R = 1 and r = 0.7; while
in Figure 6 an example for a shrinking torus with R = 1 and r = 0.5 is given. The
discretization parameters are K = 1024, J = 2048 and τ = 10−3 with T = 0.09 or
T = 0.138, respectively. We note that the evolution in Figure 5 shows the onset of a
change in topology. Of course, our parametric approximation cannot compute beyond

Figure 4: Plots of ~X(t) at times t = 0, 0.1, T = 1.
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Figure 5: Plots of ~X(t) at times t = 0, 0.025, 0.05, 0.075, T = 0.09.

Figure 6: Plots of ~X(t) at times t = 0, 0.05, 0.1, 0.13, T = 0.138.

that singularity.

For the first experiment for the nonlinear approximation (2.4a,b) we used the exact
solution to (1.4) with (1.5):

~x(·, t) = (1 − 2β (β + 1) t)
1

β+1 ~idS2 , κ(·, t) = −2 (1 − 2β (β + 1) t)−
1

β+1 , t ∈ [0, T );

where T = 2−β (β + 1)−1 and Ω = S2 is the reference manifold as in (3.5). We note once
again that here ~xt = (~xt . ~ν) ~ν. We report on a corresponding error table for β = 1

2
and

β = 1
3

in Table 2, where we used τ = 0.125 h2
~X0

. The errors indicate the same convergence
rates as in Table 1.

β = 1
2

β = 1
3

K h ~X0 T = 1
2
T T = T − τ T = 1

2
T T = T − τ

50 7.6537e-01 1.7291e-02 5.2587e-02 2.2824e-02 2.4162e-02

194 4.0994e-01 7.7622e-03 5.5214e-02 6.6062e-03 2.8945e-02

770 2.0854e-01 2.3182e-03 3.7071e-02 2.0092e-03 1.8502e-02

3074 1.0472e-01 6.3384e-04 2.0660e-02 6.0086e-04 9.4968e-03

12290 5.2416e-02 1.6782e-04 1.0370e-02 1.7430e-04 4.3659e-03

Table 2: Absolute errors ‖ ~X − ~x‖L∞ for the test problem, with T = 1
2
T and T = T − τ ,

respectively.
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K h ~X0 f(r) = −r−1

50 7.6537e-01 8.1276e-02

194 4.0994e-01 2.6354e-02

770 2.0854e-01 7.6019e-03

3074 1.0472e-01 2.0941e-03

12290 5.2416e-02 5.6597e-04

49154 2.6215e-02 1.5653e-04

Table 3: Absolute errors ‖ ~X − ~x‖L∞ for the test problem, with T = 1.

Figure 7: ~X(t) for t = 0, 0.1, 0.5, 1, 2, T = 3 for the inverse mean curvature flow of an
ellipsoid.

3.2 Inverse mean curvature flow

Here we consider the flow (1.4) with (1.6). First, we performed a convergence test for the
approximation (2.4a,b) with f given by (1.6). A true solution to (1.7) and (1.6), with
~xt = (~xt . ~ν) ~ν, is given by

~x(·, t) = exp( t
2
) ~idS2, κ(·, t) = −2 exp(− t

2
), t ∈ [0,∞) ,

where Ω = S2 as in (3.5). We report on the corresponding errors for τ = 0.125 h2
~X0

in
Table 3. The next experiment is for a 3 : 1 : 1 ellipsoid with unit semiminor axis that
expands to a sphere. The discretization parameters are K = 1282, J = 2560, τ = 10−3

and T = 3, see Figure 7.

In contrast to curves in R
2, for hypersurfaces in R

3 it is possible to start the classical
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Figure 8: Plots of ~X(t) at times t = 0, 0.25, 0.5, 0.52, T = 0.54.

inverse mean curvature flow with a non-convex initial condition; e.g. for a thin torus with
κ(·, 0) < 0. Here the classical flow by inverse mean curvature, see Gerhardt (1990) and
Urbas (1990), only exists for a finite time. As an example we take a torus with large
radius R = 1 and small radius r = 0.25. The discretization parameters are K = 4096,
J = 8192 and τ = 5×10−4 with T = 0.54. We note that the evolution shown in Figure 8 is
only physical as long as the classical flow by inverse mean curvature exists. The classical
flow encounters a singularity once the small radius of the torus has increased sufficiently
to result in regions with non-negative mean curvature. However, solving for (2.30a,b)
with damped a Newton method, as described above, always results in approximations
with κm+1 < 0 and hence our algorithm simply integrates over that singularity until it
encounters a topological change, see Figure 8. It is not clear what motion we approximate
after times when the classical solution ceases to exist. Our numerical results suggest that
for the evolution given in Figure 8 this happens at around time t = 0.52. We obtained
this estimate by monitoring the approximate mean curvature κm

? of the polyhedral surface
Γm in order to detect a sign change. Here, on recalling (1.1), (2.57) and Remark 2.1,

κm
? ∈ W (Γm) is given by κm

? (~qm
k ) := ~κm(~qm

k ) .
~ωm

k

|~ωm
k
|2
, k = 1 → K, where ~κm ∈ V (Γm) is

such that
〈~κm, ~η〉hm = −〈∇s

~Xm,∇s ~η〉m ∀ ~η ∈ V (Γm) .

We observe that the scaling in the definition of κm
? is motivated by the fact that, on noting

e.g. (2.4b), κ?(~q
m
k ) ~ωm

k is approximating ~κm(~qm
k ).

3.3 Surface diffusion

We start with an experiment for the unit cube, that evolves to a sphere with the same
volume. Here we compare our approximation (2.6a,b) with the scheme (2.26a–d) from
Bänsch, Morin, and Nochetto (2005). The initial parameterization of the unit cube is
given by J = 3072 triangles and K = 1538 vertices and the time step size is τ = 10−4

with T = 1.6 × 10−3. We show the evolution for both schemes in Figures 9 and 10,
respectively. While our scheme can integrate this example without difficulty, we note
that due to the lack of tangential movement, the latter approximation develops “ears”
that are purely numerical artifacts. Moreover, the linear system that needs to be solved
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Figure 9: ~X(t) for t = 0, 2 × 10−4, 4 × 10−4, 8 × 10−4, 1.6 × 10−3.

Figure 10: ~X(t) for t = 0, 2 × 10−4, 4 × 10−4, 8 × 10−4, 1.6 × 10−3 for the scheme
(2.26a–d).

at each time level gets more and more ill-conditioned, which means that eventually the
algorithm cannot integrate any further. The overall CPU time for scheme (2.26a–d) for
this computation is 105 seconds, while our scheme (2.6a,b) needs only 9 seconds (with or
without the preconditioner (3.2)). Note that when the preconditioner (3.4) is employed,
the computation time for the scheme (2.26a–d) reduces to 75 seconds. This is due to the
maximal iteration number being reduced from 92 to 54.

We now want to investigate the character and the effect of the tangential movement
induced by our scheme (2.6a,b), as discussed in Remarks 2.4 and 2.5, further. Firstly, we
investigate how an initial parameterization of the unit sphere is changed in time by our
approximation (2.6a,b). We compare this evolution to the purely tangential redistribution
resulting from the scheme (2.60a,b) with the same number of “time steps”. The initial
parameterization is given by J = 768 triangles and K = 386 vertices, while τ = 10−3

and T = 10. The evolution of the mesh for our approximation (2.6a,b) can be seen in
Figure 11, while we omit the evolution for (2.60a,b) as it looks very similar. The absolute
volume losses for these experiments were 2.5 × 10−5 and −5.6 × 10−6, respectively. On
recalling (2.52), we also monitor the quantity

d(tm) :=

(

K
∑

k=1

min
θ∈R

|~um
k − θ ~ωm

k |2

)
1

2

Figure 11: ~X(t) for t = 0, 0.01, 0.1, 1, T = 10.
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Figure 12: A plot of log d(t) for (2.6a,b) [solid] and (2.60a,b) [dashed].

Figure 13: ~X(t) for t = 0, 2 × 10−4, 4 × 10−4, 8 × 10−4, 1.6 × 10−3 for the scheme
(2.26a–d), with two mesh regularization sweeps after each time step.

over time. A plot of log d for both of the schemes (2.6a,b) and (2.60a,b) is given in
Figure 12. We can clearly see that during the evolution d(t) is steadily decreased so
that the final mesh satisfies the criterion (2.52) up to a tolerance. We also note that
this decrease is much faster for the scheme (2.60a,b), as there is no normal movement of
mesh points. Moreover, we note that the final triangulation in Figure 11 exhibits many
groups of two, four and eight triangles that form “curved squares”. We remark that no
other scheme published in the literature does intrinsically move the mesh points so that
no coalescence of mesh points or other mesh distortion occur in practice.

In order to cure the non-physical mesh distortions produced by the scheme (2.26a–d),
the authors in Bänsch, Morin, and Nochetto (2005) consider a heuristical mesh regular-
ization that needs to be applied after each time step. For instance, for the computation
in Figure 10 this leads to the evolution shown in Figure 13.

Furthermore, we perform the following convergence test for our scheme (2.6a,b). As
initial shape we choose a 3:1 :1 ellipsoid with unit semiminor axis, and let τ = 0.125 h2

~X0

with T = 50, by which time the numerical solutions have reached a spherical “steady
state”. In Table 4 we report on the relative volume loss compared to the volume V0 =
Vol(Γ0) of the initial polyhedral surface Γ0, as well as the error |VM −V(0)| ≡ |Vol(ΓM)−
Vol(Γ(0))| and the indicative error ||ΓM | − limt→∞ |Γ(t)||, i.e. the differences in volume
and in surface area to the true asymptotic solution ~x? := limt→∞ ~x(·, t), which is given

by a sphere. We also report on the error ‖ ~X(T ) − ~x?‖L∞ between ~X(T ) and the true
asymptotic solution ~x?.
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K h ~X0

|V0−VM |
|V0|

|VM − V(0)| ||ΓM | − lim
t→∞

|Γ(t)|| ‖ ~X(T ) − ~x?‖L∞

16 1.9467e-00 6.3% 6.9811e-00 9.5912e-00 3.3203e-01

58 1.5081e-00 4.15% 2.5483e-00 3.2503e-00 9.9170e-02

226 9.9812e-01 2.64% 9.0187e-01 1.1542e-00 3.4536e-02

898 5.5384e-01 1.14% 2.9220e-01 3.7802e-01 1.1281e-02

3586 2.8926e-01 0.38% 8.5051e-02 1.1081e-01 3.3158e-03

14338 1.4752e-01 0.11% 2.3124e-02 3.0255e-02 9.0979e-04

Table 4: Relative volume loss and some errors with respect to the true asymptotic solution
~x? := limt→∞ ~x(·, t).

Figure 14: Plots of ~X(t) at times t = 0, 0.01, 0.02, 0.024, T = 0.025.

The evolution of a torus under surface diffusion leads to a change of topology. To
demonstrate this, we start the evolution with a torus with radii R = 1 and r = 0.25, and
used discretization parameters K = 1024, J = 2048, τ = 10−4 and T = 0.025. The results
are shown in Figure 14, where we note once again that our parametric approximation
cannot compute beyond the topological change. Similarly, we show the evolution of a
“cage” under surface diffusion in Figure 15. The dimensions of the initial surface are
4 × 4 × 4, with the region enclosed by Γ0 given as the union of 12 prisms of dimension
4 × 1 × 1. Here a topological change is encountered when the six holes of the surface are
about to close to form a hollow ball. The discretization parameters were chosen to be
K = 1912, J = 3840, τ = 5 × 10−4 and T = 0.48. The observed relative volume loss was
1.04%.

The next experiment shows the evolution of a 4 × 1 × 1 prism. As discretization
parameters we chose K = 1154 vertices and J = 2304 triangles, with τ = 10−4 and
T = 0.5. The evolution is shown in Figure 16, where we once again observe that the
induced tangential movement of vertices leads to nice mesh properties throughout the
evolution. The relative volume loss for this experiment was 1.55%.
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Figure 15: Plots of ~X(t) at times t = 0, 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, T = 0.48.

3.4 Intermediate evolution laws

In this subsection, we report on numerical results for our approximation (2.34a–c) of the
intermediate evolution law (1.10). For (1.9) with α = ξ = 1 and for an initial surface that
is given by a “cigar like” rounded cylinder of dimension 4×1×1 we used the discretization
parameters K = 1154, J = 2304, τ = 10−4 and T = 1. The corresponding results are
shown in Figure 17. The relative volume loss for this experiment was −0.04%. As a com-
parison, we performed the same experiment for the two geometric evolution laws (1.2) and
(1.8) with f(r) := r, between which (1.9) interpolates. The results for our approximations
(2.6a,b) and (2.5), (2.4b), with the same discretization parameters as above, can be seen
in Figures 18 and 19. The relative volume losses for the two computations were 0.02% and
−0.02%, respectively. We note the qualitatively different evolutions for the three motion
laws, as well as the different tangential velocities induced by the discrete approximations
(2.34a–c), (2.6a,b) and (2.5), (2.4b). In particular, in Figure 18 one can clearly see that
the tangential movement produces approximately uniform meshes throughout, while the
evolution in Figure 17 at times produces quite non-uniform meshes. However, we note
that the “ring” structures in the meshes in Figures 17 and 19 eventually disappear, as
can be seen in Figure 20.

3.5 Surface diffusion with pinch-off

In the following, we present an experiment for a “cigar like” rounded cylinder of dimension
8×1×1 that pinches off under motion by surface diffusion. In order to verify the qualitative
features of the evolution as well as to estimate the approximate pinch off time, i.e. the
time when the parametric approximation cannot integrate the solution further due the
singularity in the evolution, we used two sets of discretization parameters. For the coarser
set we chose K = 1090 and J = 2176, and used a uniform time step size τ = 4 × 10−4,
while for the finer set of parameters we used K = 2178, J = 4352, and τ = 10−4. The
results can be seen in Figures 21 and 22, respectively. In Figure 23 we show plots of the
energy decrease and the relative volume loss for each computation. The total relative
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Figure 16: ~X(t) for t = 0, 10−4, 2 × 10−4, 5 × 10−4, 0.001, 0.005, 0.025, 0.05, 0.1,
0.15, 0.25, T = 0.5.

volume losses for the two computations were −0.15% and −0.03%. We are satisfied that
these results agree well. However, it is possible that the later evolution is partly due
to numerical effects, as the pinch off plots differ from what is predicted by asymptotic
analysis; see e.g. Bernoff, Bertozzi, and Witelski (1998) and Wong, Miksis, Voorhees, and
Davis (1998).

The last experiment shows the evolution of a 8 × 1 × 1 prism. In order to predict
the pinch off time accurately, we employ the following adaptive time stepping routine.
This is necessary because the sharp corners of the initial parameterization lead to a very
fast evolution early on, that can only be captured satisfactory with sufficiently small time

Figure 17: ~X(t) at times t = 0, 0.01, 0.02, 0.05, 0.1, 0.2, 0.6, 1; for (2.34a–c).
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Figure 18: ~X(t) at times t = 0, 0.01, 0.02, 0.05, 0.1, 0.2, 0.6, 1; for (2.6a,b).

Figure 19: ~X(t) at times t = 0, 0.01, 0.02, 0.05, 0.1, 0.2, 0.6, 1; for (2.5), (2.4b).

Figure 20: ~X(10) for (2.34a–c) (left) and (2.5), (2.4b) (right).
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Figure 21: ~X(t) for t = 0, 0.01, 0.05, 0.1, 0.2, 0.24, 0.242. The final plot shows a blowup
of the pinch off at time t = 0.242.

Figure 22: ~X(t) for t = 0, 0.01, 0.05, 0.1, 0.2, 0.24, 0.2431. The final plot shows a
blowup of the pinch off at time t = 0.2431.
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Figure 23: Plots of the surface area (left) and the relative volume loss (right) for the
coarse [solid] and fine [dashed] computation.
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Figure 24: ~X(t) for t = 0, 0.01, 0.1, 0.2, 0.3, 0.36, 0.365. The final plot shows a blowup
of the pinch-off at time t = 0.365.

steps. To this end, we fix the parameters τmin = 10−7, τmax ∈ {4×10−4, 10−4} and L = 200
and use the following algorithm at each time step.

1. Given ~Xm and τm, solve (2.6a,b) to obtain ~Xm+1.

2. If τm = τmin, go to 5.

3. If |Γm| − |Γm+1| > δ
L
, set τm := max{ τm

2
, τmin} and go to 1.

4. If |Γm| − |Γm+1| > δ
2 L

, set τm := max{ τm

2
, τmin}.

5. If |Γm| − |Γm+1| < δ
10 L

, set τm := min{2 τm, τmax}.

6. Set τm+1 := τm and m := m + 1; and go to next time step.

Here δ := |Γ0| − 4 π (3 Vol(Γ0)
4π

)
2

3 is an upper bound for the expected decrease in the surface
area. The algorithm above ensures that the surface energy is decreased by at most δ

L
per

time step, subject to a minimum time step constraint.

The first experiment uses a parameterization with K = 1090 vertices and J = 2176
triangles, as well as our adaptive time stepping algorithm with τmax = 4×10−4. The second
experiment uses a parameterization with K = 2178 vertices and J = 4352 triangles, and
uses τmax = 10−4. The respective results can be seen in Figure 24 and 25. In Figure 26
we show plots of the energy decrease and the relative volume loss for each computation.
The total relative volume losses for the two computations were −0.12% and −0.01%. We
are satisfied that these results agree well with each other.

It is clear that the singular nature of the pinch-off evolution is beyond the capabilities
of our direct parametric approximation. As the approximation to the surface is forced
to stay connected throughout, the evolution close to pinch-off in Figure 25 once again
deviates from what the asymptotic analysis predicts. It is therefore probable that the last
plots in Figures 24 and 25 are numerical artifacts. Furthermore, we note that both the
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Figure 25: ~X(t) for t = 0, 0.01, 0.1, 0.2, 0.3, 0.36, 0.369. The final plot shows a blowup
of the pinch-off at time t = 0.369.
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Figure 26: Plots of the surface area (left) and the relative volume loss (right) for the
coarse [solid] and fine [dashed] computation.

approximate pinch-off time as well as qualitative features of our evolution differ from the
corresponding results obtained in Bänsch, Morin, and Nochetto (2005).

4 Conclusions

We have presented a fully practical finite element approximation for the motion by mean
curvature and motion by surface diffusion of hypersurfaces in R

3, as well as for other
related second and fourth order geometric evolution equations. To our knowledge, for
d = 3 the proposed algorithms for the nonlinear mean curvature flow (1.4), with e.g. (1.5)
and (1.6), and for the intermediate flow (1.9) are the first numerical approximations of
these flows in the literature. Moreover, all of the presented schemes intrinsically move
the vertices tangentially along the hypersurface, so that no artificial redistribution of
vertices is necessary in practice. Finally, we note that extending the presented schemes
to more complicated fourth order flows, such as the Willmore flow, as well as generalizing
the scheme to incorporate triple junction lines and quadruple junction points between
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surfaces, and to include anisotropy will be the subjects of our ongoing research in this
area.
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