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Abstract

In ad-hoc wireless networks, nodes are tvpically hatterv-powered,
therefore energy limitations are among the critical constraints in ad-
hoc wireless networks™ development. The approaches investivated in
this thesis to achieve energy eflicient performance in wircless networks

can be grouped into three main categories.

1. Each wireless network node has four energv consumption states:
transmitting, receiving. listening and sleeping states. The power
consumed in the listening state is less than the power consumed
in the transmitting and receiving states. but significantly greater
than that in the sleeping state. Energy efficiency is achieved if

as many nodes as possible are put into the sleeping states.

2. Since energy is consumed for transmission nonlinearly in terims
of the transmission range, transmission range adjustment is an-
other energy saving approach. In this work. the optimal trans-
mission range is derived and applied to achieve encergy efficient

performance in a number of scenarios.

3. Since energy can be saved by properly arranging the commu-
nication algorithms. network topology management or network
routing is the third approach. which can be utilised in combina-
tion with the above two approaches. In this work. Geographical
Adaptive Fidelity (GAF) algorithms. clustering algorithms and
Geographic Routing (GR) algorithms are all utilised to reduce
the energyv consumption of wireless networks. such as Sensor Net-

works and Vehicular Networks.
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These three approaches are used in this work to reduce the energy con-
sumption of wireless networks. With the GAF algorithm, we derived
the optimal transmission range and optimal grid size in both linear
and rectangular networks. and as a result we show how the network
energy consumptions can be reduced and how the network lifetime
can be prolonged. With Geographic Routing algorithms. the author
proposed the Optimal Range Forward (ORF) algorithm and Optimal
Forward with Energy Balance (OFEB) algorithm to reduce the cn-
ergy consumption and to prolong the network lifetime. The results
show that, compared to the traditional GR algorithms (Most For-
ward within Radius, Nearest Forward Progress), the network lifetime
is prolonged. Other approaches have also been considered to improve
the networks’s energy cfficient operation utilising Genetic Algorithms
to find the optimal size of the grid or cluster. Furthermore. real-
istic physical layer models, Rayleigh fading and LogNormal fading.
arc considered in evaluating energy efficiencv in a realistic network

environment.
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Chapter 1

Introduction

snergy officiencey is one of the most important aspects in ad-hoc wircless networks
and has been widely investigated in recent vears. In this chapter. the communi-
cation networks ave introduced. Following that. the energyv constraints in ad-hoc
wireless networks are described, and the network lifetime is defined. Furthermore.
the energy consumption states of wireless node are summarised. The transmission
techniques emploved in ad-hoc wireless networks are introduced and discussed.
Finally, popular topology management algorithims and routing algorithims in ad-

hoc wircless networks are introduced and analvsed.

1.1 Classification of communication networks

A comnnuication network is a group of communication devices. such as com-
puter and mobile phones. which are connected to each other for the purpose of
commumication [1-4]. Depending on the communication manners. communica-
tion networks mayv be classified as wired networks and wireless networks. which
communicate with and without a wire. respectivelv. For example. Fthernet and
optical fiber networks are wired networks. whereas wireless AN mobile cellular
networks. ad-hoc wireless networks. Paging systems, Cordless telephione networks,
and satellite networks are wireless networks. in which the devices use radio waves

or nfrared signals as transmission mediun.



1.1 Classification of communication networks

Figure 1.1: Cellular network structure

Since the mid of the 1990s, wireless networks have become much more perva-
sive than anything people could have imagined [1]. Wireless networks are tradi-
tionally classified as fixed infrastructure networks and ad-hoc networks [5-7]. The
former usually contains one or more centralised nodes such as access points or
base stations, which are connected to the Internet backbone. In these networks.
mobile nodes can communicate directly with an access point which performs the
key networking and control functions for them. There is no peer-to-peer com-
munication between mobile nodes and all communication is done via the access
point through single-hop routing.

Ad-hoc is a Latin phrase which means ‘for this purpose” and ad-hoc networks
are networks constructed to solve specific problems or tasks. The earliest wireless
ad hoc networks were the ‘packet radio’” networks (PRNETSs) dating to the 1970s,
sponsored by DARPA after the ALOHAnet project [8]. Nodes in ad-hoc wire-
less networks, however, can communicate in peer-to-peer mode or perform some
distributed networking and control functions. They can communicate directly
with other nodes whenever they are within their transmission ranges and com-
municate through intermediate nodes (relays) using multi-hop routing to extend
their communication ranges and consequently forward their information packets

to other nodes which are out of their transmission ranges [4]. A centralised cel-

~/



1.2 Node characteristics in ad-hoc wireless networks

Figure 1.2: Ad-hoc network structure

lular network structure is shown in Fig. 1.1 and an ad-hoc network structure is

shown in Fig. 1.2.

1.2 Node characteristics in ad-hoc wireless net-

works

A desirable feature in ad-hoc wireless nodes is self-manageability. As defined by
IBM. the ad-hoc node has four major and four minor characteristics [9], [10]. The
four major characteristics are:

e Self-configuration is the property of a node that enables it to implement spe-

cific strategies to change the relations among the components to guarantee

either survivability in changing environments or a better performance.

e Self-healing enables nodes to detect (or predict) faults and automatically
correct faults (events that cause the entire system or parts of it to malfunc-
tion).

e Self-optimisation enables nodes to monitor their components and hne-tune

the resources automatically to optimise the performance.



1.3 Energy constraints in ad-hoc wireless networks

e Self-protection is the property of node which allows it to anticipate. detect.

identify. and protect itself from attacks in order to maintain overall integrity.
Additionally. the four minor characteristics are as follows:

e Self-awarcness which means that a node knows itself (its components. re-

sources. the relations among them. and the limits) in a detailed manner.

e Sclf-adaptation means antomatically identifving the environment. generat-
ing strategics on how to interact with neighboring svstems. and adapting,

the node’s hehaviour to a changing environment.

e Sclf-evolution means generating new strategies and implementing open stan-

dards.

e Self-anticipation means anticipating the requests for resowrces from the

users without involving them in the complexity of its functionality.

Based on the characteristics of ad-hoc nodes, a sclf-organising wireless network
will create its own connections. topology. transmission schedules. and routing pat-
torns in a distributed manner. It may establish local hubs. a backbone network.
cateways. and relays [11]. A wireless ad-hoc network has two main control and
management mechanisms: discovery of routes bhetween pairs of nodes and update
of the current topology. by first detecting node or link failures and secondly by

optimising the routes obtained through discovery.

1.3 Energy constraints in ad-hoc wireless net-

works

Duc to their Hexible structures and varied components. whiclt include sensors. ve-
hicles. laptops or PDAs (Personal Digital Assistances) all equipped with wircless
cards. ad-hoc wireless networks have popular applications. such as environment

monitoring. surveillance. military, and emergeney aid. However, the dearee of



1.4 Definition of network lifetiime

survivability of these networks is limited by the level of energy or power con-
sumption. Most of the nodes in ad-hoc wireless networks are battery powered.
and unfortunately the energy density of batteries has showu little improvement
recently compared to other technologies (e.g. memory. hard disk. computation
speed). Furthermore, wireless ad-hoc devices have become smaller. which in turn
has reduced the physical area available for batteries. Therefore, the limited en-
ergy capacity available to nodes has become the major constraint in the lifetinic
of both individual nodes and ad-hoc and sensor networks. On the other hand.
it is costly and sometimes infeasible to recharge or replace the batteries of these
devices such as in battle-fields or other dangerous scenarios. Therefore. 1t is nec-
essary to properly manage the energy cousumption of each node to reduce the

cnergy consumption and prolong the network lifetime.

1.4 Definition of network lifetime

The network lifetime is defined as the time duration before 1) the first node
dies [12], 2) the fraction of active nodes drops below a threshold [13] or 3) the
aggregatce delivery rate drops below a threshold [14]. These various definitions
are appropriate in different scenarios. Therefore, in this work. the network life-
time is defined as the time duration before the first grid (cluster) dies in the
topology management algorithms, and it is defined as the time duration before

disconnection of the network in the Geographic Routing algorithms introduced.

1.5 Energy consumption states in ad-hoc wire-

less networks

There are various factors contributing to energy consumption in nodes in ad-hoc
wireloss networks. But as far as the energy consumed for network communication,
the wircless nodes may be classified as being in one of four states: transmitting.
receiving. listening and sleeping states. It is often assumed that the part of the

total power consumed by nodes due to data exchange (transmitting and receiving)



1.6 Transmission techniques used in ad-hoc wireless networks

is the dominant part in energy consumption. In fact. when one node scnds packets
to another node, all its neighbour nodes consume power even though the packet is
1ot sent to them, and this is referred to as overhearing. Thus the listening state
energy consumption is not negligible. Note that. the energy consumed in the
sleeping state can be ignored compared to energy consumption in other states.
In [15], the authors conducted some measurements on the power levels consuned
during the different nodes states. Consequently. the ratios hetween the listening,.
receiving and transmitting states are described as: 1:1.05:1.4. In [14]. the authors
described the same ratios as: 1:1.2:1.7. Significant cnergy saving can be obtained
by putting as many nodes as possible into the sleeping state. Some recent work
on cnergy saving in ad-hoc networks has focused on this. and will be discussed
and utilised as one of the main approaches of cnergy saving in this work. Note,
however. that signal processing and node operation in a stand-by mode (listening)
also consume non-negligible power. Mauy techniques that reduce the transmit

power require a significant amount of signal processing. as shown in [16].

1.6 Transmission techniques used in ad-hoc wire-

less networks

Two transmission techniques are widely used by ad-hoc network nodes to con-
municate among themselves or send data to a destination point, such as a sink
in seusor networks [6], [17-20]: single-hop communication (SHC') and multi-hop
communication (MHC). While ad-hoc network nodes send or communicate di-
rectly with a destination in SHC. these nodes relay (forward) the message from
oue node to another until the information reaches the sink or destination in
multi-hop communication. In single-hop communication, network nodes are able
6 cover the whole network. and thus consume energy according to the longest
{ransiission distance. Hence. with this fixed transmission distance. extra energy
i wasted even when nodes are close to each other.

In multi-hop communications. the total encrgy consumed for end-to-end com-

munications increases as a function of both the number of relaving nodes and the

O



1.7 Topology management and routing algorithms in ad-hoc wireless
networks

energy consumption in each individual hop. which is mainly determined by the
transmission distance (d). Moreover, the energy consumed in each individual hop
increases in a nonlinear fashion with transmission distance according to d" (n is
the signal propagation attenuation factor and is usually 2 < n < 4) [3]. There-
fore, if the number of hops is small (while the transmission distance is large), the
energy consumed for one transmission increases nonlinearlv. Alternately. if the
hop’s distance is short (for the same overall end-to-end distance). the energy con-
sumption will be dominated by the electronic energy costs in the transceivers and
therefore the total energy increases almost linearly as a function of the hop num-
ber (where the hop number is large). Apparently. there is a trade off between
hop number and transmission distance of each hop to get the optimal energy
efficiency, and the energy consumption may be reduced by selecting the proper
transmission range (optimal transmission range). The optimal transmission range
will be used as the second main approach in this work to achieve cuergy efficient

performance in ad-hoc wireless networks.

1.7 Topology management and routing algorithms

in ad-hoc wireless networks

In topology management protocols, all nodes are divided into groups or clusters
according to their location information, and are then classified as head nodes
and normal nodes. Therefore. the sleeping state can be simply managed and the
communication routes are set up based on local information [21]. Routing ix an
important function in ad-hoc wireless networks and as part of its operation it can
e used to set up communication paths and to manage the node states. In ad-hoc
wireless networks, topology management and routing algorithms play important
roles in managing the node states and establishing the optimal communication
paths. Thus. with proper design of topology managenient or routing aleorithms.
the network energy consumption can be reduced and the network lifetime can be

prolonged. As a third approach to achieve energy ctheient pertormance in ad-hoe



1.8 Research objectives

wireless networks, topology management and routing algorithms mayv be utilised
togethier with the other energv saving approaches.

Geographic Routing (GR). location/position-based routing. for communica-
tion in ad-hoc wireless networks has recentlyv received much attention. especially
in the energy saving area [22],(23]. In geographic routing. each node has knowl-
edge of its own geographic information either via a Global Positioning Svstem
(GPS) or from network localisation algorithms. and broadcasts its location infor-
mation to other nodes periodicallv. The next relav node is selected only based on
the location of the source node, its neighbours and its ultimate destination (con-
tained in the data packet). Therefore, GR is generally considered to be scalable
and applicable to large networks. Furthermore, the energy consumption of cach
hop can be reduced if the next relay node is properly selected. In this thesis. an

energy efficient GIR approach is proposed.

1.8 Research objectives
The primary ohjectives of the work undertaken and presented in this thesis are:

1. To derive the optimal transmission range and the optimal location of relay

nodes in ad-hoc wireless networks.

2. To analyse the energy efficiency in linear ad-hoc networks, when the optimal

transmission range and topology managenients are utilised.

To analvse the energy efficiency in rectangular ad-hoc networks. under the

o

same condition as in objective 2.

1. To analyse the energy efficiency in the 2-D ad-hoc networks. where optinial

{ransmission range and Geographic Routing algorithis are utilised.

5. To analyse cnergy efficiency in ad-hoe wircless networks when realistic phyvs-

ical laver models ave considerd.

L To evaluate enerev efficiency in Vehicular Ad-hoce wireless networks.



1.9 List of contributions

1.9 List of contributions

The original contributions of this thesis are as follows:

1.

o

the optimal transmission range and the optimal location of relay node in

the ad-hoc wireless networks are derived .

an energy efficient Geographic Adaptive Fidelitv (GAF) topology manage-
ment protocol is proposed to achieve encrgy efficient performance in a linear
ad-hoc wircless networks. In this protocol. multiple node states control is
applied, and the size of the virtual grid in the GAF model is adjusted based
on the optimal transmission range. The results show that around 12'¢ cn-
ergy can be saved using this energy efficient GAF protocol compared to the

original GAF' protocol.

an energy efficient GAF protocol in a rectangular ad-hoc wircless network
is proposed, and it is shown that the network lifetime can be prolonged
by using this protocol and node density control. The multiple node states
control approach and the optimal transmission range are utilised in the
protocol. The results show that the network energy consumption has bheen

reduced and the network lifetime has been prolonged.

two energyv efficient Geographic Routing algorithms, the Optimal Range
Forward (ORF) and the Optimal Forward with Encrgy Balance (OFED)
algorithms. are proposed in a lincar ad-hoc wircless network.  Both are
able to reduce the network energy consumption and prolong the network

lifetime.

two new variants of the energy efficient Geographic Routing algorithms,
ORF and OFEB, are proposed in a 2-D ad-hoc wircless networks. The net-
work lifetime, the network throughput. the number of packets successtully
received by the destination and the average energy cost for cach successfully

received packet are compared based on different node densities.

realistic phyvsical laver models are considered and the energy cfficieney of

the approaches proposed so far under these realistic conditions i~ evaluated.
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Signal attenuation. different values of the loss factor. and fadineg models

(Rayleigh fading and Lognormal fading) are analysed.

7. the energy efficient GAF model is applied to a real Motorwayv trathic model.
which is derived from the ‘N4" road in the United Kingdom.

The original contributions arc supported by the following publications:

Journals:

1. W. Feng, H. Alshacr and Jaafar N H. Elmirgham. ~Green 1C1: Encrgy
Efficiency in a Motorway Nodel™, TE'T special issue on Vehicular Ad-hoc
networks, 2010 [24]. The content of this journal paper will be discussed in
Chapter 8.

2. W. Feng and Jaafar N. H. Elmirghani, “Lifctime Evaluation in Encrgy-
efficient Rectangular Ad-hoc Wireless networks™. International journal of
communication systems [25]. The content of this journal paper will be

discussed in Chapter 4.
Conferences:

3. W. Feng, H. Alshaer and Jaafar M. H. Elmirghani. “Evaluation of En-
ergy Consumption and Network Lifetime in Rectangular Ad-hoc Wireless
networks”, Proceedings of IEEE 6th International Conference on Informa-
tion Technology: New Generations (ITNG).Las Vegas. Nevada, US A April
2009 [26]. The content of this paper relates to Chapter 4,

1 W, Fene. H. Alshaer and Jaatar N H. Elmirghani. “Encrev Efficieney:
Optimal Transmission Range with Topology Management in Rectangular
Ad-hoe Wireless networks™. Proceedings of the IEEE 231d International
Conference on Advanced Information Networking and Applications (AN -
09). Bradford. U, Mav. 2009 [27]. The content of this paper relates to
(hapter -1
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ot

9.

10.

I1.

W. Feng, H. Alshaer and Jaafar M. H. Elmirghani. “Encrev Efficiency for
Rectangular Ad-hoc Wireless Networks™. the IEEE 5th International Wire-
less Communications and Mobile Computing Conference (IWCNC 2009).
Leipzig, Germany, June 21-24. 2009 [28]. The content of this paper relates
to Chapter 4.

. W. Feng and Jaafar M. H. Elmirghani. “Optimization of energy consump-

tion in linear ad-hoc wireless networks™. 10th IEEE International Svmpo-
sium on Communication Theory and Application, St. Martin’s College.
Ambleside, UK, 13th-17th July 2009 [29]. The content of this paper will he
discussed in Chapter 3.

W. Feng, H.Alshaer and Jaafar N H. Elmirghani. “Optimization of Fnergy
Consumption in Rectangular Ad-hoc Wircless networks™. IEEE ChinaCom.

August, 2009 [30]. The content of this paper relates to Chapter 4.

- W. Feng and Jaafar M. H. Elmirghani, “Green ICT: Encrgyv Efficicncy in

a NMotorway Model”, IEEE Next Generation Mobile Applications. Services
and Technologies, September. 2009 [31]. The content of this paper relates
to Chapter 8.

W. Feng and Jaafar M. H. Elmirghani, “Energyv-efficient Geographic routing
in 2-D ad-hoc wireless networks™. IEEE Next Generation Mobile Applica-
tions, Services and Technologies. September, 2009 [32]. The content of this

paper will be discussed in Chapter 6.

W. Feng and Jaafar N. H. Elmirghani, “Energy Efficiency in Ad-hoce Wire-
less Networks With Two Realistic Physical Laver models™. IEEE Next
Generation Mobile Applications. Services and Technologios. September.

2009 [33]. The content of this paper will be discussed in Chapter 7.

W, Feng and Jaafar M. H. Elmirghani. “Encrgy Efficiency in the Cluster-
based Lincar Ad-hoe Wireless networks™. IEEE Next Generation Mobile
Applications. Services and Technologies. September, 2009 (31 The content

of this paper will be diseussed in Chapter 5.
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12. W. Feng, A. S. Koyamparambil Mammu and Jaafar M. H. Flmirchani.
“Energy-Efficient Geographic Routing in Ad-hoc Wireless Networks™. Lon-
don Communications Svmposium '09. September. 2009 [33]. The content of
this relates to Chapter 6.

1.10 Thesis overview

In Chapter 2. the related literature is introduced, and most popular cnergy saving
approaches arc discussed and classified into three main categories.,

In Chapter 3, an energy efficient GAF topology managenient protocol is pro-
poscd to achieve energy saving performance in a linear ad-hoc wireless network.

In Chapter 1. an energy efficient GAF protocol for rectangular ad-hoc wireless
networks is proposed. and the network lifetime is prolonged by using this protocol
and a node density control scheme.

In Chapter 5, energy efficient Geographic Routing algorithms ave proposcd in
a linear ad-hoc wircless network.

In Chapter 6. energy efficient Geographic Routing algorithms for a 2-D ad-hoc
wircless networks are proposed and evaluated.

In Chapter 7, realistic physical layer models are considered and are used to
ovaluate the performance of the proposed algorithms in realistic CHVITONNents.
Signal propagation attenuation. different values of loss factor, and fading models
(Rayleigh fading and Lognormal fading) arc employed.

In Chapter 8, the energy efficient GAF model is applied to a real NMotorway
traffic model, which is derived from the *NM4" motorway in the United Kingdom.

In Chapter 9, the thesis is concluded and the future work is outlined.

1.11 Summary

In this chapter, the communication networks. especially ad-hoc wireless networks
are introduced.  The network encrgy constmption. which is the motivaton of

thix thesis. is discussed. Furthermore, the network lifetime is defined in ditferent



1.11 Summary

manners. The main communication techniques. Single hop and Multi-hop com-
munications. are introduced and discussed. The discussion was uscd to highlight
the fact that an optimal transmission range should exist. Topology management
and routing algorithis are introduced and discussed. which can be combined with
optimal transmission range to achieve energyv efficient performance. The chapter
has outlined the objectives of this research work and the original contributions

made.
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Chapter 2

Power efficiency in ad-hoc

networks

In battery-powered ad-hoc wireless networks, a critical issue is the efficient use
of the available energy of a node while satisfving the Quality of Service (QoS) in
the network [36],[37]. Most of the approachies used to achieve these goals can he

classified into three main categories.

2.1 Multiple power consumption states

As mentioned in Chapter 1, different energy levels are consumed in different
operating states (including transmitting. receiving. listening and sleeping states).
The power consumed in the listening state is less than the power consunied in
the transmitting and receiving states. but significantly ercater than that in the
sleeping state, the energy consumed in which can be ignored.  Maximising the
number of nodes in the sleeping state over all operating conditions minimises the

network cnergy consumption.
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2.1 Multiple power consumption states

2.1.1 Power save mechanism in IEEE 802.11

The IEEE 802.11 Power Save Mechanism (PS)N) [38] is the foundation for other
Multilevel States Power Saving (MSPS) protocol. All the nodes in the network are
assumed to be synchronised and awake at the beginning of each Beacon Interval
(BI). Then each node stays on during the Ad-hoc Traffic Indication Message
(ATIN) window, which is a fixed duration of each BI. All nodes listen during,
the ATIM period, and a node which wants to transmits packets. sends an ATIN
packet to the destination node. The destination node responds by sending an
ATIM-ACK packet back. If the handshake is successful. both nodes stav in the
transmitting/receiving state after the ATIN duration. and send /receive their data
packets before the ATIM duration of the next Bl Other nodes. which do not send
(and reply to) the ATIM packet, are put into the sleeping state after the ATINM
duration until the next B, As shown in Fig. 2.1. Node A sends an ATIN to node
B during the ATIN period, and node B replies through ATIN-ACK. then they
arc put into the ON state and scnd/receive data packets atter the ATIM until
the next BIL Node C) not sending or receiving any ATIN packets. returns to the

sleeping state till the next Bl Therefore, the power of node €' is saved.

2.1.2 Delay Degradation in MSPS

MSPS approaches may induce a delay degradation in the network. The work
in [39] analyses the impact of delay performance with on-demand routing i an
ad-hioe Network Power Saving Mode (AHNPSM).

In [39], a probability model for nodes contending in the ATIN window was
proposced. As shown in Fig. 2.2. .V nodes contend to transmit ATIND packets
during the ATIM window (1174 period. where 117y is the total period of ATIA
window). Assuming the first successful transmission occurs at time slot my. then
N — 1 nodes continue contending for the next successtul transmission during the
remainine Wy —my — Taprar + 1 period, where T yppay s the size of NTIM packet.
This contending procedure continues till the end of ATIN window. The numerical

results given in [39] are summarised in Table. 2.1, and these have impact on the
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Number of nodes [ncreases

Successful RRP transmission rate Decreases
Average end-to-end delay of RRP Increases
Average successful route discovery time | Increases

Table 2.1: Impacts of Power Saving Mechanism (PSM)

No successful
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Figure 2.2: ATIM packets contending [39]

route discovery procedures thus degrading the delay performance, especially in

large-scale ad-hoc networks.

2.1.3 Packet-driven Mechanism in MSPS

To get improved power saving performance based on MSPS protocols, both re-
ducing the listening period and prolonging the sleeping period can be considered.
Packet-driven mechanisms are among the approaches used to control these peri-
ods.

Two related concepts are introduced first [40]:

Time-driven mechanism: idle nodes remain in the sleeping state most of the
time and wake up periodically to listen if there are packets waiting to send or
receive.

Packet-driven mechanism: this mechanism drives all the irrelevant neighbour-

ing nodes into a sleeping state when two nodes communicate and wakes them up
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after the current data exchange has finished.

Most protocols based on IEEE 802.11 PSM implement the time-driven mech-
anisni. This mechanism requires synchronisation for all the nodes to enable pe-
riodic wake up. This makes it difficult to use time driven mechanisms in large
scale networks. The power saving performance becomes poor when there are
many flows in the network [40]. Compared to the time-driven mechanism. the
packet-driven mechanism does not need global synchronisation and the power
saving performance is not a function of the number of flows in the network.

The authors of [40] and [41] proposed a packet-driven protocol for PSML
Compared to the normal Multilevel States Power Saving protocols. nodes in the
Packet-driven protocol may remain in the sleeping state longer and thercfore
more power can be saved. The results show that about 60 cnergy can be saved
compared to the normal 802.11 ad-hoc networks, and the approaches mtroduced

can support on-demand routing in an excellent fashion.

2.1.4 Multiple Wake-up Frequency in MSPS

To keep nodes in the sleeping state longer to save power. nodes can cmploy a
different wake up frequency. which is the kev point discussed in this subscetion.
In [42], a k-frequency protocol was proposed. including a link laver protocol 1o
provide A-frequency power saving levels and a routing protocol related to this link
laver protocol. Different wake up frequencies impact the delay performance dif-
ferently, thus this A-frequency protocol provides k different energv-delay tradeofts
and is classified as below:

PSO consnes the most power with all the nodes always on. and has the lowest
delav; PS1, which corresponds to the fundamental 802.11 PSM model. consumes
less power than PSO and nodes wake up for every ATIN window and sleep for
the remainder of the beacon interval if thev are not used. Its delav is higher than
PSO. PS2 consunies less power than PS1 and nodes wake up every two ATIM
windows and sleep for the remainder of the heacon intervals if not used. henee the
delav is higher than PS1. Therefore the PS (k-1) level consumes the least amount
of energy but has the highest delay. A four levels example shown in Fig. 2.3, [ T

protocol is applied by considering an application-defined delay bound and trving

J R
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Figure 2.3: Four-level example

to find a route to achieve the delay bound and the power efficiency. :\ timer is set
in the destination node after it receives the first RREQ which represents Route
REQuest, and the timer expires after a specified delay time. All RREQs with
the same sequence number from the source node are received and the destination
node evaluates all the routes and then sends a RREP (which represents Route
REPLy) along the ‘hest’ route according to the desired delay metric. For cach
route collected during the timer period at the destination node, the node whose
cnergy consumption will decrease the most will be moved to the high power saving
sate (or the node whose energy consumption will increase the least will be moved
to the lower power saving state). This algorithm is iterated until the desived
delay is obtained or all the nodes are not in any power saving state. The work in
[42] uses an adaptive sleeping technique that allows nodes to adjust their sleeping

interval in response to the desired delay of the data being forwarded.

2.1.5 Other work related to Multiple power consumption

states control

The control of Multiple power consumption states is one of the key approaches

for power saving in ad-hoc wircless networks. and the main concept behind this
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approach is to put as many nodes as possible into a sleeping state for as long s
possible.

As mentioned before, IEEE 802.11 PS)\I [38] is the foundation for the NSPS
protocol. This work was extended in [39], [40-42]. The work in (39] proposcd
a routing protocol based on PSMN to reduce the energy consumption and the
transiission delay. In [40], [41] packet-driven mechanisms are introduced to
induce sleep and wake-up modes in the nodes, which saved about 60 cncergy
compared to the normal PSN. A multi-frequency wake-up mechanism is proposed
in [42] where the nodes utilise different sleeping durations.

Furthermore, based on the fundamental work of IEEE 802.11 PSM [38], the
rescarch carried out in [43-48] analyses energy efficiency and related performance.
A traffic shaping protocol to improve the performance of normal PSN is proposed
in [43] where the sleeping state is prolonged bv shaping the unexpected traffic
packets (onlv few packets during a nearly empty duration). It is shown in [43] that
about 83% energy can be saved by using the proposed traffic shaping protocol.
The work in [44] and [45] try to avoid nodes being out of syuchronisation and
isolated. In [46-48], the PSM protocol is extended to fit multi-hop Mobile Ad-hoc
Networks. There is other research work [49-61] based on PSAL.

2.2 Transmission range adjustment

In ad-hoc wircless networks. to get an acceptable QoS (Quality of scrvice), the
SINR (signal-to-interference-plus-noise power ratio) at the receive end must bhe
hieher than a minimum threshold. In an end-to-end transmission, this acceptable
SINR corresponds to an acceptable radio range of the source node. Furthermore.
this acceptable radio range depends on the interference cnvironment, the path
loss factor. and the source node power. Unfortunately. in battery powered ad-
hoce wireless networks, the batteries of nodes will he drained out quickly if the
nodes alwavs operate at a high power level. which corresponds 1o a laree radio
range. Thus. an adjustable radio range might be another approach to save power,

which has been the focus of numerous studies.

20
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For a multi-hop end-to-end transmission, the total energv consumed fron a
source node to a destination node increases as a function of both the number of
relaying nodes and each individual node’s radio range. Nodes consunic energyv in
a nonlinear fashion with radio range (usually the attenuation exponent in d" is
2 < n < 4). Therefore, if the number of hops is small (i.e. cach individual radio
range (hop distance) is large), the energy consumed for one transmission increases
nonlinearly. Alternately, if the hop distance is short (for the same overall end-to-
end distance), the energy consumption will be dominated by the electronic encrey
cost in the transceivers and therefore the total energy increases almost lincarly
as a function of hop number (where the hop number is large). Clearlv. there is
a trade off between hop number and radio range of cach hop to achieve optimal
cnergy officiency. Furthermore. for high-density deplovment ad-hoe networks. if
the radio range of a node increases. more nodes will be covered as neighbour
nodes. Therefore, with multiple power consumption states control. more spare
nodes can be turned into a sleeping state and the power assoclated with these

nodes 1s saved.

2.2.1 Broadcasting protocols with transmission range ad-

justment

Broadcasting (flooding) is one of the basic communication methods in ad-hoc
wircless networks. where a message from one source node is transmitted to every
node of the networks through single-hop communication (if within radio rangejor
multi-hop communication. The easiest way for broadcasting is for every node to
relay the message once to cover the whole network. which is called blind flooding.
C'learly, nodes with blind flooding will generate a lot of extra packets. even when
their neighbours have already received this message from other nodes. henee. a
Large amount of encrgy is wasted. A popular approach to solve this redundant
relay problem is to choose a set of back bone nodes to cover the whole network.
while the other remaining nodes just receive the broadeast message.

In [62]. a network is divided into different numboers of homogenous hexagonal

colls. where different cell sizes represent different node radio ranges. I the dis-
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tance between two vertices of one hexagonal is r. which also represents the radio

range of nodes. the number of cells can be calculated as

network area A, 4,
fle = cell aren N A, - 5—3—_\/5 =1
2 c 5T

To cover the whole network using a radio range r. 6 nodes. who act as a

broadcasting relaying back bone, need to be set at the vertices of each cell. since

each vertex is shared by three hexagonal cells, then the total number of back
bone nodes in the network is [62]

6n 14, 2.2)

Ny = -Ne = ——F~=. 2.2

3 3123 |

In this model, the energy consumption for broadcasting is

E =ny(r" + ¢ 4+ ¢ (d, + 1)), (2.3)

wliere nis the environment attenuation factor (2 < n < d). ¢ and ¢, are con-
stant energy consumption values for the transmitter/receiver electronies (includ-
ing signal processing), d, is the number of neighbour nodes who can receive the
hroadcasting message from each backbone node and +1 represents the message
will be received by that backbone node, d, = drr?, where X is the node density

of the network. Then the total energy consumption 1s

CdA (M e+ e (Amr? + 1))

E—
3r2y/3

To determine the radio range that results in the minimum encrgy consumption

(2.4)

sot the derivative of Equation 2.4 equal to zero, By computing, resulting in

n—2
which identifies the optimal radio range for the nodes of this network to get the

minimum encrey consumption with this backbone broadceasting approach.
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Figure 2.4: One dimensional network with fixed traffic

2.2.2 Linear Network with transmission range adjustment

A lincar network was proposed in in [63]. Both cqual grid and adjustable erid
Geographic Adaptive Fidelity models were studied in [63]. Assuming the distance
bhetween the source node and the hase station is L and the static trathe generated
by the source node is A Erlang, which needs m hops to reach basestation (sink
node), B is the chaunel bit rate. The power consimed by this communication
is [6:3]

1=

Powcr = [e,BA+eBA 4 ¢, (2r,)" B + o (1= 24) B]. (2.6)
=1

By using the Jensen's Inequality, minimisation of Power can be achieved

when the grid sizes ave equal r; = L which represents an cqual grid lincar
m

network model. as shown in Fig. 2.4 Note that the transmission range 7 is

2 s (grid size), and the hop number m = % Therefore.

()
-1

L
Power = —[¢,BA+ ¢, BA +¢,(R)"BA+ ce (1= 24)BJ. (:
-
. .. . GPower .
he minimum of Power can be determined when ‘—f—:;%i — (. while the value
P ower

of the optimal grid size 1o can be determined as well. -

given below [63].

and the r,, are

OPowor

r

AﬂUAH—lﬁWWJBJ—ﬂm+wﬂBA+uﬂl—lUBﬂmd.(Zﬂ

R n/(( P e) A F o ,.(1 - 24) .
Fopt = -
opt D \ 20 A(n — g

1<
-
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Clearly. there is a relationship between the optimal grid size 1 and static traffic
(A). With typical values of all the parameters. wherec = 1. n = 2. ¢, = 30 x 107"

J/bit. ¢, = 50 x 1077 J/bit, ¢, = 100 x 10712 J/bit/m? (when n = 2). and
B = 10kbit/s [64], the results in [63] shows the relationship between the network
traffic and optimal radio range.

Assuming that the traffic is not static, but is generated by everyv node. and
that all of the information data is to be relaved to the sink node. and if the nodes
are uniformly distributed and the node density is A and cach node produces a

Erlang traffic, then the traffic in the i'" grid is [63]

Ay = (L — (i —1)r)Aa

A = (L —ir)a. (2.10)
Thus, with this network traffic and the same typical value of the parameters,

the total energy consumption for the equal grid linear network model can be
calculated as [63]

(1

. 1
P = 4e, L’ aB|— +

5 2,”2] + me,B. (2.11)

Next. the work in [63] focus on the the adjustable grid lincar network with
the same variable network traffic scenario studied. According to the relationship
between optimal grid sizc and network traffic (Equation 2.9). the optimal grid size
will vary in response to the variable network traffic. According to this relationship
and the network traffic in the 1st grid, which is shown in Fig. 2.5. the optimal
radio range of nodes in this grid can be calculated. thus the optimal grid size can

he determined (11 = R;). Note that the traffic in the i"" grid is [63]

‘_1“. = (L — Ty —To... — 7'1‘_1))\(1
Ay = (L —1 = ro... — m)A (2.12)

N
—_—
o

By repeating the same procedure of calculating the optimal radio range in
the 1% grid. the optimal radio range in the 214 grid can be calculated. From the
relationship between optimal radio range and optimal grid size in the e,
which is R; = r; 4+ r,_1. the optimal grid size of the 2" orid can be calculated

Thus all of the optimal grid sizes can be caleulated in o similar manner. As a
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Iigure 2.5 One dimensional network with variable tratfic

result the total cnergy consumption in the adjustable grid lincar network can be
calculated. The results in [63] show that about 50% cnergy is saved by this
adjustable grid model, compared to the minimum cnergy consumption of the

equal grid model.

2.2.3 Clustering-based Model with transmission range ad-

justment

In ad-hoc wireless network. especially sensor ad-hoc wireless network, nodes can
be clustered according to location information to save cuergy by keeping only
cluster heads in active states. These cluster heads act as a backbone to relay the
data for other nodes. while other nodes are turned into sleeping state to achieve
cnergy officient.

The authors of [65] proposced an LI rectangular network model. where the
node density is A nodes/m? and all nodes in the network use the sanie radio range
1 (1 < Poars Piae 18 the maximum radio range of nodes). This model considers
a small time interval (T) scenario. and assume that all nodes are cither in the
active states (transmitting. receiving. and sleeping state) or in the sleeping state.
The active nodes act as a commmunication backbone (cluster headers). Although
these backbone nodes ave rotated according their residual energy. however they
are assumed not to change in the time 7" interval. It is also assumed that. i the T
interval. every node in the sleeping state spends a fraction of time (5. 0 <~ < 1)

in active states. which means these sleeping nodes will spend an 77 interval in
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active states. s represents how often a node is woken up from the sleeping state.
and is determined by the MSPS protocol. In this model, nodes consume different
energy when they are in these four different MSPS states. and the total encrgy
consumption of the network is determined by the time distribution among these

four states of all nodes in the network. which can be expressed as [65]:

N N
T,=) t, T = >t
1;1 ;\71
Ti=>t, Ti=)> t.. (2.13)
1=1 =1

where i represents the it node of the network and N is the number of nodes of
the network (N = W L)). Therefore the total energy consumption of the network
is [65]

E=eT +eT + el + e, (2.14)

where e;, e,, €, e, respectively represent the energy consumption per unit time.
and ¢, = e, +e,r" (2 < n < 4), e = e+ e, ¢ = e, where ¢, 15 the encrey
consumption for electronics of transceivers; e, 1s the energy consumption of the
amplifier; e, is the energy consumption associated with the receive-processing: n
is the attenuation factor. According to [66], es and e, is very small (assume to
be 0). Thus, e; = e, + e (2<n < 4), ep =€ =0 €0 = 0. The number of
active node (N,) is a function of the network arca (L11") and node radio range
(1), Ny = h{;% where h is a coefficient determined by the clustering algorithm.

Therefore, % represents the average number of neighbours of an active node. In

. . . . . v
particular, the optimal number of active nodes is N, = % when the network

3
arca is divided into r sized hexagons and each active node covers 2.3 of the
hexagon arca. The model in [65] uses some parameters to derive the network
cnergy consumption. The time to transmit /receive a packet (f,). t, = I—; where
l is the packet length and R is the data transmission. reception rate. A o1s the
average hops of a packet. A is the average number of packets relaved by each

qctive node. d is the estimated distance between source and destination node. .\,
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1s the number of packets passing through the network during the time interval 7.

and P = pW'T, where p is the traffic density per second per meter. Therefore
PH = N,\. (2.15)
Assume
PHr = PJs. | (2.16)

where J§ is the average path length between source and destination nodes, and
0 is the coefficient determined by the clustering algorithm. Thus. the average
number of packets relayed by each node (0) is a function of the traffic and radio
range, which is given below [G5]

g — ha T JoW ur
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In this network model, the average time periods associated with cach active

node states are [65]
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where % represents, for an active node. the average number of packets it receives
from its neighbouring active nodes. Furthermore. for sleeping nodes. assume they
only receive some overheard packets from the active nodes. during the ~7 time

period. Then the average time periods of cach state of the sleeping nodes are [65]
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Using the results above. the average energy consumption rate (cnerey per
second per unit area) is [65]
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Therefore, to get the optimal r which corresponds to the minimum £,. the
derivative of E, is set to 0. where the optimal radio range is a function of the

traffic density (u), which is given below
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(2.21)

The work in [65] simulated this model. and the simulation results almost
match the analytic results. This model shows us how to calculate the optimal
radio range for energy efficiency, and the analysis results show that the optimal
radio range is only a function of the traffic density (). and is not related to the
node density (#). The reason of this relates to the assumptions behind this model.
ie the nodes in the network just receive or relay the traffic packets. In practice
nodes also generate traffic in a real scenario, and in this case the optimal radio

range will also be a function of node density (6).

2.2.4 Transmission range adjustment

A Multipoint Relay Protocol has been proposed by the authors in [67] hased on
the optimal transmission range to reduce the number of transmissions. Optimised
Link State Routing has been proposed in [68]. a Neighbour Elimination Scheme
is independently proposed in [69] and [70], all result in reducing the quantity of
{ransmission in ad-hoc networks.

Algorithms are proposcd either for general topology control purposes T2
or for special tasks [73]. [T4]. c.g. routing. data gathering, and broadeasting. The
objective of energy saving 1s usually achieved by computing the best transmis-

sion ranee based on geographic information and the cnerey model. The work in
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[75] proposes a quantitative analysis model for the optimal transmission ranee
problem in this category. They use throughput and throughput per unit cnerey
as the optimisation criteria and conclude that the optimal transtiission power is
determined by the network load. the number of nodes. and the network size.

The work in [71] and [76] studied the optimisation of radio transmission range
in wireless networks. In [76]. the optimal transmission range that maximises the
expected packet progress in the desired direction was determined for differcnt
transmission protocols in a multihop packet radio network with randomly dis-
tributed terminals. The optimal transmission ranges were expressed in terms
of the number of terminals in range. It is found that the optimal transmission
radius for slotted ALOHA without capture capability covers on average eight
nearest neighbours in the direction of the packet’s final destination. The study
attempted to improve the system throughput by limiting the transmission inter-
ference in a wireless network with heavy traffic load. A distributed position-based
self-reconfigurable network protocol that minimises energy consumption was pro-
posed in [71].

A similar assumption was made in [77]. even though the node density was
only considered in the analysis of the cnergy cousumption of overhearing nodes.
The work investigated the problem of selecting an energv-efficient transmission
power to minimise the global cnergy consumption of ad-hoc networks. It was
concluded that the average neighbourhood size is a useful parameter in finding
the optimal balance point. The authors in [78] studied the optimal transmission
radius that minimises the scttling time for flooding in large-scale sensor networks.
In the paper, the settling time was defined as the time when all the nodes in the
network have forwarded the flooded packet. Regional contention and contention
delay were then analysed. A bit-meter-per-joule metric for energy cousmmption
in wireless ad-hoc sensor networks was investigated in [79]. The paper presented
A svstem-level characterisation of energy consumption for sensor networks. The
study assued that the sensor network has a relay architecture. and all the trathe
is sent from sensor nodes towards a distant basestation. Also. 1t was assumed
that the source alwavs chooses. among all relay neighbours. the one that has
(he lowest bit-meter-per-joule metric to relav its data packets. In the analvsis.

the power efliciency metric in terms of average watt per meter tor cach radio
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transmission was first calculated, and was then extended to determine the elobal
energy consumption. The analysis revealed how the overall energy consumption
varies with transceiver characteristics. node densitv. data traffic distribution. and
base-station location.

Based on the optimal transmission range, the authors in [N proposed two
energy efficient broadcasting protocols. with and without takine into aceonnt the
cnergy consumed for reception. The work in [81] and [82] analysed the cnergy
distribution and proposed a routing mechanisin based on the location of nodes
in linear wireless sensor networks. Note that. the network traffic is determined
by the location of nodes in the models in these papers. therefore. the nature of
the work in [81] and [82] is based on the relationship hetween the network traffic
and the transmission radio range. The results show that the cnergy consumption
can be balanced and that the bottleneck associated with the network lifetime can
be relaxed. It was found in [83] that a higher throughput can be obtained by
transmitting packets to the nearest neighbour in the forward direction. In [S4],
the authors evaluated the optimum transmission ranges in a packet radio network
in the presence of signal fading and shadowing.

Although methods that can improve encrgy efhiciency have been discussed.
note that there are other performance metrics that should be considered at the
same time. such as network connectivity, network capacity. and routing bounds.
The work in [85] investigated the impact of these performance metries in both
fixcd-range and variable-range ad-hoc networks and compared them. In fixed-
ranec networks. high transmission power (long radio range) will increase the
connectivity of the network and reduce the number of relay nodes between the
source and destination nodes. which will benefit routing protocol by providing
multiple routes and reducing the signalling overhead (contains the dyvnamic route
information). Unfortunately. a high transmission power creates exeessive envi-
ronmental interference seen by other potential receivers. therefore. decrease the
network capacity. For low transiission power. the network connectivity decrcases
and the number of relay nodes between the source and the destination nodes in-
creases. thus the routing protocol is affected by reducing the number of routes

and inereasing the size of signalling overhead. Note that. the transmission power

Y



2.3 Topology management and Routing algorithms

must be higher than a threshold which gnarantees no network partitions. Fur-
thermore. a low transmission power will reduce the environmental interference to
other receivers thus improves the network capacity. Energv efficient performance
1s a trade off between individual radio range and hop number, which has been

discussed earlier.

2.3 Topology management and Routing algorithms

Topology management and routing protocols arc an alternative (third) approach
to save cnergy in ad-hoce wireless networks. The first two approaches can be

utilised together in the topology management and routing algorithms.

2.3.1 Fundamental Routing Algorithms in Ad-hoc wire-

less networks

Unlike Internet routing, routing in ad-hoc wireless networks has its own speci-
ficitics. First, most of the nodes in the network are battery powered. therefore
the cnergy is limited. Scecond. the topology of ad-hoc networks are dyvnamically
changing. therefore the information routes are dyvnamically changing. As men-
tioned before, single-hop communication is not energy efficient and has limited
applications, while with multi-hop communication nodes can connmunicate with
other nodes. even if they are out of transmission range. through intermediate
nodes. Note that. most multi-hop routing protocols consider only minimum hop
numboer in the selection of the shortest-path. but more and more attention is be-
ine paid to cnergy efficient multi-hop routing. Intuitively. energy efficient routing
aleorithms should focus on how to find the minimum energy cost routing paths.
However. even when the minimum eneregy path is found. if the communication
within the network alwavs chooses this most energy efficient path. the relayv nodes
in this path will exhaust their encrgy rapidly. and therefore network partition-
ing might occur. Furthermore. if some important nodes are heavily selected for
different routes by some routing algorithm. the cnergy of these nodes will be

drained out quickly. The network lifetime can end prematurely if one or some
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nodes are drained out. To avoid this problem, a threshold of remaining energy
can be applied by the routing algorithm, where if the remaining energv of onc
node is under the threshold, this node is not selected as an intermediate node.
Furtliermore, this node may only process its own functions. such as collecting
data, and operate its own transmission tasks. Thus. the network lifetine can be
prolonged.

There are three main categories of multi-hop routing protocols in ad-hoe wire-
less networks: flooding, proactive routing and reactive routing. Flooding routing
has the advantage of being highly robust to changing network topologies and re-
quires little routing overhead. In fact. in highlv mobile networks flooding mav be
the only feasible routing strategy. The obvious disadvantage is that redundant
copics of the same packet are received and transmitted throughout the network,
which wastes both network bandwidth and the power of the transmitting nodes.
Therefore flooding routing is only suitable for very small networks. and its energy
performance is not good. Proactive routing include both centralised routing and
distributed routing. In centralised routing, information about channcl conditions
and network topology determined by each node is forwarded to a centralised node
or a basestation that computes the routing tables for all nodes in the network.
The optimal routes can be computed depending on the optimisation criterion.
such as minimum average delay, minimum hops number, or minimum energy
consumption. This minimum energy consumption can be the minimum cnergy
consumption of the whole network, or can be defined according to the individual
nodes, especially the important busy nodes. Obviously. this routing algorithm
cannot adapt to rapid changes in the channel conditions or network topology.
Thus. this algorithm is typically used in very small networks. Distributed route
computation is the most common routing procedure used in ad-hoc wireless net-
works. In this protocol nodes send their connectivity information to neighbouring
nodes. and then routes are computed from this local information.

Proactive routing requires fixed routing tables that must be updated at regular
intervals. which is not suitable for large networks or rapidly changing-topology
networks. Reactive (on-demand) routing does not need routing tables and it only

creates routes at the request of a source node that has traffic to send to a given



2.3 Topology management and Routing algorithims

destination. Therefore it is suitable for large scale networks and rapidly changing-
topology networks. This elilinates the overhicad of maintaining routing tables for
routes not currently in use. Normally. reactive routing needs to discover routes
first then maintain these routes until the transmission ends. The disadvantage
is that reactive routing can result in significant delav since the route discovery
process is initiated when there is data to send, but this data cannot be transmitted
until the route discovery process has finished.

Ad-hoc wircless networks, especially sensor networks, usually have a high node
density, a large scale and their topology changes rapidly. therefore reactive routing
is widely applied in ad-hoc networks. Thw work in [86] discusses and compares the
four most popular routing protocols in multi-hop wircless ad-hoc networks, which
arc Destination-Sequenced Distance Vector (DSDV), the Temporallv-Ordered
Routing Algorithm (TORA), Dynamic Source Routing (DSR). and Ad-hoc On-
Demand Distance Vector (AODV).

2.3.2 Dynamic Source Routing (DSR) algorithms

Most traditional routing protocols use a ‘minimum hop number” algorithm with-
out considering the energy efficiency. The work in [87] proposed a DSR energy
saving protocol. called ESDSR (Energy Saving DSR), to maximise the lifetime of
an ad hoe network.,

The DSR protocol includes two main procedures: route discovery and route
maintenance, where the mechanism of route discovery is introduced in Algo-
rithm 2.1. For route maintenance in DSR. cach node relavs DATA according to
the routes table decided in the route discovery procedure. and cach node recerves
an AC'IK from its next relay node after successfully transmitting o DATA 10 115
next relay node. If a node cannot receive an ACK after transmitting DATA L a
route BROKEN conclusion is reached. The source node then tries to find another
route from its route cache. If no alternative route can be found in the route cache.
the sonrce node retries another route discovery procedure.

The ESDSR algorithm in [87] defined an “expected life” parameter () tor

33
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RREQ: include SEQUENCE NO., NODE LIST
SEQUENCE NO.: unique number for cach RREQ
NODE LIST: contain the routes information
RREP: NODE LIST
For different kind of nodes:
Source nodes
IF (have task)
broadcast the RREQ
ELSE 1F (receive RREP)
send data packets with NODE LIST appended
Intermediate nodes
IF (recetve the first RREQ)
add itself to NODE LIST
rebroadeast RREQ
ELSE TF (receive RREP)
relay RREP according to NODE LIST
ELSE IF (receive data packet)
relay data packet according to NODE LIST
ELSE
ienore duplicated RREQ)
Destination nodes
IF (receive the first RREQ)
cenerate RREP. whose NODE LIST is reversed from RREQ)
send RRED back to source along NODE LIST
FLSE (receive data packet)

store and processing

Algorithm 2.1: DSRR route discovery mechanism [87]




2.3 Topology management and Routing algorithims

Route 2

Figure 2.6: ESDSR route selection

every node, given by
L

7 = Y
B,

where F; is the remaining energy of node /. and F; is the transmit power of

N, (2.22)

node 7. The minimum value of ;. of every node, which supports one route. will
determine the ‘expected life” of this route (17, “expected life” of route j). and
the route with largest N, value will be selected as the route to transmit DATA
packets. For cxample, as shown in Fig. 2.6, assume there are two potential
routes for future DATA transmission, and the remaining cnergy and transmit
power of cach node are known. thus the “expected life” (V) can be caleulated.
Assume N, = 0.5. Ny, = 0.4 N, = 0.2, then the “expected life” of route 1 s
0.2. Furthermore, assume the “expected life” of route 2 1s 0.1. then route 1, whose
expected life” value is larger. will be selected to transmit the DATA packets.
This route discovery mechanism chooses the high energy life route to balance the
lifetime of every route and thus prolong the lifetime of the network. ESDSR also
proposcd a mechanism to improve the energy saving performance during the route
maintenance duration (DATA transmission duration). In genceral. the received
power must be larger than a threshold value (Py,,) to ensure that the DATA has
heen suceessfully received. In ESDSR. during the first DATA trausmission after

the route has been determined. the transmitter or relay node attaches a transmit

-
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power (Py) value to the DATA packet and then transmits the DATA packet to
the next relay node or destination node. The next relav node or the destination
node attaches to the DATA packet a value when the packet has been received
(P.). The future minimum transmit power of the transmitter or the relay node
can then be calculated.

P..,=F+ Py — P,. (2.23)

To tolerate the environment induced fluctuations. a power margin (F;,,) is added

to the minimum transmit power (P,,;,). which then hecomes
Pmm — Pt + Plhr' - Pr + Pf{)l- (_)_)—1)

With this transmit power minimisation mcchanism. the nodes energy along, the
route can be saved. The simulation results in [87] indicate that. compare to
normal DSR with the same node battery capacity. about 20% more packets can

be transmitted to the destination node.

2.3.3 Ad-hoc On-Demand Distance Vector (AODV) algo-

rithms

An energy efficient route discovery mechanism based on the AOD\ routing pro-
tocol is proposed in [88]. It uses the characteristics of transceivers and channels
to analyse the power saving performance of its model.

In this model. the received signal power is calculated as

P - PijG,-/\Q | < 47TH7-Ht
T ARl T A

(47)
H.H, irH,. H,

P,- - Pf(YfG,-T. d > /\

(2.29)
whoere Pois the transmit power. P. is the receive power. (7, and (7, are the
antcenna gailts at the transmitter and receiver. Hy and Hy are the heights of the
antcnnas of the transmitter and receiver. Lois the svstem loss factor. A s the
carrier wavelength, and o is the distance between trausmitter and receiver,

The energy consumption of this algorithm is composed of energy consumed

for route discovery (transmission of Rout REQuest (RREQ) and Route REPILy
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(RREP) packets) and data packets transmission. respectively. The two cnergy

consumption terms between nodes ¢ and j is

dqta _ (Pf + Pr)Ldata
" (1 - er)fdata

dis __ (})f + Pr‘/\vm'eu(i))Ldis
Ei,j = .

f dis

where Ly, and Lg;s are the packet-lengths of data packets and route discovery

(2.26)

packets, Ngyeq(s) 1s number of neighbour nodes within the coverage of transmit
node 7, fyuo and fgs are transmission bit rates of the data and the route discovery
packets, er is the packet error rate over the link between these two nodes. which
can be calculated as er = 1 — (1 — BER)'. [ is the packet size and BER is bit
error rate from BER o< erfe(VeSNR), SNR = 10log(-2=). Thus. the total

cnergy cost between the source and destination nodes is

(BN
(SN
~1]
g

Eé;}{[(l/ _ Z(Edufu + E(“H). (. R

Unlike normal AODV, the algorithm in [88] selects the route with minimum
cnergy consumption (E,q), and the simulation results show that about 120 cnergy

has been saved compared to normal AODV.

2.3.4 Other Routing Algorithms

Cluster-based routing algorithms

As mentioned in Section 2.1. MSPS is the basic approach to save power by putting
as many nodes as possible into the sleeping state. Clustering-bascd routing, al-
gorithms also achicve power saving performance by turning idle nodes in clusters
into the sleeping state. while cluster head nodes act as a relay backboue to for-
ward data on behalf of other normal nodes (non-cluster-head nodes). The work
in [64] proposed a Low Energy Adaptive Clustering Hierarchy (LEACH) routing
protocol. which is clustering-based.  LEACH balances the energy conswmption
of every node by randomised rotation of cluster heads. which may result i an

improper structure. for example a long distance between the head node and its
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cluster member nodes. or too manyv nodes within one cluster. The Maximum
Energy Cluster-Head (MECH) algorithm [89] improves the cluster structuring
method and extends LEACH in some other aspects.  Simulation results show
that MECH lasts longer than LEACH before the first node dies.

Bionic routing algorithms

Sonie rescarch groups have studied power saving routing algorithins based on
biologically inspired concepts, such as Genetic algorithms [90], [91]. Artificial
Neural Networks [92], Immune Algorithms [93] and Ant Algorithms [94]. to find
the optimal energy saving mechanisms. The work in proposed a power saving
routing algorithm, which is called Power Saving Ant Algorithm (PSA), hased
on Ant Algorithm, and the simulation results show PSAA is more cuergy efficient

especially when the network topology rapidly changes.

2.3.5 Geographic Routing

Traditional ad-hoc routing algorithms include global, on-demand and hybrid al-
gorithms. Global routing strategies such as distance vector [95]. [96] and link
state [97], (98] routing protocols are suitable for smaller networks with low mobil-
ity. but do not scale well in larger dynamic environments due to the periodic and
global dissemination of topology updates. On-demand routing protocols (99 104
use a query response mechanism to discover and maintain routes for individual
sessions. However, flooding of route queries limits the performance under condi-
tions of high mobility and high traffic loads. The hyvbrid approaches (105 108,
use a cluster or hierarchical network structure to dyvuamically group nodes and
then applies different routing strategies within and between groups.

Geographic Routing (GR). location/position-based routing. for communica-
tion in ad-hoc wircless networks has recently received incercased attention. os-
pocially in the energy saving area [22]0 (23], [76]. [109-114]. Compared to the
non-Ceographic routing algorithms, GR does not require maintenance of rout-
ing tables or route construction prior to or duringe the forwarding process. The

forwarding process also allows a packet to adapt to changes in the topology by
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sclecting the next best choice of intermediate nodes. Other benefits include the
ability to weight individual next hop choices according to additional metrics.
Routes can be altered node by node and packet by packet simply by considering
additional QoS related parameters relating to the next hop neighbours. such as
delay or available bandwidth [113]. Furthermore. in this thesis. GR aleorithms.
which aim to reduce the network energy consumption and to prolong the network
lifetime, are proposed and studied.

The authors in [116] proposcd the Most Forward within Radius (MEFR) algo-
rithm to minimise the number of hops. MFR forwards a packet to the neighbour
that is the farthest from the source in the direction of the destination within
the transmission range. The work in [111] proposed a similar forwarding algo-
rithm, the Greedy Routing Scheme (GRS), which selects the closest neighbour
to the ultimate destination among the neighbours. In the above two forwarding
algorithis, the transmission range is fixed. and the main goal is to minimise the
transmission delay (hop numbers). When nodes have the ability to control the
transmission range, additional features can be realised. for example the authors
in [112] proposed the Nearest Forward Progress (NFP) algorithmn to reduce en-
crgy consumption. NFP chooses the closest neighbour to the sender within the
forward region. However, note that. with NFP, the energy consumption for cach
hop is minimised. but the number of hops may be large. which may lead to in-
creasing the total energy consumption. The authors in [113] proposcd conpass
routing, which selects the neighbour that has a minimum angle with respect to the
line hetween the source and the destination. Distance Routing Effect Algorithm
for Mobility (DREAM) [117] is another example of this idea. Unlike the most
progress within radius scheme, however, a direction-based scheme hke DREAM
is not necessarily loop free:

In the forwarding algorithms proposed in this thesis. the best forwarding lo-
cation is computed based on the optimal transmission range, and the node which
s closest to the best location is selected as the next forwarding node. Therefore.
the energy consumption for the total end-to-end communication is minimised.

nerey saving based on Geographic Routing algorithms has been proposed
as well. The authors in [118] proposed the Geographic Power Efficient Routing

(GPER) protocol to provide power efficient geographic routing in wireless sensor
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Figure 2.7: GAF virtual grids model

networks. The authors in [119] proposed the Energyv-Efficient Geographic Routing
(EEGR) protocol, which computes the optimal location of the next hop node
and sclects the next hop node based on the distance to the optimal location.
The ORF forwarding algorithm in this thesis is similar to EEGR. however the
best forwarding location of ORF is computed based on the optimal transmission
range. and the node which is closest to the best location is selected to be the
next forwarding node. Therefore. the energy consumption for the total end-to-
cnd communication is minimised. The authors in [81] and [82] analyse the energy
distribution and propose a routing mechanism based on the location of nodes in
linear wireless sensor networks.

To prolong the network lifetime, not ouly the energy consumption should be
reduced, but also thie cnergy consumption among nodes should he balanced. which
is achicved by balancing the traffic load of cach node. The energy-proportional
principle (EPP) is one that can achicve a balance under different tratfic loads. It

originates from the encrgv-proportional routing principle [120], {121].

2.3.6 Topology management protocols

In the topology management protocols, all nodes arce classified into groups or
clusters according to their location information. and therefore. the transition to
the sleeping state is simple to manage and the communication routes are set
up based on local information [21]. Topology management protocols in ad-hoc
wircloss networks provide a mechanism that can be utilised to achiove energy

cfficieney. if they are properly designed.
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2.3.7 Geographic Adaptive Fidelity (GAF) protocol

In [13], [122]. GAF (Geographical Adaptive Fidelity) assumes the nodes have
some location information and form virtual grids. The size of the grids is chosen
such that any two nodes in two adjacent grids are able to communicate with each
other, one GAF model is shown in Fig. 2.7, where R is the girds size and » is the
nodes transmission range. Within each grid. a protocol tries to ensure that most
of the time one node remains active to forward information while the rest enter
into the sleeping state. Therefore. the delav and energy cost will both be reduced.
but the number of hops will be determined by the gird size. In [13]. the authors
analysed and simulated a GAF model based on both Ad-hoc¢ On-demand Dis-
tance Vector (AODV) and Dynamic Source Routing (DSR) routing algorithms.
Compared to the normal AODV and DSR routing in ad-hoc wircless networks.
the GAF assisted ones reduce the energy consumption by 0% and 60 respec-
tively [13]. Furthermore, their analysis shows that the network lifetime inereases
when the node density increases. However. in [13], the GAF virtual grids are
the same size, and the optital transmission radio range has not been considered.
In [63] the authors proposed a lincar network (where the nodes ave distributed
along a line) and, based on GAF topology management. analyscd both equal and
adjustable grid models. In [63] a relationship between the optimal trausmission
range and network traffic is derived in an equal-grid model, which is used to
calculate the grid-lengths and network energy consumption in au adjustable-grid
model. The results in [63] prove that the adjustable-grid model is morce cnergy
cofficient than the equal-grid model, but they assume that the energy cost i the
receiving state is only due to electronic consumption. where the energy consumed
for processing data in the receiving state is neglected. Furthermore [63] has not
considered the network lifetime (which is not entirely determined by energy sav-
ing): in the equal-grid model. the cnergy of nodes in the near-to-sink orids will
be drained much sooner than in the far-from-sink grids. Furthermore. this one-
dimensional linear network cannot represent most realistic ad-hoc networks (two

or three dimensional networks). These aspects are addressed in this thesis,
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2.3.8 Other topology management protocols

Apart from GAF [13]. [63]. [122]. [123] protocol introduced above. there are a
number of topology management protocols, such as SPAN [14]. ASCENT [66)],
CEC [124] and AFECA [125], STEM [126]. TITAN [127] and TNPO [12]. The
basic mechanism use in these protocols is that the state of nodes relies on geo-
graphic information, and energy is saved when nodes are turned into the sleeping
state. Meanwhile, active nodes are sclected as the communication backbone of the

network. Other research in [128-131] focuses on topology management protocols.

2.4 Other energy saving methods

There are some other power saving methods which are not very connected to
ad-hoc¢ wireless networks and are more related to hardware techniques. For ex-
ample. with directional antennas, data packets can be transmitted in a particular
dircction, and clearly power can be saved compared to omni-directional anten-
nas. Another example is the better use of coding techniques to decrease the size
(compression) of data packet to he transmitted. and/or the use of codes to allow

operation at lower SNR levels, and therefore transmit power is saved.

2.4.1 Hybrid ad-hoc wireless networks

Furthermore, to improve energy efficiency in ad-hoc wireless networks. some
nodes, which remain stationary and have a pertanent power souree, may be
added to the network. These nodes act as the hackbone nodes of the networks
and are able to relay data. thus help enhance the network connectivity and power
saving in other mobile battery-powered nodes. These networks are defined as
semicinfrastructured networks in [132]. or ax hvbrid networks in {133 and {131,

In [131]. nodes in the network are classified as agents and clients. Clients
are normal mobile ad-hoc nodes. and agents are nodes with permanent power
sources.  Agcents do not generate or sink traffic but simply relav packers from
clients. Aeents are not randomly distributed. but carcfully located for network

metrics performance. such as network capacity, network connectivity and network
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cnergy efficiency. Agents can act like a virtual infrastructure that carries the
uscr data across the network. The presence of agents helps clients reduce their
trausiission power consumption, especially with agent-aware routing methods.
The work in [134] also shows that the use of agent-aware routing techniques
might cause some throughput degradation, especially for lower agent densities.
The work in [135] combines cellular structures and mesh networks to form the
backbone of a large sensor network. The sensor network is divided into many
equal cells and each cell has a local controller with enough resources at the centre
to collect the data and to form the mesh network backbone. The results show
that the power consumption in the individual cells is evenly distributed and no
arcas in the cells run out of encrgy prematurely.

Although routing algorithms in ad-hoc networks have been classified into three
main approaches, these approaches can be combined, usually referred to as hyvbrid
routing algorithms. Some rescarch groups have studied these hyvbrid routing algo-
rithms to improve the energy efficiency. The authors in [136] proposed a Dvnamic
Lcader Set Generation (DLSG) algorithm. which is a hybrid routing algorithm.
DLSG uses leader nodes as the communication backboue of the network and other
local nodes communicate with the network through their own leader nodes. In
this local communication between a leader node and its normal nodes. DLSG
uses proactive routing for local routing. For global routing, DLSG selects leader
nodes through the use of reactive routing algorithms. Furthermore. in DLSG.
the leader nodes are determined based on the remaining cuergy. and the leader
nodes de-select themselves if their remaining energy falls below some threshold
level, Therefore. the cnergy of every node can be balanced and the lifetime of the
network can be prolonged. The results in [136] show that DLSG can prolong the
network lifetime by 20 — 50%. The work in [137 -140] also concentrates on energy

saving in hvbrid ad-hoce wireless networks.

2.5 Summary

This chapter surveved the energy saving, approaches used in ad-hoe wireless net-

works, Most of these approaches are classified into three main categories: mul-



2.5 Summary

tiple power consumption states. transmission range adjustment. and topology
management and routing algorithms. In each main energy saving approach. the
fundamental concepts have been described. and work related to each approach has
been introduced and evaluated. These three main approaches can be combined
together to reduce the network energyv consumption and prolong the network life-
time. Furthermore, other energy saving methods. such as hybrid ad-hoc wireless

network have been discussed.
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Chapter 3

Energy Efficient GAF Protocol in

Linear Ad-hoc Wireless Networks

3.1 Introduction

The Geographic Adaptive Fidelity (GAF) protocol is one of the topology man-
agenent protocols use in ad-hoce wireless networks. Based on the nodes™ position
information, the GAF model divides the network topology into small virtual grids.
whoere any node in cach grid can communicate with any node i its adjacent grid.
Note that, the GAF model ensures that there should alwavs be one or an optimal
set of active nodes in cach grid to act as the communication backbone of the
network while the remaining nodes enter into the sleeping state to save energy.
In this chapter. an enerey efficient Geographic Adaptive Fidelity (GAF) protocol
is proposed to reduce the energy consumption of a linear ad-hoc wireless network,
which is shown in Fig. 3.1. where the grid size is derived based on the optimal
transmission range. Furthermore. another adjustable-grid GAF model is derived
hased on Genetie Aleorithms (GA) to improve energy efficiencey in linear ad-hoc
wireless networks. In this chapter. and in a linear ad-hoc wireless network. net-
work cnergy consunmption models are proposed considering the cnergy consumed

for processing data at the receiver. while a new adjustable-grid model s designed
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Figure 3.1: Equal-grid and adjustable-grid linear G models

using Genetic Algorithms.

3.2 Energy consumption model

The energy consumed by ad-hoc wireless network nodes is the sum of the energy
consumed for transmitting. receiving and listening. Bascd on [141] the energy
consumed per second by a node in these three states can be respectively calculated

as follows:

Et = (6(‘ + (luRn)Dt

E, = (ec +¢ep)D:

E =¢1, = f’/(l — 1 — Y,) (f;.l)
where R is the node transmission range: Dy and D, are the transmitted and
rocoived traffic data bits respectively: T; and T, denote respectively the time for
transmitting and receiving the traftic data of a grid, which can be expressed as
follows:

T, = Dt/dR
T.=D,/dy. (52)
where dp is the transmit or receive data bit rate (bit/~ccond) ot cach network

node: 7;. which denotes the time spent listening to the radio environment i one

socond. is: 1;=1=T,=T,. where 0 < T} < 1. thus 0 < (1 =D Jdp— D, [dp) < L.
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For the transceiver design parameters: e, is the energyv/bit consumed by the
transceivers electronics, and e, is the energy/bit consumed in the transmitter
RF amplifier, and e, is the energy/bit consumed for processing in receivers and
e; is the energy/second consumed for listening to the radio environment: ¢,. ¢,.
e, and e; are determined by the design characteristics of the transceivers. Based
on [64] and [65], the typical values of these parameters arc: e, = 3.32x 107" .J/bit.
e, = 6.8 x 1078 J/bit, e, = 8 x 1071 J/bit/m? for n = 2. where n is the power
index of the channel path loss, which is typically between 2 and 4. Since the

energy consumption for listening is attributed only to the transceivers electronics.
e = eedR. (3.3)

Note that, the energy consumption model used in this chapter considers the

energy consumed for listening. which is not considered in Chapter 3.

3.3 Equal-grid GAF model

As mentioned before, the normal GAF protocol divides the entire network into
equal-size grids, which will be discussed in this section as the Equal-grid GAF
model. As shown in Fig. 3.1, the nodes are uniformly distributed along the linear
network, the length of each grid is r, and the transmission range of nodes. which

are uniformly distributed along the network, is 1.

3.3.1 Optimal transmission range

To derive the optimal transmission range. the static traffic is cousidered to be
deployed in the equal-grid GAF model. Static traffic refers to a scenario in which
the traffic rate flowing along the network is constant. This occurs typically when
4 source node is outside the network. as shown in Fig. 3.1. where static trathc.
denoted by D. is transmitted from a source node to a sink node. In the equal-grid
GAF model. L represents the length of the network: rand R represent the erid

[ength and the transmission range of nodes in cach grid, respectively. Therefore.
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the number of grids, m, is:

L
m = —
-

(3.4)
and the transmission range (R;) of nodes in the i** grid is determined by the
GAF mechanism (any node in one grid is able to transmit data to any node of
its neighbour grid):

Since the head node forwards the traffic through the network, while other
nodes remain in the sleeping state to save energy, the total energy consumed in
the i** grid, E;, is the sum of the energy consumed by the head node in the
listening, transmitting and receiving states. Thus, based on equations 3.1, 3.2

and 3.3, the energy consumed in the " grid is:
Ei=FE + E, + E |
= (e + € R")D; + (e, + €,) D, + €cdp(l — — — —)
=e,D +e.dp + e, D, (3.6)

Therefore, based on equations 3.4, 3.5 and 3.6, the energy consumed in the entire

network can be expressed as follows:

L n . —
Eiota = mE; = ;[%D + e.dp + €,(2r)" D). | (3.7)

To compute the minimum energy consumption of the network nodes. we take

the first derivative of Fyu in terms of grid-length. 7, and let OF,,.,,/Ur = 0:

OF;pta1/0r = Ll(—epD — ecdp)r 2+ (n — 1)2%,Dr" %] = 0. (3.8)
Solving equation 3.8 for r gives:
n €pD + e.dp
" T ta—1)2%e.D

epD +eedR oy
rf=u . (-).f’)
(n —1)2"e,D

where 1 is the optimal grid length. Based on equation 3.5. the optimal trans-

mission range. R*, can be described as follows:

R =y (‘,,D + c.dp (310,
-V (= 1)2me, D -




3.3 Equal-grid GAF model

Equation 3.10 shows that the optimal transmission radio range. I?*. relates to the

network traffic (D), the attenuation loss factor (n). and the data bit rate (dg).

3.3.2 Energy consumption in equal-grid model

A sccond scenario that approaches (more) the reality of ad-hoc wircless networks
will be discussed in this section. In this scenario, the network traffic is uniformly
distributed among the entire network. and all traffic is accumulated and relaved
to the sink node. The energy consumption of the network is derived as follows.
In the " grid the traffic received from the (i + 1) grid, the tratfic to be
transmitted to the (i — 1)** grid. and the listening time duration can be described

as follows:

Dy = (L — (i — 1)r)A
Dyi = (L — ir)A
Dfl + Dr'/

Ty=1-Ty—1,;=1
({R

(3.11)

where X denotes the traffic intensity per metre (bits/m). By using equations 3.5, 3.6

and 3.11, the cuergy constned in the /" grid is

~~—
—_
b

E, =c (L—ir)\+cdg+e,(2r)" (L - —=1)r)A (312

The total energy consumption of the network is

m

Efulu[ - Z b’w ())1.{ )
1=1

Based on equation 3.4, 1 = ,% Therefore the total energy consumption is deter-

mined as follow:

L L\n
l?/um/ = ”){(‘I’L/\ + (‘(({R + Cu (L + /—7}-> /\ (27—77> ]
m+1 , S Ly 3
———'T—Lr/\[(l)—+ (<:<-E> } (') 11)
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3.4 Adjustable-grid GAF model

In a dynamic trafic scenario. nodes near the sink will relay more traffic than nodes
at the other end of the network. Therefore, to optiniise their cnergy consiumption
according to the relationship between the optimal transmission range (optimal
grid length) and traffic using equations 3.9 and 3.10, the nodes near a sink should
have a smaller radio range. An adjustable-grid GAF model, as shown in Fig. 3.1,
can lead to lower energy consumption compared to the equal-grid GAEF model, if
properly designed. Therefore, in this section. two adjustable-grid GAF models.
the first based on the optimal transission range (cquation 3.10) and the second

basced on Genetie Algorithims (GA), are proposed.

3.4.1 Optimal Transmission Range (OTR) based energy
minimisation
As illustrated in Fig. 3.1, the adjustable-grid linear GAF model divides the net-
work into m variable-length grids. where the length of cach grid is determined
according to cquation 3.9.
To derive the total encrgy consmed in the /' adjustable-grid. let us assume
;o = 0. Then. based on cquation 3.11 the transmitted and received trathe and

listening time period in the /" grid can be described as follows:

Du = (L — T — Iy — /'iﬁl))\
Dy =(L—r—ry.. =1\

. Dy + D, ]
T, =1-1T;-Ts=1- —F. (3.15)
(/R
The radio transmission range R, (in the /** grid) i
R,j =71, +r_1. {f}.l("))

Therefore. based on equations 3.12.3.19 and 3.20, the enereyv consumed in the

i oorid s derived as:

]‘:/ - (‘I’([‘ — Iy — I = I'I')/\ +- (‘((/R
+"u(7'1‘ + 1',‘-1)"([, — Ty = o= 7‘,’)/\. (3.]7)

o0
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and the total energy consumption of the entire network is

Etotal = ZE/ (:';-l\‘
1=1

Given fixed values of the attenuation loss factor (n) and data bit rate (dg).
based on equation 3.9 the optimal grid length (r*) is a function of network trafhc
(D). which is a function of grid length (r). Therefore. the optimal grid length
can be computed. and then the network energy consumption can be computed as

well.

3.4.2 Genetic Algorithms based energy minimisation

Genetic Algorithms (GA) [90], [91] are optimisation and scarch techuigques based
on the principles of genetics and natural selections. A GA is applied to scarch
the minimum value of a fitness function. and the variables are processed by three

main GA operators, which are defined as follows:

e Sclection: This operator selects chromosomes in the population for repro-
duction, and a fitter chromosome has a higher probability of being sclected

to reproduce.

e ('rossover: This operator chooses a locus and exchanges or crosses over two

chromosomes to create two offspring.
e Mutation: This operator randomly flips some bits in a chromosome.

Each variable is considered as a chromosome which evolves through the it-
crations (generations). The chromosomes of the next generation are created by
merging or modifving the chromosomes in the current population. where the
Crossover and Mutation operators are applied in the process. In cach generation.
e chromosomes are selected according to their selection probabilities. which are
determined by the selection operators.

In our GA model. the fitness function is:

E, = Z k. (3.1m

=1
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where

Ei = €p<L -7 —To... — 7"1'))\ + ¢
+6a(7”i + Ti_l)n(L —T1—To... — Iz))\ (3.'_)0\‘?

which is constrained by the set:

\/:{(Tl.'rg,.,.’]"m> :O<Ti < L.Z?‘i:L}’ (;._)1)
=1

where the r;s represent the chromosomes in the GA algorithm bascd on which
new chromosomes are produced in each generation. Given cnough generations
(about 20000 generations in our simulations), the minimum of the fitness function
(minimum energy consumption) is determined. The result will be discussed in
Section 3.5.

3.5 Numerical results

3.5.1 Optimal transmission range

The optimal transmission range (3.10) is a function of the network traffic (D). the
attenuation loss factor (n), the data bit rate (dg), and the transceiver paramcters
(€e. €q. and ep), which are determined by the design of transceivers. Note that.
the length of the entire network (L) does not effect the optimal transumission
range. Given a fixed value of attenuation loss factor (n = 2), the relationship
hetween the optimal transmission range. the network traffic and data bit rate is
shown in Fig. 3.2 In this figurc. for higher data bit rate. the optimal transmizsion
range decreases sharply when the network traffic increases: for lower data bit
rates. the optimal transmission range slowly decreases when the network trathic
INCTCASes.

Given a fixed value of data bit rate (dg = 2.5 x 107 bits/s ix the maximum
data process rate of transceiver. and will be utilised in the remainder of this
thesis). the relationship between the optimal transmission range and the network

traffic & attenuation loss factor is shown in Fig. 3.3, In this figure. the optimal
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Optimal transmission range Vs Network traffic & Data bit rate

-
-

§. 8 § &
e RS o e BN

Optimal transmission range (meters)

Figure 3.2: Optimal transmission range versus network traffic & Data bit rate

(n=2)

WWWVSNMM&WW

x 10

e
0
L

-0
"4

Figure 3.3: Optimal transmission range versus network traffic and attenuation

factor (dg = 1000 bits/s)



3.5 Numerical results
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Figure 3.4: Optimal transmission range versus network traffic (dg = 1000 bits/s,

fil= 2

transmission range sharply decreases when the network traffic increases or the
attenuation loss factor increases. Note that, the relationships between optimal
transmission range and the network traffic in Fig. 3.2 and Fig. 3.3 have the same
trend, moreover, this relationship is shown in Fig. 3.4 and will be discussed in
detail.

The relationship between the optimal transmission range and the network
traffic is shown in Fig. 3.4 when the data bit rate and attenuation loss factor
are fixed (dgp = 1000 bits/s, n = 2). As a result, Fig. 3.4 shows two important
points: First, the optimal radio transmission range increases sharply when the
traffic through the network is low, where the number of transmissions is small and
therefore the global network energy can be minimised by minimising the number
of nodes involved in the transmission, which corresponds to a large node range.
The analysis agrees with this observation and predicts this trend, where a large
number of nodes are in the sleeping state and therefore the transmission range is
large. The majority of the network is in the sleeping state when the transmitted
traffic is less than 2000 bits in this example. Second, when the network traffic
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(n=2)

is large, the optimal transmission range takes smaller values and therefore the
optimal grid length becomes smaller, hence, there will be more relaying nodes

(more grids) involved in the transmission.

3.5.2 Comparison of energy consumption

As shown in equation 3.14, the network energy consumption is a function of the
number of grids (m), network traffic density (), attenuation factor (n), data bit
rate (dg = 1000 bits/s), network length (L) (L = 2000m), and transceiver param-
eters. Given a fixed value of attenuation factor (n = 2), the relationship between
network energy consumption and the network traffic density & number of grids
is shown in Fig. 3.5. In this figure, when the number of grids is small, the energy
consumption increases when the traffic density increases, which correspondences
to a high network traffic.

Given a fixed value of the network traffic density (A = 1000 bits/m), the rela-

tionship between the network energy consumption and the attenuation loss factor

o
(o) |
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Energy consumption Vs Grid number & Attenuation factor
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Figure 3.6: Network energy consumption versus attenuation factor & no. of grids

& number of grids is shown in Fig. 3.6. In this figure, the energy consumption
increases when the number of grids decreases or the attenuation loss factor in-
crease. The energy consumption is large when the attenuation loss factor is large
and the number of grids is small. The relationship between energy consumption
and number of grids is depicted in Fig. 3.7.

To compare the network energy consumption in the equal-grid and the adjustable-
grid GAF models in the same scenario, the parameters of the network model used
are: L = 2000m, dg = 1000 bits/s, n = 2, and A = 1000 bits/m. Based on equa-
tion 3.14, the network energy consumption of the equal-grid model in terms of
the number of grids (m) is shown in Fig. 3.7. In Fig. 3.7, the minimum energy
consumption (Ejy = 2.1475J) is achieved when m = 13. When the number
of grids is small, the length of the grid is large, therefore the d" propagation
loss component dominates the energy consumption, and the energy consumption
decreases sharply for m < 13 with increase in the number of grids. However,
when the number of grids is large, the length of each grid is small and the d"

propagation loss component becomes smaller, where the transmitter and receiver
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electronics energy consumption per bit become large and therefore the energy
consumption increases linearly with the number of grids, as shown in Fig. 3.7, for
m > 13.

To compare the total network energy consumption in equal-grid and adjustable-
grid linear GAF models, the author calculated the optimal grid lengths for 12
adjustable grids based on the optimal transmission range (OTR), equation 3.9,
where the traffic in each grid is calculated using equation 3.19. Therefore, the
total energy consumed by the OTR adjustable-grid model can be calculated from
equation 3.19, equation 3.17 and equation 3.18: Eiya = 1.9124J, and it occurs
when the network is divided into 12 adjustable grids. Also, by using Genetic Algo-
rithms (GA), the energy consumption of GA adjustable-grid model is computed:
B = 1.8891J, and it occurs when the network is divided into 11 adjustable
grids.

Fig. 3.7 gives a comparison of the network energy consumption among all the
models. The X mark in this figure represents the total energy consumption in
OTR adjustable-grid model and the + mark represents the total energy consump-
tion in GA adjustable-grid model, and they are both smaller than the minimum

value of the energy consumption in equal-grid model, which is 2.1475 J/s and
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occur when the network is divided into 13 equal grids (1 = 13). This means
that the GA and OTR adjustable-grid models are more encroyv efficient than the
equal-grid model. Based on the results, these two adjustable-grid models can
respectively save 12.0% and 10.9% energy in comparison to the minimum energy

consumed in the equal-grid Model in this case.

3.6 Summary

In this chapter, the author proposed a linear ad-hoc wireless network based on
GAF mechanism. Firstly. the author derived the optimal transmission range in
terms of the network traffic, the attenuation loss factor, and the data bit rate.
Scecondly, the author derived the network energy consumption of the equal-grid
GAF model in terms of the number of grids. network traffic density. and attenu-
ation loss factor. Thirdly. the author proposed two adjustable-grid GAF models
respectively based on the optimal transmission range cquation and Genetic Aleo-
rithms, and computed the cnergy consumption of both models. The author then
compared the network consumption of the above three models. The results show
that, compared to the minimum cnergy consumption of the cqual-grid model, GA
and OTR adjustable-grid modcls respectively save energy by 12.0% and 10.9'<
under the set of network and transceiver paramcters assumed.  Note that. the
cnergy consumption model considers the energy consumed in the listening states,

which has been neglected in previous work in the literature.



Chapter 4

Energy Efficient GAF Protocol in
Rectangular Ad-hoc Wireless

Networks

4.1 Introduction

In this chapter, the energy officient Geographic Adaptive Fidelity (GAF) protocol
1s studied in the context of rectangular ad-hoe wireless networks shown in Fig. 4.1,
The optimal transmission range (optimal grid length) is derived. and the encrgy
consumption in both equal and adjustable grids models are compared. The net-
work lifetime of both models are compared. and node density control is used
to prolong the network lifetime. Furthermore, to approach a real network envi-
ronient., the propagation attenuation function, different values of the loss factor,
and Ravleigh fading are considered. In this chapter. in a rectangular ad-hoe wire-
less network. new network energy consumption models are proposced considering,
the energy consumed for processing data at the recerver. and an adjustable-grid
model is proposed for rectangular network based on Genetie Aleorithms. The

network lifetime is studied for the first time in rectancular GAEF models, and
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Figure 4.10 Equal-grid and adjustable-grid rectangular GAT model,

node density control is proposed to prolong the network lifetime. Furthermore.
the new contributor in this chapter include the consideration of physical laver

iimpairments including attennation and fading.

4.2 Energy consumption model

The energy consumed by ad-hoc wireless network nodes is the smn of encrgy
consumed for transmitting. receiving and listening. Considering a transmission
from a transimitter to a receiver. where the distance between them s R the
received signal power can be expressed as [3]:

G N2

pr(R) = ()2 R Lon (1.1)

where Gy and G, are respectively the gains of the transmitter and recerver. The
carrior wavelength is A and Loss represents any additional losses i the frans-
mission. The propagation loss factor, 1 is typically between 2 and 4. Thus. with
G, = (i, = 1. and Loss = 1. the received signal power 1s
A\
Dt (1)

[),A(R) — m

To be successfully received by the receiver. the received signal power must

be above a certain threshold power (py).  Therefore. the sienal power at the
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transmitter must be above ”“"—(jg”ﬂ.
Denr(4T)2 R .
E, = (e. + th §2d) JPacket = (e, + e, R")Packet. (4.3)
R

where e, is the energy/bit consumed in the transmitter clectronics and ¢, =
’)'L/\Q,(;RL)Q, which can be considered as the energyv/bit consumed in the transmitter
RF amplifier, dg is the transmit or receive data rate (bit /second) of cach network
node, and Packet is the number of bits in the packet. Therefore, based on [141]
the energy consumed per second by a node in these three states can be respectively

calculated as follows:

Et = ((’, + (‘”[])”)D(
E,=(.+¢,)D,
E[:(’/YEZ("/(I—Tf—’I;-). (l])

where R is the node transmission range: D, and D, arc the transmitted and
received traffic data bits respectivelv: Ty and 7). denote respectively the time for
transmitting and receiving the traffic data of a grid. which can be expressed as

follows:

Tt == Df/({R
T, = D, /dg. (1.5)

where T}, which denotes the time spent listening to the radio environment in one
sccond,is: T =1-T, —T,.. (0<T; < 1), thus 0 < (1—-D/dr — D, /dr) < 1.
For the static traffic data scenario, where D, = D, = D. the range of D can he

described as follows: .
0< DK<L 5 X dp x Lsccond. (1.6)

C'onsequently. the maximum traffic data that can he forwarded in cach grid in
one sccond is 1 x dg bits, which occurs when nodes in this grid spend % sccond
for receiving data and 3 sccond for transmitting data and do not listen to the
radio environment. Throughout this chapter our analysis will be based on dp =
2.5 x 107 bps [65], and hence. based on equation L0, the maximum traffic dara

5
(D) which can be forwarded in the network is 1.25 x 10°bifs i one ~econd.,



4.2 Energy consumption model

For the other transceiver design parameters: e, is the cuergy/bit consumed for
processing in receivers and ¢, is the energy/second consumed for listening to the
radio environment: e, ¢, e, and ¢; are determined by the design characteristios of
the transceivers. Based on [64] and [67]. the tvpical values of these parameters are:
¢, = 3.32x1077 J/bit, e, = 6.8x 1078 J/bit. Furthermore. given py,, = 2x 107" w.
dr = 2.5 x 10° bps, and f = 2.4 x 10° Hz (which is an unlicensed frequency band
and one of the most popular in radio based networking), ¢, 15 computed as:
¢g = 8 x 10711 J/bit/m™. Since the energy consumption for listening is only

consumed by the transceivers clectronics,
Cy :(‘,,({R. (I T)

Note that, the energy consumption model has been improved by adding the
propagation attenuation function. compared to the energy models used in the

previous chapters.

4.2.1 Static traffic in equal-grid model

Static traffic refers to a scenario in which the traffic rate owing along the network
is constant. This occeurs tvpically when a source node is outside the rectangular
network, as shown in Fig. 4.1, where static traffic. denoted by D. is transmit-
tod from a source node to a sink node. In the equal-grid rectangular model. L
and 11" represent the length and width of the network. respectively. while 7 and
R represent the grid length and the transmission range of nodes in cach grid.

respectively. Therefore, the number of grids, m. 1s:
m = — (1.n)

and the transmission range (R;) of nodes in the " grid is derived based on GAF

mechanism as follows:
B VT R - VP AT £ (19)

Since the head node (active node) forwards the traffic data through the net-

work. and the other nodes remain in the sleeping state to save enerey. the total
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energy consumed in the it* grid. F;. is the sum of the energy consumed by the
head node in the listening, transmitting and receiving states. Thus. based on

equations 4.4, 4.5 and 4.7, the energy consumed in the i grid is:

E,=FE + E, + E
= (¢, + e R")D; + (¢ + ¢p) Dr + €cdp(l — — — =)
=e,D+e +e D (1.10)

Therefore, based on equations 4.8, 4.9 and 4.10, the energy consumed in the

entire network can be expressed as follows:

Etotal = mEz

= é[epD Yo+ ea(\/(2r)2 + W2) D] = 3cur?D. (1.11)
T

To determine the minimum energy consumption of the network nodes. we take
the first derivative of Fiorq in terms of grid-length. r. and let OF, i /Or =0. The
solution of equation 4.11 has two complex roots. which cannot be applied in the
model. Fig. 1.2 shows the impact of the term 3c,2D in equation 4.11. The value
of the term 3¢,r2D is only about 1.2% of equation 4.11 when the number of ¢rids

is 30. and the proportion ix cven smaller when the number of network erids s

63
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large. As an alternative, we assume that the transmission range of nodes in the
1st grid is equal to that of other nodes in other grids, thus the tcrm 3¢,°D can
be ignored and the total energy consumed in the whole network can be derived

as:

Etotal = mk;
L , —
~ —[e, D+ c;+ e, (/(2r)? + 1172) DJ. (1121
r

To compute the minimum cnergy consumption of the network nodes. we take
the first derivative of Eypq in terms of grid-length, r. and let JE; /0 = 0.
Two cases (n = 2 and n = 4) arc discussed below.

Assuming n = 2:
OFEtota1/Or = (—€,D — e, — W2, D)Lr™* + 4Le, D = 0. (1.13)

The range can be evaluated as:

» D4+ WD

" te,D
D+ + W2, D .
= . 1
r \/ te,D ( )

whoere 7* is the optimal grid length. Based on equation 4.9, the optimal trans-

mission range, R*, can be described as follows:

; 21172,
R*: \/;[7D+61+—I‘ (uD. (1-15)

D

Fuation 4.15 shows that the optimal transmission radio range. R™. relates to the
static network traffic data. D. and width 11"
Following a similar procedure and assuming n = 4. and the optimal grid

length is derived as:

1 3e,D + 3¢, + 4, DI
23 D

x*

. e, (410

which shows that the optimal grid length is a function of the network trathe (1)

and network width (117).
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4.2.2 Dynamic traffic in equal-grid model

Here a more realistic scenario is considered where the traffic has variable inten-
sities. In the i** grid, the traffic received from the (i + 1) grid, the traffic to be
transmitted to the (i — 1)** grid, and the listening time duration can be described

as follows:

D= (L — (i — )r)IT"A

D,; = (L — ir)IV'A
. Dli + Dri

Ti=1-17,-1,=1
(iR

(4.17)

where A denotes the traffic data (bits) intensity per metre (m?). By using cqua-
tions 4.8, 4.9 and 4.10, the energy consumed in the i** grid is

El = epDrl + € + ea( % Tz + ””—))”Dtl
E, = epo' + ¢ + (f“( (27")2 + 11/'v2)n'D1,. ] 7é 1. (ll\)

The total energy consumption of the network is

Eva =Y Ei. (1.10)
=1

Based on equation 4.8, r = # Therefore the total energy consumption can he

expressed as:
3yp- —2 -1 1 —
Ef()/”[ = (’aL 11 )\(_m +m ) - 56[)[4‘1 A

1 : 1 y 1 . )
—I—E(—'aLH";/\ + (—)(,,LH SN+, + 3(”L” Ay (1.20)

.
-

4.2.3 Dynamic traffic in adjustable-grid model

For the dvuamic traffic scenario. nodes near the sink will relay more traffic than
nodes at the other end of the network. Therefore, to optimise their cnergy con-
sumption according to the relationship between optimal radio range (optimal grid
length) and traffic using equations 4.14 and 4.15. the nodes near a sink should

have a smaller radio range. An adjustable-grid rectangular GAF model can lead
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to lower energy consumption compared to the equal-grid GAF model. if properly
designed. As illustrated in Fig. 4.1, the adjustable-grid rectangular GAF model
divides the network into m variable-length grids, where the length of cach grid is
determined according to equation 4.14.

To derive the total energy consumed in the i** adjustable-grid. let us assime
ro = 0. Then, based on equation 4.17 the transmitted and rcceived traffic and

listening time period in the 7** grid can be described as follows:
Dti = (L — T —T9... — 7’,j_1)II'/\

D”' = (L — 71— T9... — T'])U)\
_ Dti + Dr'l

Ty =1-T, —T=1 (1.21)
”IR
The radio transmission range I?, (in the /" grid) is
R,‘ == \/(ri+‘r7;,1)2—+—11'2. (l_)_))

Therefore, based on equations 1.18 and 4.22. the energy consumed in the i grid

El et epDT‘l + (6] + f’“(\/ ,'f + I‘v2)nDt1

E;=¢,Dri+e + ea(V/(ry +7i1)2 + T2 Dy i # 1. (1.253)

1s:

and the total energy consumption of the entire network is

m

EI()fu/ = Z E/~ (1_)4)
i=1

4.2.4 Realistic physical layer: Rayleigh fading

To approach a realistic networking environment, a realistic phvsical laver (Ravleigh
fading model) is utilised with the energy consumption model to derive the op-
timal grid length and to calculate the network cnergy consumption i both
cqual/adjustable-grid models.

Based on the propagation attenuation cquation 4.1 and the Ravleigh fading
model. the probability (P(R)) of the signal being successtully received at R (dis-
tance botween the sender and the receiver) is derived as

1),hr(47r)2[1’2_f"‘)

- ), (1.25)
prcs

P(R) = cap(—
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Figure 4.3: End-to-end multi equal hop transmission.

where R can be expressed as

_ptczln[P(R)]
pthr(47r)2f2 .

Furthermore, in a linear multi equal-hop end-to-end transmission as shown

R? = (4.26)

in Fig. 4.3, the expected number of transmissions from the source node to the

destination node is

1
P(R)

U = v X

(1.27)

where v (v = L/R) is the number of hops and 1—3% is the expected number of
transmissions for one hop. Therefore, based on equations +4.26. cquation 4.27 can

be expressed as

B L y 1 B L “ 1
U = R P(R) B _ptc2ln[P(R)] P(R)
pth'r(47r)2f2
= L - X R ll S (4.2%)
tC —(N
Pthrz()‘lﬂ')zf2 ( ) [ ( >]

ini inj lue of the term 1 :
The minimum value of u; corresponds to the minimum value of tl ETNET R

Taking the first derivative of the term and equaling it to zero. gives the following
relation:

1 _

P(R)™[=In[P(R)]]*® = —§P(R)‘2[—ln[P(R)]] L5 (1.29)

By solving equation 4.29. P(R) = ¢~9% ~ 60.7%. This shows that the minmmum

expected number of hops occurs when the optimal probability of the data being
snccessfully received in each hop is 60.7% (P(R)op = 60.7" ).

In the static traftic equal-grid GAF model. by using P(RR) . the total network

cnergy consumption is Eyy = mkby X P

07
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Relationship between optimal grid length and traffic data
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Figure 4.4: Optimal grid length versus network traffic (=2 h

Furthermore, in the dynamic traffic equal/adjustable-grid GAF networks,
there ia a probability of a packet being successfully received between each grid
(P(R) = 60.7%) compared to the model without a physical layer. By consider
this in the simulation, the network energy consumption is evaluated to compare
the results to those obtained without physical layer consideration.

4.2.5 Numerical results

Simulations were carried out using MATLAB to compare the proposed rectan-
gular GAF model with the linear GAF model [63]. Furthermore, as shown in
Fig. 4.4, to understand the effect of network width W on optimal grid length (r*),
r* was calculated from equation 4.14 with different values of W at L = 2000m.
As a result, Fig. 4.4 shows three important points: Firstly, the optimal grid
length (or optimal radio transmission range) increases sharply when the traffic
data through the network is low, where the number of transmissions is small and
therefore the global network energy can be minimised by minimising the number
of nodes involved in the transmission, which corresponds to a large node range.
The analysis agrees with this observation and predicts this trend, where a large

number of nodes are in the sleeping state and therefore the transmission range is
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Optimal grid length with n=4
: ' - = =W=20m
= = W=30m

-
N

-
=y

-
<

©

Optimal grid length (m)

10 12 14

0 2 4 6 8
Network traffic (bits) .

Figure 4.5: Optimal grid length versus network traffic (n=4).

large. The majority of the network is in the sleeping state when the transmitted
traffic data is less than 2 x 10* bits per second in this case. Secondly, when the
network traffic is large, the optimal transmission range, R*, takes smaller values
and therefore the optimal grid length becomes smaller, and hence, there will be
more relaying nodes (more grids). Thirdly, in Fig. 4.4 it should be observed that
this two dimensional network analysis contains the linear network as a special
case when W/L is very small, eg. at W = 2m and L = 2000m where the curves
overlap. Furthermore, when W increases (Linear network, W = 2m, W = 50m,
W = 100m, W = 200m), the optimal grid length (7*) also increases (R* increases
as well). Note that the traffic data range is between 0 and 1.25 x 10°, which is
determined by equation 4.6.

In Fig. 4.5, where the propagation attenuation factor (n) is 4, similar trends
to Fig. 4.4 are observed, where n = 2. Note that, the optimal grid length when
n = 4 is much smaller than the optimal grid length when n = 2, which is a
reflection of the highly non-linear (in d) propagation environment and where the
losses increase sharply with d.

To evaluate the total network energy consumption with dynamic traffic in the
rectangular equal-grid GAF model, the total energy consumption was evaluated
in terms of the number of network grids, m, based on equation 4.20. The nodes
are uniformly distributed in the network grids, where the node density is n4 per
m?, and the traffic to be forwarded is uniformly distributed, where the traffic
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Energy consumption Vs Number of grids
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Figure 4.6: Energy consumption versus number of grids

- data density is \. With W = 2 (metres), based on different values of A, the rela-
tionships between E,,,; and m are shown in Fig. 4.6. Obviously, larger A means
more network traffic, which calls for higher energy levels to transmit the traffic to
the sink node. However, the curve shapes with different A are similar, thus, the
author only considered one ) to compare and analyse the energy consumptions of
the qual-grid and adjustable-grid models, where A = 3.125 bits/m? is selected. To
analyse the energy consumption of the equal-grid model, the ‘ Energy consumption
of equal-grid model’ in Fig. 4.7 is discussed, where the minimum energy consump-
tion is achieved when m = 30. When the number of grids is small, the length
of the grid is large, therefore the d" (n = 2) propagation loss component domi-
nates the energy consumption, and the energy consumption decreases sharply for
m < 30 with increase in the number of grids. However, when the number of grids
is large, the length of each grid is small and the d" (for free space propagation

= 2) propagation loss component becomes smaller, and here the transmitter
and receiver electronics energy consumption per bit becomes large and therefore
the energy consumption increases linearly with the number of grids, as shown in

Fig. 4.7, for m > 30.
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Energy Consumption Comparison
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Figure 4.7: Energy consumption of equal and adjustable-grid models

Table 4.1: Calculated optimal grid-lengths

ry | 98.5040m | ro | 101.022m | 3 | 103.815m

ry | 106.942m | r5 | 110.478m | rg | 114.526m

rr | 119.232m | rg | 124.804m | rg9 | 131.565m

rio | 140.035m | r1; | 151.132m | ;5 | 166.680m

riz | 191.019m | 74 | 238.627m | r5 | 436.167m

To compare the total network energy consumption in equal-grid and adjustable-
grid rectangular GAF models, the author calculated the optimal grid lengths for
15 adjustable grids based on equation 4.14, where the traffic in each grid is cal-
culated from equation 4.21. Table 4.1 illustrates the values of the optimal grid
lengths which correspond to the optimal transmission ranges of these grids. Based
on Table 4.1, the total energy consumed by the network can be calculated from
equation 4.21, equation 4.23 and equation 4.24, which is 1.129 J /s and occurs
when the network is divided into 15 adjustable grids. Fig. 4.7 gives a compar-
ison of the entire network energy consumption in the adjustable-grid and the

equal-grid rectangular GAF Models.
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Note that. the X mark in this figure represents the total energyv consumption
in the adjustable-grid rectangular GAF model. and it is smaller than the minimum
value of the energy consumption in equal-grid rectangular GAF model. which 1s
5.166 J/s and occurs when the nctwork is divided into 30 equal grids (m = 30).
This means that the adjustable-grid GAF model is more cuergy efficient than the
equal-grid model. Based on our resluts. the adjustable-grid model can save up to
78.1% energy in comparison to the minimum energy consumed in the cqual-grid
model.

Furthermore, in Fig. 4.7, the energy consumption considering a rcal physical
layer (Rayleigh fading model) in both equal and adjustable grids models are
compared to the results without physical layer. Firstly. in the adjustable-grid
model, the network energy consumption is about 1.417 J. which consumes about
25.5% more than the adjustable-grid model without physical laver. Sccondly.
the minimum energy consumption in the cqual-grid model with physical laver
impairments is 6.019 J and it occurs when m = 32, Note that. the minimum
cnergy consumption of the equal-grid model without physical laver occurs when
m = 30, which is different from that of the equal-grid model with physical laver.
By comparison, the cqual-grid model with physical layer impairnients consimes
16.5% more cnergy than the case without physical laver impairments. Thirdly.
(hore is fluctuation in the curve of equal-grid model with phvsical Taver. which is

caused by the random probability of the packet heing succeessfully received.

4.3 Network Lifetime Model

Only considering energy saving in wireless ad-hoc networks cannot guarantee a
longer network lifetime. energy balance must be considered as well. For example.
in the GAF model. if a particular node of one grid is alwayvs selected as the active
node of this grid to forward the traffic data of other grids. the cuergy of this node
will he drained out fast, and thus the local information provided by this node
(scusing application) cannot Le retrieved. which means that the function of this
network is not complete any more. As such our proposced protocol ensures that

the active nodes of cach grid are automatically rotated hased on their residual



4.3 Network Lifetime Nodel

battery-capacities. Furthermore, not only the loads associated with nodes in cach
gricdl. but the energy consumption of each grid should be balanced to prolong the
network lifetime. Obviously, grids near the sink node relav much more trafhic
data than the grids at the other end of tlie network. This section proposes
network lifetime models which can be incorporated in equal and adjustable-grid
rectangular GAF models to prolong the network lifetime. The idca behind these
models is to balance the lifetime of cach grid. referred to here as grid-lifetime.
in order to avoid an energy bottleneck in the network and consequently inerease
the entire network lifetime. Based on the derived energy consumption models.
the author derived network lifetime models which enable energy efficient ad-hoc
networks to manage their bottleneck grid-lifetime and hence increase the network
lifetime. In what follows, we discuss the network lifetime models in cqual and
adjustable-grid rectangular GAF models. Note that. the physical laver is not
considered in the network lifetime models introduced. This can form the basis

for future work in this area.

4.3.1 Network lifetime in equal-grid rectangular GAF model

Network lifetime estimation

As was assumed before, the nodes in cach grid will be rotated and will take turn
as the active node of that grid based on their residual energyv. which means the
hatterv-capacities of nodes in each grid of the rectangular GAF model will be
drained out at a comparable rate. Therefore the cnergy capacity of cach grid is
determined by the energy capacity of cach node and the number of nodes in cach
orid, where the number of nodes in each grid of the equal-grid model is the same.
Based on the energy consumption models. the energy consumed in the it grid
is £, therefore the grid-lifetime of the ith grid (Gy;) can be defined as the time
taken for all nodes in the i grid to drain out their cnergy capacitices. where the
orids dies. Let (7, denote the node energy capacity and Ny denote the number
of nodes in a grid (N, are the same in the cqual-grid model). then 7/, can be
calculated as follows:

G, = —F——ro. (1.:30)
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where E, can be calculated from equation 4.18.

Fig. 4.7 shows that. for an equal-grid model. the network consumes the mini-
mum cnergy when it is partitioned into 30 grids (1 = 30). To study the relation-
ship between the energy efficiency and network lifetime. the author has carried
out simulations using MATLAB on a network partitioned into 30 grids where 30
nodes arc distributed in each of the 30 grids (node density ny = 0.225 nodcs/m?)
and each node has 20J energy capacity. As a result. the curve without node
density control’ in Fig. 4.8 shows that the the minimum grid-lifetime in cqual-
grid rectangular GAF model is 2250 seconds, which meaus the entire network
lifetime is 2250 seconds. As the traffic is generated along the network uniformly
and forwarded by each grid to the sink node. the traffic will accumulate when the
nodes are close to the sink node. Therefore. the energy consiption of cacli grid
increases if the grid is close to the sink (the grid-lifetime decreases when close to
the sink). The grid-lifetime of the grid nearest to the sink is significantly higher
than that of the adjacent grid hecause its radio transmission range is v + 1
(not /(212 + 1172 as in the other grids). At the same time. the grid next to
the sink (the 15° grid) and the one immediately hefore ((fhe 2 grid)) relav al-
most comparable amount of traftic. Note that this lifetime is only before the
network re-configuration: the equal-grid GAF network will be re-configured to a
new cqual-grid network with larger grid lengths when the grid with the lowest

grid-lifetime drains out.

Network lifetime with node density control

In the cqual-grid rectangular GAF model, the network lifetime can be extended
by equalising the grid-lifetimes of each grid, which can be implemented by grid
cnereyv capacity control (controlling the node density in cach grid). Thus. as
<hown in Fig. 4.8. the values of the low grid-lifetimes (including the threshold
orid-lifetime) are extended. while other grid-lifetimes with high valnes are re-
duced. which prolongs the entire network lifetime. To this end. the erid-lifetimes
are made equal by properly re-distributing the nodes in the network. Based on

cquation 4.30. the target grid-hifetime (G,,) can be expressed as
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Figure 4.8: Lifetime comparison in equal-grid model (30 grids)

Gu = Gy,
N, gi X Ce
E,
G, X Ei
L
Ce
where G|,, is constant. Note that, the total number of nodes in the network is not
changed after nodes re-distribution, which means S22, Nyi = 900. Therefore,

(4.31)

30
E;
S B CX — 900. (4.32)

i=1
This equation can be solved based on equation 4.18, where the new grid-lifetime
is 3398 seconds. Thus, according to equation 4.18 and 4.31, the number of nodes
in each grid can be calculated, see Fig. 4.9.

With these new numbers of nodes, based on equation 4.30, the new grid-
lifetimes can be computed, which are shown in Fig. 4.8. As a result, these new
grid-lifetimes have the same value, which avoids constraining the entire network

70



4.3 Network Lifetime Model

Nodes re—deployment
45 (—" -
:V\' - ¥ - With node density control
' A4 —¥— Without node density control
1
4F 1 b A4
1 v
' \
v
ol =,
. ; ® ]
.g ' v
E ' =
2 3o} WWMMW
0
v
g | *
Z ! '\‘
25¢ ) v &
v =
'\
20t b“v
w
v
A3
v
15 L
0 5 10 15 20 25
Grid ID

Figure 4.9: Nodes number comparison in each grid (30 grids)

lifetime by some bottleneck grid-lifetime. Furthermore, as shown in Fig. 4.8, the
entire network lifetime with node density control is about 3398 seconds. Conse-
quently this network node density control approach prolongs the entire network
lifetime by 51.0% compared to the original equal-grid model, where the network
lifetime is 2250 seconds.

Nevertheless, network nodes redeployment is not a practical approach once
the network has been initially configured. However, the nodes can be deployed
according to these results before the network is initialised to prolong the network
lifetime. For existing networks, where the node density is fixed, the grid-lifetimes
can be balanced by using an adjustable-grid model, which will be introduced in

the next section.

4.3.2 Network lifetime extension in adjustable-grid model

According to equation 4.30, the grid-lifetimes can be balanced by changing N, E;
or both of them, where only N,; is changed in the node density control approach.
Note that, if the node density is fixed, N, is determined by the coverage of
the i** grid, where in the rectangular GAF model, the coverage of the " grid
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is determined by the length of the i*" grid (r;). Furthermore. hased on the
rectangular adjustable-grid GAF model, E, is derived based on the optimal node
transmission ranges (optimal grid lengths). Thus, intuitivelyv. the network lifetime

of the adjustable-grid model should be better than that of the equal-grid model.

Network lifetime estimation

Based on the energy consumption rectangular adjustable-grid GAF model. the

number of nodes in the i** grid, N, can be calculated as follows:

N,

gi

= 7,11 ng. (1.33)

where ng = 0.225 nodes/m?. which is the same as in the equal-grid model. Based

on cquation 4.30 the %" grid-lifetinic can be caleulated as follows:

N x

==

rWn, x C,
E, '

Gy,

As a result, Fig. 4.10 shows that the grid-lifetime with the minimum value
(11719.5 seconds) in the second grid is the threshold grid-lifetime. which de-
termines the entire network lifetime. In comparison to the network lifetime in
equal-grid GAF model, using an adjustable-grid GAF model prolongs the net-
work lifetime up to 420% and the node density control approach has not heen

used as yet.

Node density control in adjustable-grid model

Following the same simulations in the equal-grid model. the grid-lifetimes can
be balanced by node density control in the adjustable-grid model. To realise
node re-distribution. the same procedure was followed as in the equal-grid model.
Based on equations 4.23. 4.31 and 4.32, the target orid-lifetime after nodes re-
distribution is 15940 seconds. Thus. according to equations 4.23 and 431, the
number of nodes in cach grid of the new networks can be calculated. s o re-

sult Fig. 4.11 gives a comparison hetween the network lifetime before and after
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Figure 4.10: Lifetime comparison of equal (30 grids) and adjustable-grid (15

grids) models

nodes redeployment which shows that the entire network lifetime can be pro-
longed by 36.0% by node density control compared to the adjustable-grid model
before nodes re-distribution. Furthermore, comparing this adjustable-grid model
with node density control to equal-grid model without node density control, the

lifetime can be significantly prolonged by 608.4%.

4.4 Summary

Compared to linear networks, where all network nodes lie on one line, the rect-
angular model is closer to real networks, such as Vehicular Ad-hoc NETworks
(VANET) topologies configured on motorways, or Wireless Ad-hoc Sensor NET-
works (WASNET) rectangular (or square) topologies. In this chapter, the author
has derived the relationship between the optimal grid length (optimal transmis-
sion radio range) and network traffic.

The author has derived the relationship between network energy consumption

and number of grids, and derived the minimum energy consumption based on
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Figure 4.11: Lifetime comparison in adjustable-grid model (15 grids)

this relationship. The author has calculated the optimal grid lengths of the
adjustable-grid model and calculated the network energy consumption based on
this optimal adjustable-grid model. The results show that about 78.1% energy
is saved by using the adjustable-grid model compared to the minimum energy
consumption in the equal-grid model. Furthermore, the author has evaluated
the entire network lifetime based on a new grid-lifetime concept in both equal-
grid and adjustable-grid models, and the results show that the adjustable-grid
model can prolong the network lifetime by 420% compared to the equal-grid
model. Also, with the node density control approach, the network lifetime can
be prolonged. Note that, the node density control approach in this chapter is
only used to analyse the relationship between the node density and the network
lifetime, where normally the node density is determined by other factors (not
network lifetime), such as sensing coverage in sensor network. Furthermore, for
non-uniformly distributed network nodes (which is determined by other factors),
the sink node can be re-deployed to the location with the highest node density

to prolong the network lifetime.
Compared to the energy consumption models used in the previous chapters,
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the energy consumption model in this chapter has been improved by adding
transmission impairments, including the propagation attenuation function. loss

factor (n = 2,n = 4) and Rayleigh fading.
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Chapter 5

Energy Efficient Geographic
Routing in Linear Ad-hoc

Wireless Networks

5.1 Introduction

Geographic routing algorithms in ad-lhoc wireless networks have recently gained
mercased interest, and energy saving is of particular interest. In this chapter.
the Optimal Range Forward (ORF) algorithm is proposed and is hased on the
optimal transiission range. which minimises the total cnergy consumption of the
transiission (summation of energy consumption of all hops) in a lincar network.
Furthermore. hased on ORF, the Optimal Forward with Energy Balance (OFEDB)
algorithm is proposed. in which the next-hop node is selected according to the re-
maining cnergy of cach neighbour node and the distance between cach neighbour
node and the best neighbour location, the latter is determined by the optimal
transmission range. In the OFEB algorithm. the total encrgy consumption of the
transmission and the residual energy of cach node are both considered to pro-

long the network lifetime. The network lifetime resulting from all the algorithms
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above are compared in our simulation, and it is shown that the performance of
the OFEB algorithm is significantly better than the others.

Also, in this chapter the author introduces a method to locate relay nodes.
and derive the range of relay node locations that results in energy saving. The
optimal node transmission range is derived in terms of the propagation loss tactor.
The energy consumption of a multihop ad-hoc wireless network has been coni-
puted bhased on both optimal transmission range and under direct transmission
where the source and destination communicate directly. Multihop routing with
optimal transmission range saves 90.1% energy compared to direct transmission.
The trade-off hetween energy consumption and delay time has been analysed to
achicve a balanced performance in terms of both cuergy consumption and delay
time, and the results show that with modest increase in delayv (130). the trade-off
scheme saves energy by 89.2% compared to diveet transmission. In a dynamic
traffic scenario, the author proposes cluster based energy consumption models
taking into account both cqual hop and adjustable hop approaches. where the
adjustable-range model is based on a Genetice Algorithim. The results show that

the adjustable-range model is more energy efficient than the equal-range model.

5.2 Energy consumption model

Considering the simple model shown in Fig. 5.1, node A. located at (0). is the
{ransmitter and node B, located at (d). is the receiver. When A transmits a packet
(with P bits) directly to the receiver (B). the energy constmed for transmission

(F,) and reception (E,) can be caleulated as follows:

E, = (o4 R"D
E, =¢.D, (5.1)
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Energy saved Vs location of relay node & loss facior

no’

Energy saved (nJ)

Figure 5.2: Energy saved versus location of forward node & loss factor

where e, is the energy consumed by the transceivers electronics per bit, and
eq is the energy consumed in the transmitter RF amplifier per bit. e. and e,
are determined by the design characteristics of the transceivers. Based on [64]
and [65], the typical values of these parameters are: e, = 3.32 x 10~ .J/bit and
eqa = 8 x 107! J/bit/m? for n = 2, where n is the power index of the propagation
path loss, which is typically between 2 and 4; R is the node transmission range,
which can be set to be equal to the distance between the two nodes (R = d).

5.2.1 Relay node location

As shown in Fig. 5.1, the relay node is node C at location (x), where the distance
between A and C is h, and the distance between B and C is g. To achieve
energy efficiency, the energy consumption when the relay node is involved must

be smaller than the energy consumption without the relay node, leading to:

(e + €,d") + €. >
(€e + €ah™) + [ + (€c + €ag™)] + €e. (5.2)
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Introducing the coordinates of cach node. the above inequality can he exprossed

s
n 2((
Rt < d ~ T
U
n n n 26" - .
g 4 (d — )" < d" - =L (5.3
Cq

which defines the effective energy efficient range of locations of the relav node

Furthermore, the energy saved (E,) per packet by using the relay node is:
E, = {(e. +ed") + ¢, —
(€ +cah”) = [te + (ce+cug")] — e} x D
= {e,[d" = h" —¢"] — 2¢.} x D
= {e,[d" — 2" = (d — 2)"] = 2¢.} D, (5.4)

where D is the data packet transmitted from transmitter (A) to receiver (B).
Given D =1 bit and d = 200 mectres, the relationship between the cnergy saved
by utilizing the relay node, the location of the relav node and propagation loss
factor is shown in Fig. 5.2, In Fig. 5.2, the cuergy saved inercases when the
relay node moves to the middle hetween the transmitter and the receiver (relay
node’s coordinate x=100). The encergy saved when n = 4 ix much more than the
case when i = 2. According to the energy consumption model (equation 5.1).
the energy consumption is much more sensitive to the transmission range when
n = -1, compared to n = 2: much more energy will be consumed when the node
transmission range increases for large n. It is noted that. energy saving includes
both positive and negative values. which respectively mean less and more encrgy
consumption compared to the energy consumption of direct transmission from the
transmitter to the receiver. The positive and negative energy savings can be scen
more clearly in Fig. 5.3. which shows the relationship between the energy saved
by utilizing the relav node and the effective cuergy efficicnt zone of locations of
relayv node when n = 2. The zone of positive values (energy efficient zone) can

he derived from equation 5.3 as follows:

d., A= o,
L
d - €, < < d ""’(/-' €, (_ ©)
- — 4 — - — ! — —_ - — -
2 \ 4 - 2 \ 4 Ca

S
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Energy saved Vs location of relay node (n=2)
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Figure 5.3: Encrgy saved versus location of forward node (n=2)

With d = 200, equation 5.5 was solved for 23.51 < .= < 176.49. which shows that
the energy consumption is reduced by utilizing the relay node if the location of
the relay node is within the above range. To meet the condition in cquation 5.5,

C.ZT — 2= >0 must be satisficd. which can be solved resulting in:

where for the specific transceiver parameters in this chapters d 2> 1288 This
means that energy consumption with a relay node does not achieve energy Saving,
when the distance between the transmitter and the receiver is smaller than 1284
metres. which is o function of the transceiver design parameters (¢, and ¢,) and

propagation cocfiicient.

5.2.2 Optimal transmission range

For an end-to-end multihop transmission. as shown in Fig. 5.4, the data packet
i forwarded from the source node to the destination node. where the distance
scparating them is L. Assume that the range of each hop is r. the number of

hops is derived as

h‘

m= —. (7 7)
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Destination

Figure 5.4: End-to-end multihop transmission
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FFigure 5.5 Optinial transmission range

Based on the energy consumption model mentioned before, the energy consump-
tion of the end-to-end transmission 1s:
E, =m < {{(e. +c.r")D] + (¢.D)}
L -
= — x {(2¢, + eqr")D}. (5.%)
.

To compute the minimum energy consumption. the first derivative of E, with

respect to the grid-length., r. 0E, /0r = 0:
OE;/or = LD{(n — 1)(‘”1‘”"2 — 2, 7 = 0. (5.9)

Solving cquation 5.9 for r gives the optimal trAlSIISSIoN range as:

¢

n ¢

T (n— 1),

AN
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(5.10)

With specific transceiver parameters. equation 5.10 shows that the optimal
transmission radio range, 7*, relates only to the propagation loss factor (n). and
the relationship is shown in Fig. 5.5. In Fig. 5.5, the optimal transmission range
decreases when the propagation loss factor (n) increases. As mentioned hefore,
there is a trade off between the energy consumed in each hop and the number of
hops. Based on equation 5.8, when the number of hops (i11) is large. the trans-
mission range of each hop (r) becomes small, and the fixed cnergy consumption
of each hop (energy consumed for transceiver electronics) dominates the energy
consumption. When the number of hops is small, the transmission range of cach
hop becomes large, and the energy consumed in the transmitter amplificr of cach
hop increases rapidly and dominates the energy consumption. When n is large.
the encrgy consumed in the transmitter amplifier becomes relatively more impor-
tant than the fixed energy consumption. and vice versa. Specifically. the optimal
transiission range is 90.1 m when n = 2, with the transmitter and receiver

parameters assumed.

5.2.3 Energy consumption of the multihop transmission

model

Based on equation 5.8, the cnergy consumption for the multihop transmission
model, shown in Fig. 5.4. is plotted in Fig. 5.6, where L = 2000 and n = 2. As
have calculated in Section 5.2.2 the optimal transmission range is r,, = 90.1 .
which corresponds to a number of hops m = 23 and the energy consumption of
the multihop model E, = 29.16 pJ. If the data packet is transmitted directly
from the transmitter to the receiver, the energy consumption £, = 320.66 pJ and
the transmission range is 2000 m. Note that. the transmission delay time. which
corresponds to the number of hops (111), is another important paraueter essential
in wircless and wired communications. The optimisation of energy consumption
onlyv may not satisfyv the requirements of delav time.  Therefore. the trade-oft

hetween total encrey consumption (£7) and delay was to be evaluated. The delay

4
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Figure H5.6: Encrgy consumption of multihop model

hetween transmitter and receiver is made up of the signal flight time between
transmitter and receiver, and in the case of multihop transmission an additional
processing delay is incurred at each intermediate relay node. The relay nodes
can implement an ‘amplify and forward™ or a ‘decode and forward™ strategy. In
cither case an additional delay is incurred at each intermediate relay node. The
cnd-to-end flight time is fixed regardless of the number of intermediate stops.
The processing time increases as a linear function of the number of relay nodes
(hops). Here the author use m as a measure of the processing time end-to-cnd.
Since £, and m use different units. they need to be normalised in advance and
the following function should be minimised to achicve the optimal performance

given these two parameters.

f(El* ]”) = ()E‘l + (1 - (J)”)nurmu/zs«‘rl~ (—)Il)

novmalised

where f(E.. m) is the function to be minimised. and ¢ is the weight index of
{otal enerey consumption. Ey is normalised using the energy consumption of the
dircet transmission from trausmitter to receiver (B, = 32066 j0J) Iy g

The delay time index (/) is normalised by reference to the number of hops where

SN



5.2 Energy consumption model

the minimum energy consumption is achieved in Fig. 5.6 at m,,;, = 23 and this

is used to define Myormaiised- Thus, the function to be minimised is given by:

Et m

f(Ey,m) =120 + (1 —-0)

) (5.12)
tdirect Mmin

With 6 = 0.5, the minimum value of f(F;,m) is 0.2178, at which point E;, =
34.56 pJ, r = 434.5 m and m = 5. Compared to the energy consumption of
direct transmission (E;,. ). the energy consumption with the optimal transmis-
sion range and the energy consumption under the range dictated by the trade-off
‘between energy consumption & delay time result in energyv saving by 90.1% and
89.2%, respectively. Under single hop transmission, the delay incurred over the
2000-metre link span is 6.7 us. The delay parameters associated with a 9.2 A/b/s
Decode-and-Forward relay node that processes a 1296-bit packet are: transmis-
sion delay of 140 us, detection latency 10 us, decoding latency 80 yis. re-cncoding
latency 10 us, resulting in a total processing delay of 240 ps for 1296 bits and a
processing delay of 0.185 us per bit [142]. Under the optimal transmission range.
m=23 results in processing delay of 4.2 us and total delay of 10.9 pis. The in-
crease in delay is 62% compared to the delay associated with direct transmission.
Under the delay-energy tradeoff scheme introduced, m=5, the additional delay is
0.9 us, and total delay is 7.6 pus. The increase in delay 1s 13% compared to direct
transmission. Note that the energy saving under the two schemes were 90.1% and
89.2% respectively and given the modest increase in delay (13%) under scheme 2

(energy-delay tradeoff), this is the better scheme.

5.2.4 Effect of dynamic data traffic

The analysis above is based on a static data traffic model. in which only one
packet is transmitted from the source to the destination node. Therctore. the
packet forwarded through the linear network has the same size. Here we will
discuss and analyse the impact of dynamic data traffic. In the linear network.
the nodes, which are uniformly distributed along the network. are clustered and
data traftic is transmitted (consider nodes as sensors) to the head node of cach

cluster. and then the data is relaved to the sink node by cach head node. As
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Figure 5.7: Equal-range and adjustable-range models

shown in Fig. 5.7 , each head node gathers data from the normal nodes of its
cluster (the i node gathering data from the " cluster). R; is the size of the ith
cluster and r; is the transmission range of the i** head node, where
Ti + T(i+1)

= (5.13)

it =

As shown in Fig. 5.7, the energy consumption of both equal-range and adjustable-
range models are analysed here.

Equal-range model

Similar to the equal hop multihop model discussed above, in the equal-range
model, the range of each hop is equal and the coverage of each cluster is equal.
Based on equation 5.13, R; = r; in the equal-range model. According to the
experimental results of [143], the energy consumed for sensing temperature or
light by each node occupies less than 0.1% of the total energy consumption of the
node, which can be neglected. Furthermore, to calculate the energy consumption
of the linear network, the nodes are classified as normal nodes (N,) and head
nodes (Vp).

The energy consumed by the normal nodes is only for transmitting, which can

be derived based on equations 5.1:
En, = [ee + ea(}—;'i)"]Dunit. (5.14)

where D,nit represents the data gathered by each normal node. With a trans-
mission range of %i, any normal node in the ith cluster is able to transmit data
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to the i** head node, no matter where their location is. The encrev consumed by

the 7,, head nodes can be derived as:
ENhi = eeDri + [ee + 607“?]Dt1‘. (')A 1 -))
where

Dy = (L— (i — 1)R)A
D,; = (L — iR)\. (5.16)

where R is the transmission range of cach head node and A denotes the trathe
data (bits) intensity per metre (hits/m).

By using equations 5.14. 5.15 and 5.16, the energy consumption of the cntire
network is:

m

Eiotat = Z En,: + (N —m) x En,. (5.17)
=1

where N is the number of nodes in the lincar network and m is the number of

head nodes (number of hops).

Adjustable-range model based on Genetic Algorithms

Nodes near the sink will relay more traffic than nodes at the other end of the
notwork and their energy will be drained out much sooner than the nodes far from
the sink. Therefore, to balance the energy consumption of cach node. the nodes
Lear to the sink should have a smaller transmission range to reduce the energy
consumption. Here., we compare the energy consumption of the equal-range and
the adjustable-range models. where a Genetie Algorithm is used to sct up the

adjustable-grid model.

Based on the adjustable-range linear model. as illustrated in Fig. 5.5, the
fitness function in the Genetie Algorithm is:
m
Ep =Y Fx 4 (N =)~ Ex, (18

=1
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where Ey, and Ey,; respectively represent the energyv consumed by the normal

th

nodes and the *"* head nodes:

Rnorma ;
ENn = [ee + ea(_Q—'li)n]Dum'b (—) l(')

where D, represents the data gathered by each normal node and R,mal, 15

determined by equation 5.13;
Eth' =e. D, + (ee + FGT,')HD“. (33())
where

Dm‘ = (L — 71 —To... — T',;_l))\
D”' = (L — Ty —To... — ’I“i))\. (')21)

r; (1 < i < m) represent the chromosomes in the GA algorithm based on which
new chromosomes are reproduced in each generation.

To compare the energy consumption in the two models, the parameters utilised
are: n =2, N =100, L = 2000 m, A =1 bits/m, and D,y = ’—fﬁ = 20 bits.
Given enough generations (about 20000 generations) in the GA adjustable-range
model, the minimum of the fitness function (minimum energy consumption) is
computed: E, = 0.0291J, where m = 22.

With the same parameters listed above. in the equal-range model. the re-
lationship between energy consumption and the number of hops is plotted in
Fig. 5.8. The minimum energy consumption is 0.0317 J and it occurs when there
are 25 hops. By comparing the minimum energy consumption of equal-range to
the energy consumption of the adjustable-range models, as shown in Fig. 5.5. the
adjustable-range model saves energy by about 8.5%. Note that. in the adjustable-
range model, the energy consumption of each head node is much more balanced

than that of the equal-range model.

5.3 Energy-efficient geographic routing

An energv-efficient geographic routing algorithm is proposed for a lincar ad-hoc

wircless network, where N nodes are randomly distributed along a linear network

9?2
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Figure 5.8: Energy consumption comparison of equal and adjustable-range models

of length L, as shown in Fig. 5.9. The coordinates of the transmitter and the
receiver nodes are (0) and (L); 7, which determines the best location of the next
hop node, is the optimal transmission range computed based on equation 5.10
(rope = 90.1 m for n = 2); Ad is the distance between the best location and
the neighbour node; In the simulation, each node is equipped with the same
radio transceiver that enables a maximum transmission range 7,,,.. The location
information (coordinate) of each node is obtained by using GPS and is shared
with its neighbours through periodic broadcasting. The location information of
the source and the destination nodes is included in the transmitted packet. Note
that, in this simulation, the author only considers one packet transmitted from
the source node to the destination node, forwarded by the relay nodes. Therefore,
in the forwarding scheme of each relay node, the next hop node can be selected
according to the local geographic information and the location of the destination
node.

To achieve energy efficiency, the next hop node can be selected based on the
new Optimal Range Forward (ORF) algorithm, where the next hop node is se-
lected based on the optimal transmission range. Furthermore, considering the
balance of residual energy of every node, the author proposes the Optimal For-
ward with Energy Balance (OFEB) algorithm, in which both energy consumption
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Figure 5.9: Forwarding scheme (next hop node selection)

and the energy balance of each node are considered. ORF and OFEB are com-
pared to the Most Forward within Radius (MFR) algorithm, see algorithm 1.1.
In OFEB, the weight indexes (o and (1 —a)) are assigned to Ad, which relates to
the energy consumption, and E,.,, which is the residual energy of the neighbours
and relates to the energy balance. Intuitively, without considering the energy
balance, some nodes may be frequently selected as the relay nodes, and their
energy may be drained out much sooner compared to other nodes. The network
will then be partitioned. Since FE,.;, and Ad use different units, they need to be
normalised first. FE,.s is normalised with respect to the default energy capacity
of each node (Ep) to define Eres,, . ..o (Ecap = 10 mJ in the simulation); Ad
is normalised with respect to the optimal transmission range (7o, = 90.1 m) to
define Ad,ormatised- 1Thus, the function to be minimised is:

ETCS
i T S O

Topt Ecap ;

(5.22)

which is utilised as the criterion for locating the next hop node in OFEB. With
reference to the four algorithms 5.1 to 5.4, note that the two existing algorithms,
MFR and NFP perform as follows. MFR selects as the next hop node the node
nearest to the maximum range allowed in the system. NFP selects the node
nearest to the sender. Therefore both algorithms do not make use of the optimal
range that minimises the energy consumption as derived in this chapter. The
optimal range includes the d" loss effect and the multihop forwarding losses as in
equation 5.10. The new ORF algorithm selects as the next hop the node nearest
to the optimal transmission range (so long as it is within the max allowed range)
and therefore minimises the energy consumption. The new OFEB algorithm
selects the next hop node as the node (within the maximum transmission range)
that minimises equation 5.22. This is a node that uses the best combination
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of energy reserves and needs the minimum energy to be reached. The weight
factor a determines the relative significance placed on these two requirenents.
Therefore, OFEB is superior in concept and performance as will be seen. Note
that, in ORF and OFEB forwarding algorithms and based on equation 5.6. the
relay node is needed only when the distance between the source node and the

destination node is larger than 2 << metres.

For sender node:
Scarch the neighbour farthest from the sender
and within the maximum transmission range
Node(i) is selected as the relav node
Node(i) becomes the new sender node

Repeat the above procedure

Algorithm 5.1: The forwarding algorithims of MFR

For sender node:
Search the neighbour nearest to the sender
and within the maximum transmission range
Node(i) is selected as the relay node
Node(i) becomes the new sender node

Repeat the above procedure

Algorithm 5.2: The forwarding algorithms of NFP

5.3.1 Simulation results

Using the geographic routing algorithm, the simulation of a linear ad-hoc wireless
network (Fig. 5.9) is carried out. and the parameters used in the simulation are

listed in Table 5.1.

)
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routing

For sender node:
Compute the best location of the next neighour node
Compare Ad of each neighbour
and within the maximum transmission range
Node(i) with the smallest Ad is sclected as the relay node
Node(i) becomes the new sender node
Repeat the above procedure

Algorithm 5.3: The forwarding algorithms of ORF

For sender node:

Jompute the best location of the next neighour node

Compare [0 2% — (1 — «) Eres] of each neighbour
opt “enp
and within the maximun transmission range
Node(i) with minimum value is selected as the relay node

Node(i) becomes the new sender node

Repeat the above proceduare
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Propagation factor (n) 2
Network length 2000 m
Number of nodes (N) 500
Running time (t) 0.1 sec
Node energy capacity (E.qp) 0.001 J
Optimal transmission range (7,,) | 90.1 m
Maximum transmission range (rm..) | 250 m

Table 5.1: Simulation parameters
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Figure 5.10: Comparison of network lifetime
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In Fig. 5.10. the author simulates the network lifetime in a linear ad-hoc wirce-
less network based on different forwarding algorithms: MFR. NFP. ORF and
OFEB (different weight indexes are applied). In Fig. 5.10. the horizontal line
of each algorithm which represents the number of surviving nodes indicates that
there is no transmission in the network (network disconnection). Thus the ratio
of the network lifetimes of each algorithm is shown below: M FR: NFP: ORF
OFEB(« = 0.9) : OFEB(aw = 0.7) : OFEB(a = 0.5) : OFEB{a — 0.3
OFEB(ov = 0.1) = 0.20 : 0.34 : 091 : 0.85: 0.79 : 1 : 0.92 : 0.92. It shows
that the OFEB algorithm (especially with a = 0.5) has better network lifetime
performance compared to the other algorithms.  Furthermore. both the delays
associated with transmission and processing of cach hop are considered. The
transmission delay is determined by the transmission distance and the electro-
magnetic wave speed. The processing delay of cach hop is 0,185 jis per bit [112].
as nmentioned in Section 5.2.3. With the constraint of computer memory. the
simulation time chosen in Fig. 5.10 is 0.1 second. which demands about 10° loops
in the simulation.

Since MFR selects the Most Forward node within Radins to be the next
hop node. the delay time (number of hops) of one transmission is smaller than
the other algorithms; while NFP selects the nearest neighbour to be the next
node, which means that the delay time (number of hops) is larger than the other
aloorithms. Thus, the data packets received by the destination node of these
different algorithms should be compared. as shown in Fig. 5.11. It shows that.
Lefore the network disconnection, with the OFEB algorithi, the destination node
recoived much more data packets than the other algorithms. In Fig. 5.11, the
rocoived data with MFR increases more rapidly than the other algorithms. The
ronson is that the MFR selects the next hop node as far as possible. therefore.
the number of hops needed for the data packets rransmitted from the source
node to the destination node is smaller than the other algorithms. Based on the
real simulation time caleulation mentioned. the simulation time needed for data
transmitted from the source node to the destination node is less than the other
algorithms. Since NFP selects the next hop node as near as possible. therefore

the delayv time for data transmitted from the source node to the destination node
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Figure 5.11: Comparison of data (packets) received by the destination node

is more than the other algorithms. Thus the slope of the NFP curve is smaller
than the others.

Furthermore, the energy consumption of each packet successfully received by
the destination node based on different algorithms are compared, where the ratio
of energy consumption of each packet are: MFR: NFP : ORF : OFEB(a =
0.9) : OFEB(a=0.7): OFEB(a =0.5) : OFEB(a =0.3) : OFEB(a =0.1) =
0.0541 : 1 : 0.0234 : 0.0251 : 0.0280 : 0.0211 : 0.0230 : 0.0224. This shows that the
OFEB and the ORF algorithms have better performance than the others, and
that the NFP algorithm demands the most energy consumption for one packet
successfully received by the destination node.

Furthermore, in Fig. 5.12, the remaining energy of nodes in both ORF and
OFEB (a = 0.5) are compared, where * represents the ORF algorithm and o
represents the OFEB algorithm. The nodes selected in ORF are used until they
are out of energy, while the energy consumed at each node of OFEB is more
balanced. Therefore, based on the network lifetime definition of ”time duration
before the first node dies”, OFEB is much better than ORF.
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Figure 5.12: Comparison of remaining energy of nodes

5.4 Summary

In this chapter, the author proposed energy-efficient geographic routing algo-
rithms to prolong the network lifetime. Among existing geographic routing algo-
rithms, MFR selects as the next hop node the node nearest to the maximum range
allowed in the system. NFP selects the node nearest to the sender to be the next
hop node. Both algorithms do not make use of the optimal transmission range
that minimises the energy consumption as derived in this chapter. Our new ORF
algorithm selects as the next hop node the node nearest to the optimal trans-
mission range (within the maximum range) and therefore minimises the energy
consumption. Our new OFEB algorithm selects the next hop node as the node
(within the maximum range) that minimises the value of [a%‘i — a)E—::i]
This is a node that has the best combination of energy reserves and needs the
minimum energy to be reached. The weight factor a determines the relative sig-
nificance placed on these two requirements. The simulation results show that
the OFEB algorithm has the best performance in terms of network lifetime and
amount of data received by the destination node. Note that, among OFEB al-
gorithms, selection of («)’s value need to be considered based on different nodes

distribution to achieve the optimal performance.
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5.4 Summary

Also, in this chapter the author introduced a method that can he used to sclect
the optimum locations of relay nodes, and derived the range of relay node location
that result in energy saving. The optimal node transiission range was derived in
terms of the propagation loss factor. The energy consumption of a multihop ad-
hoc wireless network has been computed based on the optimal transmission range
and has also been computed under direct transmission where the source and des-
tination communicate directly. Multihop with optimal transmission range saves
90.1% energy compared to direct transmission. The trade-off between energy con-
sumption and delay time has been analysed to achieve a balanced performance in
terms of cnergy consumption and delay time. and the results show with modest
increase in delay (13%), the trade-off schenie saves encrgy by 89.2% compared
to direct transmission. In a dynamic traffic scenario. the author proposed clus-
ter based energy consumption models taking into account both cqual hop and
adjustable hop scenarios, where the adjustable-range model is based on a Ge-
netic Algorithm. The results show that the adjustable-range (GA) model is more

energy cfficient than the cqual-range model.

101



Chapter 6

Energy Efficient Geographic
Routing in 2-D Ad-hoc Wireless

Networks

6.1 Introduction

To evaluate the impact of a realistic ad-hoce wireless network scenario. the pro-
poscd energy efficient Geographic Routing algorithms are studied for the first
time in a 2-D ad-hoc¢ wircless network scenario.

In this chapter, the Optimal Range Forward (ORF) algorithm. in which the
next hop node is selected based on the optimal transmission range. is proposed to
minimise the total energy consumption associated with data transmission (sum-
mation of cnergy consumption of all hops) in 2-dimensional networks. Further-
more, based on ORF, the Optimal Forward with Energyv Balance (OFEB) aloo-
rithm, in which the next-hop node is selected not onlv according 1o the optimal
transmission range but also the remaining energyv of cach neighbour node. is pro-
posed to prolong the network lifetime. In the OFEB algorithm. the total enerey

consumption associated with the transmission and the residual energy of each
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6.2 Energy consumption model

node are both considered to prolong the network lifetime. The network litetime
and the data received by the destination node. resulting from all the aleorithms
above. are compared in our simulation. and it is shown that the pertormance
of the OFEB algorithm is significantly better than the others. In this chapter.
the network lifetime, the network throughput. the number of packets success-
fully received by the destination and the average cnergy cost of cach successtully
received packet, resulting from all the algorithms above. are compared based on
different node densities. It is shown that the performance of the OFEB algorithm
is significantly better than the others. Also, in a 2-D ad-hoc wireless network. the
method for locating relay node is analysed, and the range of relay node locations

that result in energy saving is derived.

6.2 Energy consumption model

The cuergy consumed by ad-hoc wircless network nodes is the sum of energy
consumed for transmitting, receiving and listening. Considering a transmission
from a transmitter to a receiver. where the distance between them s . the
received signal power can be expressed as [3]:
/)fG{C;,.)\Q S
p(R) = 3 : (61)
(471’) R"Loss

where Gy and G, are respectively the gains of the transmitter and receiver. The

carricr wavelength is A and Loss represents any additional losses in the transmis-
sion, n is the propagation loss factor. which is tvpically between 2 and 4. Thus.

with G, = G, = 1. and Loss = 1. the received signal power 1s

To be successfully received by the receiver. the received signal power must

he above a certain threshold power (pu)- Therefore. the sienal power at the

] - P"”HN)QR” Ass 1119 > osional represents v bt

transmitter must be above - ssUme, one signal represents one bl
data information, the energy consumed for transmitting IS

. 1T '.ZRH
E,:(<,,+p'—’(—\7)—)\D

= (¢, 4 (,R")Y x D, \13.3)



6.2 Energy consumption model

Transmitter Receiver

iSource ¥

Figure 6.1: Locating relay node and end-to-end multihop transimission

where, D represents traffic data bits, e, is the cnergy/bit consumed in the trans-

. . ~(47)2 . . .
mitter electronics, and e, = p—"’lA(T”)—, which can be considered as the energyv,/bit
consumed in the transmitter REF amplifier. Furthermore, the energy cost at the
receiver is considered to be only consumed for electronics, thus the cncrgy corn-

sumption model utilised in this chapter is:

Et = (ee + f’(,Rn)D
E,.=¢e.D, (6.1)

Based on [64] and [65], the typical value of e is: €. = 3.32 X 1077 J/bit. Given
Pinr = 8% 10715 w and with a carrier frequency f = 2.4 % 10° Hz (which is an un-
licensed frequency band and one of the most popular in radio based networking).

e, is computed as: e, =~ 8 x 1071 J/bit/m".

6.2.1 Relay node location

Considering the simple model shown in Fig. 6.1. node A. located at (0. 0). is the
transmitter and node B. located at (d, 0), 1s the receiver. As shown in Fie 6.1
the relay node is set to be node € at location (x. v), where the distance hetween
A and C is k. and the distance between B and Cis g To achieve energy cfhiciency.
the energy consumption when the relav node is involved must be smaller than

the cuergy consumption without the relay node. leading to:

(60 + cod") + o> (oo + Coh™) H L+ e+ oag]H G (6.9)
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6.2 Energy consumption model

Introducing the coordinates of each node, the above mequality can be expressed

as:

2
hn+gn<dn_ €e

€a

2¢,

[3:2+y2]% +[(d—3:)2+y2]% <d" — (U.6)

€a
which defines the effective energy efficient zone of locations of the relay node.

Furthermore, the energy saved (E,) per packet by using the relayv node is:

Es={(e. + e, d") + ¢, —
(o +eh™) =l 4+ (e + cay)] ~ ¢} x D
— {eald” = f" = "] = 20,} x D
= {e,[d" — [2® + y%]3 = [(d — 1) + 4°]3] — 2¢,}D. (6.7)

where D is the data packet transmitted from transmitter (A) to receiver (B).
Given D = 1 bit and d = 200 metres, the relationship between the energy
saved by utilizing the relay node and the location of the relay node is shown in
Figs. 6.2 and 6.3 for n = 2 and n = 1 respectively. In both Fig. 6.2 and Fig. 6.3.
the energy saved increases when the relay node moves to the middle hetween the
transmitter and the receiver ((100,0)). By comparing these two figures. the cucrgy
saved when n = 4 is much more than the case when n = 2. According to the
energy consumption model (equation 6.4), the energy consumption is much more
sensitive to the transmission range when n = 4, compared to n = 2: much more
energy will be consumed when the node transmission range increases for large .
It is noted that. energy saving includes both positive and negative values. which
respectively mean less and more energy consumption compared to the cenergy
consumption of direct transmission from the transmitter to the receiver.
Specifically, for the case of n = 2. the zone of positive values (energy efficient

zone) can be derived from equation 6.6 as follows:

d 9 5 ({2 e .
r— = Tl = = = o
(€ 2) ty <o (6%)



6.2 Energy consumption model

Energy saved Vs location of relay node

Energy saved (nJ)

Figure 6.2: Energy saved versus location of relay node (n=2)

Energy saved Vs location of relay node

x 10

Energy saved (nJ)

Figure 6.3: Energy saved versus location of relay node (n=4)
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6.2 Energy consumption model

Thus, the relay node must be located in a sphere to achieve energy saving pertor-

mance and the centre of the sphere is (%, 0). To meet the condition in equation 6.>.

d2 e. .o~ . . .
T — & > 0 must be satisfied, which can be solved resulting in:

4

d>2,]—. (6.9)

This means that the energy consumption with a relayv node does not achieve
energy saving when the distance between the transmitter and the receiver is
small than 128.4 metres, which is a function of the transceiver design parameters

(e. and e,) and propagation coefficient.

6.2.2 Optimal transmission range

For an end-to-end multihop transmission, as shown in Fig. 6.1. the data packet
is forwarded from the source node to the destination node. where the distance
separating them is L. Assume that the range of cach hop is 7. the number of

hops is derived as

(6.10)

m =

L
r

Based on the energy consumption model mentioned in Section 6.2. the energy

consuniption of the end-to-end transmission 1s:

E, = m x {[(¢. +¢ YD)+ (c.D)}
= £ x {(2¢, + e, "D} (6 11)
-

To compute the mmimum energy consumption. with respect to the orid-length.

r. 0L JOr = 0:
OFE,/0r = LD[(n — e "™ =277 =0 (1h.12)

Solving equation 6.12 for 1 gives the optimal transmission range as:

(6.13)
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6.3 Energy-efficient geographic routing algorithins

Optimal transmission range

Optimal transmission range (m)

2 22 24 26 28 3 32 34 36 38 4
Propogation loss factor

Figure 6.4 Optimal transmission range

With specific transceiver parameters. cquation 6.13 shows that the optimal
transmission radio range. *, relates only to the propagation loss factor (1), and
the relationship is shown in Fig. 6.1. In Fig. 6.4. the optimal transmission range
decreases when the propagation loss factor (n) increases. As mentioned. there is
a trade off between the energy consumed in cach hop and the number of hops.
Based on cquation 6.11. when the number of hops (1) is large. the transmission
ranee of cach hop (1) becomes small, and here the fixed energy consumption
for cach hop (energy consunied for transceiver electronics) dominates the cnerey
consumption. When the number of hops is small. the transmission range of
cach hop becomes large. and the encrgy consumed in the transmitter amplifier
of cach hop increases rapidly and dominates the energy consumption.  When
0 is large. the cnergy consumed in the transmitter amplifier becomes relatively
morce important than the fixed cnergy consumption. and vice versa. Specifically.
the optimal transmission range is 90.1 m when n = 2. with the transmitier and

receiver parameters assumed.

10



6.3 Energy-efficient geographic routing algorithims

For current source node:

If ((/(f'/) < 2\/;)

directly communicate to the destination node.

Else

relay node needed.

For current source node:
Scarch the neighbour nearest to destination

and within the maximum transmission range

Node(i) is selected as the relay node
Node(i) becomes the new current source node
Repeat the procedure above

Algorithm 6.1: The forwarding algorithms of NEFR

For conrent source node:
If (([(j'D < .2\/;)
directly communicate to the destination node.
relay node needed.
For the current source node:
Scarch the neighbour nearest to the sender
and within the maximum transmission range
Node(i) is selected as the relay node
Node(i) becomes the new current source node

Repeat the procedure above

Algorithm 6.2: The forwarding algorithms of NIP



6.3 Energy-efficient geographic routing algorithms

For current source node:

If (dep < 2\/5)

directly communicate to the destination node.

Else

relay node needed.

For the current source node:

Compute the best location of the next hop node
Compare Ad of each neighbour

and within the maximum transmission range

Node(i) with smallest Ad is selected as the relay node
Node(i) becomes the new current source node

Repeat the procedure above

Algorithm 6.3: The forwarding algorithms of ORF

@
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Figure 6.5: Forwarding scheme (next hop node selection)
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6.3 Energy-efficient geographic routing algorithms

IFor current source node:

directly communicate to the destination node.
Else

relay node needed.

For current source node:

Compute the best location of the next hop nade

e [y DD (1 VBl of T o b
Compare [o oy — (L= a)g=] of cach neighbom
and within the maximum transmission range
Node(i) with minimun value is selected as the relay node

Node(i) hecomes the new current source node

Repeat the procedure above
Algorithm 6.4: The forwarding algorithms of OFEDB

6.3 Energy-efficient geographic routing algorithms

Based on the optimal transmission range, two cncrgv-efficient GR algorithis
for 2-D ad-hoc wircless networks are proposed in this chapter: the Optimal
Range Forward (ORF) algorithm and the Optimal Forward with Energy Bal-
ance (OFEB) algorithm. In algorithms 6.3 and 6.4 respectively.both of them are
compared to the existing GR algorithms, the Most Forward within Radius (MFR)
algorithm and the Nearest Forward Progress (NFP). For cacli current sonrce node.
the distance to the destination node (d¢p) is compared to the threshold distanee
which is determined by equation 6.9. in order to determine whether a relay node
is required or if the data packet can be transmitted to the destination node di-
rectly. MFR selects as the next hop node the node nearest to the maximum rancee
allowed in the svstem. NFP selects the node nearest to the sender. Theretore
both algorithms do not make use of the optimal ranee that minimises the en-
crey consumption as derived in this chapter. The new ORI algorithm ~clects as

the next hop the node nearest to the optimal transmission range (best location
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6.4 Simulation results

as shown in Fig. 6.5, determined by the optimal transmission rangce) within the
maximum allowed range and therefore minimises the energy consumption.  In
I'ig. 6.5, the red dots represents nodes, the blue dot is the source node. the vellow
dot is the destination node, the square is the best location of next hop node. Ad
1s the distance to the best location, 7,,,, is the maximum transniission range.
and R, is the optimal transmission range. The new OFEB alcorithm sclects
the next hop node as the node (within the maximum transmission range) that

minlmises cquation 6.14.

Ad Eres

f(E. o, Ad) = a (6.14)

opt Zeap
This is a node that uses the best combination of energyv reserves and necds the
minimum energy to he reached. The weight factor o determines the relative
significance placed on these two requirements. Thercfore. OFEB is superior in
concept and performance as will be seen. In equation 6.14. A is the distance he-
tween the neighbour nodes and the best location and £, . is the residual energy of
the neighbours. Intuitively, without considering the energy balance. some nodes
may be frequently selected as the relay nodes. and their energy mav be drained
out very soon compared to other nodes. Since E,, s and Ad use different units.
they are normalised as shown in cquation 6.14. £ 1s normalised with respect
- Ad s

'CSpormualised’

to the default energy capacity of cach node (E.,,) to define E

nortalised with respect to the optimal transmission range to define Ny,

6.4 Simulation results

The simulation is carried out in a 2-D ad-hoc network model, as shown in Fig. 6.5.
where N, nodes are randomly distributed in the arca. R, 1s the maximum
transmission range of cach node.  Rype. which determines the best location of
the next hop node, is the optimal transmission range computed based on equa-
tion 6.13 (R, = 90.1 m for n = 2). Ad is the distance between the best location
and the neighbour node. In the simulation. the location information (coordinates)

of cach node is obtained by using GPS and is shared with its neighbours through
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6.4 Simulation results

Propagation factor (n) 2 Node energy capacity (£,,,) 0.001 .7
Number of nodes (N) | 50-500 Normalised simulation time (1) 1OY <ee
Network length 500 m Optimal transimission range (o) 90.1 m
Maximum transmission range {(2,,,.) | 250 1m

Table 6.1: Parameters of simulation

periodic broadcasting. The location information of the source and the destina-
tion nodes is included in the transmitted packet. Therefore, in the forwarding
scheme of each relay node, the next hop node can be selected according to the
local geographic information and the location of the destination node. Using ge-
ographic routing, the simulation of a 2-D ad-hoc wireless network (Fig. 6.5) is
carried out, and the parameters used in the simulation are listed in Table 6.1.
Furthermore, to facilitate the comparison between the different GR algorithins,
the source and destination nodes in each algorithm are fixed to (0.0) and (L.L)
respectively, and the other nodes are randomly deployed. By running the simula-
tion 1000 times, the average network lifetime and number of successfully received

packets are determined.

6.4.1 Comparison of network lifetime and received pack-

ets in different GR algorithms

To compare the performance of the proposed GR algorithms to the cxisting algo-
rithms, Fig. 6.6 shows both network lifetime and number of successfully received
packets when the number of nodes deployed in the network is 500. In this chapter
the author defines the network lifetime as the time duration until no source to
destination connection can be made. In Fig. 6.6. the network lifetime is the time
duration before the point at which the fraction of surviving nodes does not change
any more (which represents the point at which no more nodes become drained).

In order to compare different GR algorithms. the proportion ratio of the network
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6.4 Simulation results

Comparison of network lifetime (500 nodes) x10" Comparison of received packets (500)

N

)

' ) | ' \
Number of successfully received packets

3 4 5

0 1 2
Normalized time x 10°

Figure 6.6: Comparison of the network lifetime and the packets received: 500

nodes

lifetime and received packets are compared in Table 6.2, and the results show that
the network lifetime of the NFP algorithm is the longest among all algorithms
and the performance of MFR is the worst. Since the neighbour node which is
closest to the final destination will be selected as the next hop node in MFR,
the energy consumed for each hop in MFR is more than the other algorithms,
therefore the network lifetime performance of MFR is the worst. Note that, even
thouth the network lifetime of NFP is the longest, the number of packets suc-
cessfully received by the destination is much smaller than the other algorithms.
As has been explained the neighbour nodes which is closest to the current source
node will be selected as the next hop node in NFP, and this requires more hops
and more energy consumption. In the simulation, the average number of hops
used by the transmission between the source and the destination nodes is 5.7
in MFR and 51.4 in NFP (for the others see Table 6.2). This shows that the
NFP algorithm uses too many hops for one successful transmission and the per-
formance of NFP is limited even though its network lifetime is better than the
others. Therefore, the network lifetime should not be the only parameter used
to evaluate the performance of the algorithms. The author evaluated the num-
ber of packets successfully received by the destination to compare the network
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6.4 Simulation results

performance as well. The ratio of successfullv received packets. show that the
OFEB algorithm with a = 0.1 has the best performance. and the pertormance
of NFP is the worst. For the MFR algorithm, the minimum number of hops
between the source and the destination nodes is the criterion used in sclecting
the next hop node and the energy consumption is not considered. For NFP. the
cnergy consumption of each hop is optimised while the number of hops between
the source and the destination nodes and the network energy consumption are not
been considered. Therefore, the number of packets reccived by the destination
and the fraction of surviving nodes are the lowest among all GR algorithms. For
ORF, the optimal transmission range is considered to reduce the network energy
consumption. Therefore, the number of packets received by the destination and
the fraction of surviving nodes are hetween those of MEFR and NFI? algorithms.
For OFEB, not only the optimal transmission range but also the balance of node
residual energy are considered to reduce the network energy consiunption and
prolong the network lifetime, and different weights (v and 1 — ) are considered.
The results show that, compared to the ORF algorithm, the network lifetime has
been significantly prolonged by considering the node residual energy halance in
the OFEB algorithm, and the number of received packets increases. Note that.
the ORF algorithm can be considered as a special case of OFEB, when the weight
factoris @ = 1. Note that. with increasing weight factor. the time duration before
the first node dies is significantly extended. The reason is that nodes with higher
remaining energy will be selected as the next hop node. and therefore the loss of

the first node is delayed.

6.4.2 Impacts of node density to different GR algorithms

In Fig. 6.7, the impact of node density (number of nodes) on hoth network life-
time and number of received packets is evaluated. The results show that both
performances improve when the number of nodes increases. and the fraction of
surviving nodes approaches 539 when the number of nodes is more than 100.
Fig. 6.8 shows similar trends to Fig. 6.7. but the improvement in received packets
i« mueh less than that of NEFR with increasing number of nodes. Furthermore. the

fraction of surviving nodes in NFP decreases when the number of nodes mercases.
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6.4 Simulation results

No. of nodes | NFP | MFR | ORF | OFEB(a=0.9) | 0.7 | 0.5 | 0.3 | 0.1
Network lifetime
500 1 0.21 | 0.53 0.53 0.55 | 0.56 | 0.64 | 0.89
No. of received packets
500 0.31 | 0.60 | 0.80 0.80 082086089 | 1
Average of No. of hops
500 51.4 9.7 10.6 10.7 10.8 { 103 | 11.5 | 14.2

Table 6.2: Comparison of network performance in different GR algorithms
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Figure 6.7: Impact on the network lifetime and the packets received: MFR
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Figure 6.8: Impact on the network lifetime and the packets received: NFP

which means more nodes are drained out. The reason is that the forwarding al-
gorithm in NEFD only considers the distance between the neighbour nodes to the
current source node if the neighbour nodes are closer to the final destination,
and this involves more nodes in the transmission. By comparing Fig. 6.9 and
Fig. 6.8, it is clear that the ORF algorithm is better than MFR in terms of both
network lifetime and number of received packets, and the fraction of surviving
nodes approaches 52% when the number of nodes is large. Fig. 6.10 and Fig. 6.11
respectively compare the network lifetime and received packets when the OFEB
algorithm is utilised with different values of the weight factor (). The results
show that, the performance of OFEB is better than all the other algorithms, and

the performance improves when the weight factor becomes smaller.

6.4.3 Comparison of nodes’ energy status in different GR.

algorithms

The author noted that the fractions of surviving nodes are different when there
are no connections in different GR algorithms. Fig. 6.12 and Fig. 6.13 show the
500-node energy status based on different GR algorithms when the network dies
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Figure 6.9: Impact on the network lifetime and the packets received: ORF

(no connection between the source and the destination nodes). In all figures, the
source node is located at (0,0), the destination node is located at (500,500), and
the locations of all the other nodes are fixed in different algorithms, and they
have been classified into three types: un-used nodes (represented by star, ),
used nodes (represented by triangle A) and dead nodes (represented by circle,
0). In MFR, the proportion of un-used nodes is very high compared to the other
algorithms, which means that the number of nodes involved in the transmission
is much lower than the others. Also, the proportion of used nodes is very low
in MFR. In ORF, the proportion of un-used nodes is lower than that of MFR
and the proportion of used nodes is comparable to that of MFR. In NFP, the
proportion of un-used nodes is quite low and the proportion of used nodes is
much higher than that of MFR and NFP. By comparison, more nodes have been
involved in the transmission between the source and the destination nodes in NFP.
However, NFP uses too many hops in each transmission and the performance of
NFP is not good even though a large proportion of nodes have been involved
in the transmission. In OFEB, the proportion of un-used nodes increases when
the weight factor decreases, and all nodes have been involved in the transmission
when the weight factor is 0.1. The results show that, by considering the balance
of node residual energy, more nodes will be involved in the transmission and the
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Figure 6.12: Comparison of nodes’ energy status in different algorithms

network performance can improve.

6.4.4 Comparison of other parameters in different GR al-

gorithms

In addition to the network lifetime and received packets, there are some other
parameters worthy of being analysed, such as the average energy consumption for
each received packet and the network throughput (bits per second). In Fig. 6.14,
the network lifetime, the number of received packets, the average energy con-
sumption for each received packet, and the network throughput are all compared
based on different node densities in different GR algorithms. The number of re-
ceived packets increases when the node density increases in all GR algorithms.
The OFEB (a = 0.1) algorithm has the best performance and the performance of
NFP is the worst. The network lifetime increases when the node density increases
in all GR algorithms, and NFP has the best performance and MFR has the worst
performance. As we mentioned, the network lifetime should be considered with

the number of received packets to evaluate the performance of the algorithms.
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6.4 Simulation results

Nodes status: OFEB (a=0.9)
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Figure 6.13: Comparison of nodes’ energy status in OFEB

The energy consumed for each successfully received packet is lowest in the
OFEB algorithm with large weight factor (a > 0.5, ORF is a special case of o =
1). In NFP, the energy consumed for each successfully received packet increases
when the node density increases (whereas it decreases in the other algorithms
when the node density increases). The reason is that based on the forwarding
scheme used in NFP, when the node density is high, more hops are used for the
end-to-end transmission between the source and the destination nodes, therefore
the energy consumed for one received packet increases. In MFR, the energy per
packet decreases when the node density increases during the period of low node
density, and it remains unchange when the node density is high. In ORF, the
energy per packet decreases when the node density increases, and the curve of
energy per packet in OFEB (a = 0.5, @ = 0.7 and o = 0.9) has a similar trend to
that of ORF (OFEB a = 1). This shows that when the weight factor in OFEB
is large, the energy consumed for one received packet decreases when the node
density increases. In OFEB (a = 0.3), the energy per packet is slightly smaller
than that of MFR and larger than that of OFEB (a > 0.5). The energy per
packet in ORF has a similar trend to that of MFR, and the energy per packet
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6.5 Summary

remains unchange when the node density is high. In OFEB (o = 0.1). the energy
per packet is smaller than that of NFP but larger than the others. and the energy
per packet remains unchange when the node density is high. Note that. when the
the number of nodes is 50 in the network (node density is 2 x 107! m?), the energy
per packet of FEB (o = 0.1) is equivalent to that of the NFP and much larger
than that of the other algorithms. As a result, when the node density is low. the
optimal transmission range has higher impact on the energy consumption.

For network throughput, MFR and NFP respectively have the best and the
worst performances. In MFR. the network throughput is much larger than that of
the others and the reason is that the most forward node is selected to be the next
hop node in the MFR forwarding scheme. Also, the network throughput increases
when the node density increases in MFR. In NFP, the nctwork throughput is much
smaller than that of the others. The reason is that the ncarest node to the current
source node is selected to be the next hop node. therefore it takes much longer
time to forward the data packet to the destination node. The higher the node
density is, the longer the time taken, thus the network throughput decreases when
the node density increases in NFP. In ORF. the optimal transmission range is the
motric to select the next hop node. therefore the network throughput is between
MFR and NFP, and it increases when the node density increases. In OFEDB. the
network throughput increases when the node density increases in the low density
casc. In the high node density case. the network throughput decreases when the
weight factor is low (o = 0.1 and a = 0.3), and it increases when the weight

factor is high (o = 0.5, a = 0.7 and a = 0.9).

6.5 Summary

In a 2-D ad-hoc wireless network, the author proposed the encrev-efficient Geo-
graphic Routing algorithms ORF and OFEB to prolong the network lifetime and
improve other network performance metrics. The results were compared to the
oxisting GR algorithms including \[FR and NFP. The new ORF algorithm selects
as the next hop node the node nearest to the optimal transmission range (within

the maximum range) and therefore minimises the eneray constunption. The new
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Figure 6.14: Comparison of all simulation results

OFEB algorithm selects the next hop node as the node (within the maximum

range) that minimises the value of [O‘RA::I —(1—a) g::,,] This is a node that has
the best combination of energy reserves and needs the minimum energy to be
reached. The weight factor o determines the relative significance placed on these
two requirements. The simulation results show that the OFEB algorithm has the
best performance, in which the network lifetime, the network throughput, the
number of received packets, and the energy consumed for each received packet
have all been compared. Also, in this chapter we introduced a method that can

be used to select the optimum location of relay nodes.
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Chapter 7

Energy Efficiency in Ad-hoc
Wireless Networks with Two

Realistic Physical Layer Models

7.1 Introduction

Most transmission and energy consumption models in ad-hoc wircless networks
assume an ideal physical laver model, where the probability of the packet be-
ing received by the neighbour is 100% once the neighbour node is within the
trausmission range of the transmitter. In this chapter. we investicate Ravleigh
fading and Lognormal fading scenarios to derive the u[‘)rimal transnission range
i ad-hoce wireless networks. In this chapter. based on the hop-bv-hop retrans-
missions (HHRs) model. where a packet is retransmitted between two nodes until
it is received and acknowledged correctly. the relationship hetween expected en-
creyv consumption and the distance between two nodes is derived in the two-node
model. In an cqual-hop end-to-end multihop transmission model. the relationship
between the total expected energy consumption. the ranee of cach hop. and the

transiission power of cach node 1s derived and analvsed. Tt is shown that min-



7.2 Two physical laver models

imum energy consumption can be achieved by adjusting both the transmission
power and the range of each hop. Furthermore. based on a one hop model. an
efficiency function is proposed based on the one hop progress and one hop energy
consumption. The relationship between expected one hop energy consumption.
the range of the hop, and the nodes’ transmission power has been derived and
the results show that, these two relationships derived through different methods

are the same, which validates the relationship.

7.2 Two physical layer models

The received signal power at a receiver, located a distance . from the transmitter.

can be expressed as [3]:

prtGr)\Q

prlw) = (4m)20?Loss (1)

where G, and G, are respectively the gains of the transmitter and receiver. The
carrier wavelength is A and Loss represents any additional losses in the trans-
mission. Thus, with Gy = G, = 1, and Loss = 1, the received signal power
is
2
pr(r) = @?1;%01—210_2’
where ¢ is the speed of light, f is the carrier frequency and p; is the signal
transmission power at the transmitter.
In the physical layer fading propagation model. p,(r) represents the average
signal power at a distance z from the transmitter. and the probability (P,(.r))
of the signal being successfully received at 1 1s derived based on Ravleigh fading

and Lognormal fading models. For the Ravleigh fading model:

pthr(“lﬂ—).—)'rzf:z

P(r) =crpl— - ). (7
b(1) p( e
For the Lognormal fading model:
L1 () - (e )
Py(r) = 5+ 501 f( = e, (7. 1)

\/'.20
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7.3 Energy consumption in a two-node model

Probability of successful reception with fading
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Figure 7.1: Probability of successfully receiving a packet

Odp ln(lO)
10

c is the speed of light and f is the frequency of the carrier wave, where f =

where o is the standard deviation (o = , 0y = 4 db in this chapter),
2.4 X 10°H z, py,, is the signal threshold power needed to maintain performance,
where py,, = 100 x 107° in this chapter.

In this chapter, the author assume that the transmission range is adjustable.
Therefore, each node has different levels of transmission power (p;), and the trans-
mission power is adjusted to achieve energy efficiency. Based on equations 7.3
and 7.4, the probabilities of the signal being successfully received at a distance =

from the transmitter are plotted in Fig. 7.1.

7.3 Energy consumption in a two-node model

Most energy consumption models used in ad-hoc wireless networks assume that
the physical layer is ideal, which means the packet will be received if the receiver
is within the range of the transmitter. With a real physical layer model, the
packet is received by the receiver with a probability (F;(x)), which is a function
of the distance to the transmitter. We assume that each signal represents 1 bit
data, and the packet length is 1 bit as well. Hence, each signal represents a 1-bit

length packet. For a packet transmitted from the transmitter node to the receiver
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7.3 Energy consumption in a two-node model

node. the energy consumed at the transmitter and the receiver is respectively:

Etrcmsmssion — eeP”C'l\f’f + Et

Ereception = eeP(lCA’t?f. ("“3)

where e, is the energy consumed by the transceivers electronics per bit. Bascd
on [64] and [65], the typical value of ¢, is: ¢, = 3.32 x 1077 J/bit. E, = p, ~ T.
where 7" is the bit period, and it is 107 in this chapter.

Based on the hop-by-hop retransmissions (HHRs) model. where a packet is
retransmitted between two nodes until it is received and acknowledeed correctly.
the author has derived the energy consumption in a two-node model respectively
based on the Rayleigh and Lognormal fading scenarios. In a transmission svstem
composed of two nodes (transmitter 4 and Receiver B). the number of hops is
counted as the number of hops needed for the packet and acknowledgment both
to be received successfully. With P,(r) as the probability of the packet heing,
successfully received, the expected number of transmissions from B to . is ,—':—,)
(ie. for Acknowledgment), and therefore the expect number of transmission from

Ato Bis 7771—1) (Recall that B generates one ACK per successfully veceived packet
(7N

{
and therefore #x) ACK transmission from B to i call for 1—21(1—) tralSIISSIONs
0
for A to B). The expected number of receptions at B is th X Py(r) = ﬁ
2 N

and the expected number of receptions at 4 is 1 (1 represents the fact that the
acknowledgment has being received by A, which means that the transmission
between the two nodes is successful).

Thus the total numbers of transmissions and receptions are respectively:

1
Nivansmission = '
transmsston PE(J-) Ph(l)
v 1
A reception = Pb(l)

+ 1. (7.0)

Therefore. based on the energy consumption model (equation 7.5). the cnergy

consuined for transmission and reception of the two-node model 1s:

~

= ‘\fr(m.s‘m/,s'simz X Lll’unw;mx/(m

\ reception X b receptions ( [} )

E

CSUMtygnsmssion

E

“SUNceeption

12x



7.4 Energy consumption of an end-to-end multihop transmission

model

Testination

Figure 7.2: Equal-hop end-to-end transmission model
7.4 Energy consumption of an end-to-end mul-

tihop transmission model

Based on the end-to-end transmission model shown in Fig. 7.2. one packet (1 bit)
is transmitted from the source node to the destination node via cqually spaced
intermediate nodes. In the equal-hop end-to-end multihop transmission model,
shown in Fig. 7.2, the distance between the source and the destination nodes 18
divided into m equally-spaced hops. where m = % (L is the distance hetween
the source and the destination nodes and z is the single hop distance). Thus.
based on equation 7.7, the expected energy consumption for one packet being

successfully transmitted from the source node to the destination node is:

Etotal =m X (Esum,,‘,,,,s,,,_\.s,on + E.s‘umrr,.l ,,,,,,,,)
L < [( 1 N 1
z  “PR(z) Pz

Vo + E) + (1+ Jeol. (7%)

f%(l)

Based on equation 7.8, the total energy consumption (E;,.) of the end-to-end
transmission is a function of the length of each hop (r) and the transmission

power of each node (py).

7.4.1 Rayleigh fading scenario

Based on equations 7.8 and 7.3. the total energy consumption (Eirar) of the
end-to-end transmission is a function of the length of cach hop () and the trans-

mission power at each node (p¢), and can be represented by:

E[(Jf(ll =mX (ES’U Mitransmssion + ENU”' e plron) ( T(j }
L .+ FE .+ Ey) (
- — X ( ( ;)I'H‘(‘l:t)zdlzfz . ( (p!hr(l;)z({l_).f‘z ) + ((' _+ . [)Ihv‘\l'_")l’llfl )]-
R (11)(_———7'—(—.,———) (.I[)"(———p'—(T—) (.I])(—-———IT'_—_.————)
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7.4 Energy consumption of an end-to-end multihop transmission

model

Energy consumption of the end-to~end multihop model
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Figure 7.3: Energy consumption of the end-to-end transmission (Rayleigh)

With different static values of p;, the relationship between FE.. and z is
plotted in Fig. 7.3, where the node transmission power is as shown in the figure.
For each different level of p;, there is a minimum energy consumption (Ejta),
which occurs at the specific transmission range (z). To analyse the relationship
between Fioar, pi, € and Py(x) (determined by p, and z), the corresponding data
has been recorded in Table 7.1. Based on Table 7.1, the relationship between
E,ia and x, and the relationship between E,;,; and p; has been plotted in Fig. 7.4
and Fig.7.5 respectively. In both Fig. 7.3 and Fig. 7.4, E}y, decreases when x
increases before a specific value of z, and it increases when z increases after
that point. It is clear in Fig. 7.5 that E,,, decreases when p; increases before
p; = 6.25 x 1077w, and it increases when p, increases after p, = 6.25 x 10~ "w.
Based on Fig. 7.3, Fig. 7.4 and Fig.7.5, it can be seen that there is a minimum
Eio1at for specific p; and z, and this shows that the minimum energy consumption
occurs when p; = 6.25 x 1077 and z = 7.1. Furthermore, note that the minimum
energy consumption for different levels of p, occurs when Fy(z) is between 69%

and 71%. Thus, Ej.a can be minimised by a range of P(z) values.
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model
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0.708x10~*
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Pb(T)
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0.704396449

0.705398395

0.706015895

Etot‘al

0.011401686

0.011443234

0.011490966

0.011543845

Table 7.1:

Results from the end-to-end transmission model (Rayleigh)
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sus z in Rayleigh model)
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model
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Figure 7.5: Minimum energy consumption for different transmission powers (ver-

sus p; in Rayleigh model)

7.4.2 Lognormal fading scenario

Considering a Lognormal fading scenario, based on equations 7.4 and 7.8, the
relationship between F,,, and z is plotted in Fig. 7.6 (with static value of p,),
where the nodes’ transmission power is adjusted as shown in the figure. With
different static value of p;, the relationship between E,,, and z is plotted in
Fig. 7.6, where the nodes’ transmission power is adjusted as shown in the figure.
For each different level of p;, there is a minimum energy consumption (FEy,uu),
which occurs at the specific transmission range (z). To analyse the relationship
between Ejoal, Pt, * and Py(z) (determined by p, and z), the corresponding data
has been recorded in Table 7.2. Based on Table 7.2, the relationship between
E,ota and z, and the relationship between E;.,; and p; has been plotted in Fig. 7.7
and Fig.7.8 respectively. In both Fig. 7.6 and Fig. 7.7, Ei.ta decreases when z
increases before a specific value of z, and it increases when z increases after
that point. It is shown in Fig. 7.8 that Eja decreases when p; increases before
py = 6.25 x 10~7w, and it increases when p; increases after p, = 6.25 x 10~ "w.
Based on Fig. 7.6, Fig. 7.7 and Fig.7.8, it can be seen that there is a minimum

Ejot for specific p, and . The minimum energy consumption occurs when
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Energy consumption of the end-to-end multihop model
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Figure 7.6: Energy consumption of the end-to-end transmission (Lognormal)

Pt = 6.25 x 1077 and = = 28.3 for the set of parameters considered. Furthermore,
note that the minimum energy consumption for different levels of p; occurs when
Py(z) is between 79% and 81%. Thus, ., can be minimised by a range of Py(z)

values.

7.5 Energy efficiency with efficiency function

As shown in Fig. 7.9, S is the source node, D is the destination node, and R is
the relay node. In order to find the optimal location of the next hop node, which
leads to energy efficiency in the entire transmission, an efficiency function (F) is

proposed as follows:

Progress

F= (7.10)

?

Eonehop

where E,penop is the energy consumption for one transmission between S and R,
and Progress is the progress of the relay node defined as |[SD|—|RD|. Therefore,
to minimise the energy consumption between S and D, the Progress of the
current hop should be made as large as possible and E,,.hop should be made
as small as possible. Thus, by maximising F', the optimal energy consumption
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7.5 Energy efficiency with efficiency function

T 20.4 21.5 22.5 23.4

pr | 0.375x107* | 0.417x10~* | 0.458x10~* | 0.500x10~*
Py(z) | 0.79558552 | 0.79568542 | 0.7970329194 | 0.7996507994
Eiotar | 0.00270091 | 0.00267225 | 0.0026526634 | 0.0026399752
T 24.3 25.2 26 26.8

pe | 0.542x107* | 0.583x10~* | 0.625x10™* | 0.667x10~*
Py(z) | 0.80103606 | 0.80145174 | 0.8034093139 | 0.8045887559
Eiorar | 0.00263268 | 0.00262966 | 0.0026300470 | 0.0026332205
T 27.6 28.3 29.1 29.8

pe | 0.708x10~* | 0.750x10~* | 0.792x10~* | 0.833x10~*
Py(z) | 0.80512687 | 0.80723434 | 0.8067329285 | 0.807848271
Eiorar | 0.00263867 | 0.00264601 | 0.0026549431 | 0.0026651742

Table 7.2: Results from the end-to-end transmission model (Lognormal)

x 10 Minimum energy consumption for end-to-end transmission
T T T T T T T T

268

267}

266

265

Energy consumption (J)

263

262

1 s 1 A | L 1 A1
4 45 5 55 6 85 7 75 8 85
Transmission power (w) x10”

Figure 7.7: Minimum energy consumption for different transmission powers (ver-

sus r in Rayleigh model)
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e x 10~ Minimum energy consumption of the end-to—end transmission

2671

2661

2865

2641

Energy consumption (J)

2631

' 1 i
21 22 23 24 25 26 27 28 29 30
range of each hop (meters)

262 i L L

Figure 7.8: Minimum energy consumption for different transmission powers (ver-

sus p; in Rayleigh model)
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Figure 7.9: Model with the progress metric
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7.6 Summary

between S and D can be achieved. Based on equations 7.5. 7.6 and 7.7. the

efficiency Function is:

F= |SD| — |RD| o
o ( 11 E 1 - (T.11)
Py(z) P,?(x))(ee +E)+ (1 + Pb(m))(e
Using the coordinates of each node. it becomes:
F = L—/(L—1)+y .
B L 1 : .12
(Pb(x) + Pf(m))(ee + pt) + (1 + Tl(”-)(”,
For a linear network (y = 0), it is:
F = ! (-— 17)
o 1 1 ) 1 R . 1o
(Pb(z) + pg(m))((—f» +pi) + (1+ m)(,.
Since F > 0, the maximum of F is equivalent to the minimum of ,i and Il Is
expressed as:
1 (Pbl(:c) + __z_p{,l(.l.))(ee +p)+ (1 + Pbl(l‘) ), "
F 7 , 7.

F X

which is linearly proportional to Ejotqer, s shown in equation 7.8. The only differ-
ence between equations 7.8 and 7.14 is the length of the network (L). Therefore.
the relationship between energy efliciency (Etota for the end-to-end model and ,i
for the progress model), transmission power (p). and the probability of packet

being successfully received (Py(r)) are the same based on two different methods,

7.6 Summary

Based on realistic phyvsical laver scenarios, this chapter proposed two methods 1o
achicve cnergy efficiency in ad-hoc wireless networks. The relationship between
the energy cost, the range of each hop. and the nodes’ transmission power has
heen derived based on these two methods. The results show that. these two
relationships derived through different methods are equivalent. The results in this
chapter can be implemented in an energy efficient geographic routing aleorithm,

which can form the basis for future work.



Chapter 8

Energy Efficiency in Ad-hoc

Vehicular Networks

8.1 Introduction

Green ICT (Information and Communication Technology) is a new focus with
the goal of saving cnergy by optimising mobile network communications and
ultimately protecting the natural climate [144]. In renns of the global carbon
cinissions. some analyvsts have reported that ICT accounts for 2 — 2.5% of the
global harmful emissions. which is equal to the global aviation industry [145
According to a report by the Ministry of Internal Affairs and Communications
of Japan [146]. IC'T equipment (routers. PCs.and other network svstems) con-
sumed about 45.000.000 NWh in 2006 which is 3" of the country toral energy
consumption and this figure has increased about 20% over the past hive vears.
In this chapter, vehicular ad-hoe networks (VANETS), as shown in Figo N 1are
designed to reduce their communication energy consumption.

Based on a realistic transport traffic scenario on a motorwav, "M A" in the Uk,
this chapter evaluates the energy consumption in a motorway ad-ho wireless
network.  This is based on a Geoeraphical Adaptive Fidelity (GAF 1 topology

management protocol [131 where the encrgy consumption has been analvsed to
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Figure 8.1: Equal-grid and adjustable-grid motorway GAF model.

equal-grid, adjustable-grid and genetic algorithm models. Considering nodes in
the VANET network and their transmission ranges. this chapter provides a net-
work model to compute the energy consumption of VANETs and compares their
energy efficiency performance. The proposed genetic algorithm model has been
found to be more energy efficient than the adjustable-grid model which is better

than the equal-grid model.

8.2 Traffic statistics in the M4 motorway in the

UK

As a first step, some statistical analysis has been carried out on vehicular traffic
profiles observed at inductive loops on the "M4" motorway in the UK. Fig. .2
<hows the distribution of vehicles as it is observed at inductive loop (ID) 2211
on the Md. on Tuesday (23/04/2002), Friday (26/04/2002) and on Saturday
(27/04/2002). On Tuesday and Friday. there are two peak times (7-3 am and
5-6 pm), which correspond to the morning and cvening work rush hours. On
Saturday. there are two peak times (11-12 am and 7-8 pm). which correspond to

the cquivalent leisure rush hours. Fig. 8.3 provides a comparison of vehicle dis-
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Figure 8.2: Distribution of vehicles in one day over three inductive loops: 2244,

2246, 6584 in the M4 motorway
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Figure 8.3: Distribution of vehicles over inductive ID 2244 during three days.

tribution around inductive loops (ILs) on Tuesday (23/04/2002). The statistical
analysis shows that the distributions of vehicles at the ILs IDs 2244, 2246 and
6584 are very similar. This data clearly show that the transport traffic varies on
a specific location on the M4 according to the time of the day as well as varying
in different locations on the M4 during a specific time duration. Fig. 8.4 illus-
trates these trends, where vehicle distributions are shown within different time
durations, peak and off peak time, as well as, at different locations between IDs
2244-2256 on Tuesday-02/04/2002.

During a specific time duration, the bit rates and statistical probabilities

of different types of data (speech, video, data, RFID) are presented in Table
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Figure 8.4: Distribution of vehicles during the offpeak and peak times.

Speech bit rate | 64 kb/s | Speech ON/OFF probability | 5/35

Video bit rate | 320 kb/s | Video ON/OFF probability | 5/65

Data bit rate | 10 Mb/s | Data ON/OFF probability | 15/75

RFID bit rate | 10 Mb/s | Data ON/OFF probability | 1/12

Table 8.1: Parameters for computing data traffic

140



8.3 Preliminaries

Data traffic

1.00E+09 -

'_‘\/\'_W

—a— Offpeak time (2-3 am)
—=— Peak time (7-8 am)

1.00E+08

Data traffic per hour

Dot W A

2244 2245 2246 2247 2248 2249 2250 2251 2252 2253 2254 2255 2256
No. of ID

Figure 8.5: Distribution of data traffic during the offpeak and peak times.

8.1 [147]. Therefore, the average traffic transmitted by each vehicle is assumed to
be 64 x 10% x 3 +320 x 103 x 2 +10x 10 x 22 +10x 10° x } ~ 2.9Mbits/s which is
achievable based on current standards and expected near future evolution. Based
on vehicle distribution trends within different time durations and at different
locations, Fig. 8.5 illustrates the data traffic transmitted by these vehicles.

This result will be taken into consideration in modelling transport traffic on
a typical motorway in order to achieve energy efficiency in VANETSs. Note that
the average speed of vehicles is about 25 m/s (90 km/hour) and the distance be-
tween two IDs is 500 metres. Therefore, the average number of nodes distributed

between two ILs is about 20, where the author assume that they are uniformly

distributed between any two ILs on the M4.

8.3 Preliminaries

The energy consumed by ad-hoc wireless network nodes is the sum of energy
consumed for transmitting, receiving and listening. Based on [141] the energy
consumed per second by a node in these three states can be respectively calculated
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as follows (as mentioned in equations 4.4):

Ef — ((l(« + eaRn)rj‘/
ET - (Fe + eP)TT‘
Ei=eTi=efl -~ Ti—T) (~1)

where e, is the energy/second consumed by the transceivers clectronies. and ¢,
is the energy/second consumed in the transmitter RF amplifier. and ¢, is the en-
ergy /second consumed for processing in the receivers and ¢, is the energy/sccond
consumed for listening to the radio environment, where ¢; = ¢, .. ¢,. and ¢,
are determined by the design characteristics of the transceivers. Based on [65].
the typical values of these parameters are: e, = 0.083 J/S. ¢, = 0.017 J/S.
e, = 2 x 107 J/S/m? n is the power index of the channel path loss. which is
between 2 and 4. R is the node transmission range; Ty and 7, denote respec-
tively the time durations for transmitting and receiving the tratfic. which can be

expressed as follows (as mentioned in equations 4.5):

Tf - Df/{/R
T. =D.,/dpg, ~2)

where D, and D, are the transmitted and received traffic data bits respectively.
and dp is the transmitted or received data rate (bits/second) of cach network
node. Thus. during one second, 7;. which denotes the time for listening to the
radio environment, is: 7} = 1 — T, — T,. where 0 < T; < 1. thus 0 < (1=D;/dr—
D, /dg) < 1. For the static traffic data scenario. where D, = D, = D. the value

range of D can be described as follows (as mentioned in equations -1.6):
1 |
0< DL 3dR X second. (~.53)

In this chapter. the author focus on uplink communication from vehicles 1o
a Base Station (BS). Based on GAF mechanism. our motorwayv model i~ divided
into virtual grids. and the data traffic is ultimately forwarded to the Bs Siee
the distance between two BSs is about 4 km. in the model the author consider
a 2 km (L=2 km) motorway network scction with a BS located at the rieht end

of the network. As the author mentioned Lefore. about 20 vehicles are uniformly
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distributed in 500 metres (distance between two IDs). the average number ot
nodes in the 2 km is 80 which corresponds to a similar trend to that shown in
Fig. 8.5 (observe the variation with time of day/rush hour). Vehicles are classified
as normal nodes (only transmit data) and head nodes (relay traffic to next arid).

Assume that a constant traffic (D) flows along the motorway network (from
the left end to the BS) and the nodes in the network do not transmit data. the
relationship between the optimal transmission range and network traffic can be
derived as follows. In the equal-grid motorway GAF model. where all the virtual
grids are the same size, L and 11" represent the length and width of the network.,
respectively, while 7 and R represent the grid length and the transmission range
of nodes in each grid, respectively. Therefore. the number of grids. m. is (as

mentioned in equations 4.7):
L

and the transmission range (R;) of nodes in the i'" grid is derived hased on GAF
mechanism as follows:
R, =\ (2r)2 4+ 1172 (3.9)

The total energy consumed in the i grid, E,. is the sum of the energy con-
sumed in the listening, transmitting and receiving states of the nodes in the grid

(equation 8.1), thus (as mentioned in equations 1.10):

E, =E +E, + E
=e, I, +e + e T (2 .0)

Therefore, based on equations 8.2. 8.4 and 8.5. the energy consumed in the entire

network can be expressed as follows (as mentioned in equations 4.11):

Efotal - 771Ei
L 9 v n -
- 7[€PDT+(Jl/dR+('u(\/(2")ﬁ+” ") D'] (\_,)

As mentioned. data traffic is constant through the network. thus D, = Dy =

D. To compute the minimum energy consumption of nodes. OF e/~ 0 Fon
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n = 2 (as mentioned in equations 4.14):

2 epD+efdp + W2e,D
ie,D

. e,D+¢//dg + W3, D

r* = (N~
de,D ' (>~)

where r* is the optimal grid length. Based on equation 8.5. the optimal trans-

mission range, R*. can be described as follows (as mentioned in equations 1.15):

. oD+ e /dp+ 202, D

R" = P SRl : (~.9)
(oD

Equation 8.9 shows that the optimal radio transmission range. i7", relates to the

static network traffic data. D. and width 117, where 117 = 10m in the motorway

model.

8.4 Energy consumption in peak time traffic model

In what follows we discuss energv-efficient communication models where the anal-

ysis and simulations arc based on a 100-sccond duration.

8.4.1 Equal-grid motorway GAF model

In the equal-grid model, as shown in Fig. 8.1. the entire network is divided into
cqual grids and the traffic is forwarded grid by grid to the BS. To caleulate the
energy consumption of the motorway network. the veliicular nodes are classified
as normal nodes (1,) and head nodes (V).

The energy consumed by the normal nodes is only for transmitting. which can

Le derived based on equations 8.1 and 8.2:
E,\'n = ((’(\ + ('”R?)D,/(ln. \\.l())

where R; = /12 4+ 1172 (normal nodes are able to transmit data to the head node.
: C o - th ,
no matter where their location is). r, is the grid length of the i orid. In the

cqual-grid model, r, = 7.
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The energy consumed by the head nodes of the ith grid can be derived using

equation 8.7:

Eng =epDri+e/dr + eo(\/(2r)2 + 112)"D,,. (>11)

where

Dy = (L — (i — 1)r)IV'x
D, = (L — i)W (~12)

A denotes the traflic data (bits) intensity per mctres® (mm2). which can be caleu-
lated from the the data traffic model (A = 1.16 x 10%hits/m?/s).
By using equations 8.10, 8.11 and 8.12. the energy consumption of the entire

network: is:

m

Etotal = Z Ethi + (N — m) X ENn» (\\‘41."))
i=1

where N is the number in vehicular nodes in the motorway network (N = 80).

8.4.2 Analysis of network connectivity

Based on [148], the probability of network connectivity (B,) can be calculated by
P, = (1 — e7 Y, (511

where d is the node density, R is the transmission range of nodes. and .\ is
the total number of nodes in the network. To meet Py > 99% . and using the
parameters stated earlier in this section, I? is solved to be @ > 113m. Using the
mechanism of equal-grid GAF model. the number of grids is about 36 (1 = 36).
where the energy consumption of the network is 3841 J. which is lareer than the

minimum cnergy consumption of the cqual-grid model (£, — 3567 .J).

8.4.3 Adjustable-grid motorway GAF model

Obviously. nodes near the sink will relay more traffic than nodes at the other end

of the network. Therefore, to optimise their cnergy consumption according to
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the relationship between optimal radio range (optimal grid length) and network
traffic from equation 8.9 (8.8). the nodes near a sink should have a smaller radio
range. An adjustable-grid motorway GAF model can lead to lower encrgyv con-
sumption compared to equal-grid GAF model, if properly designed. Asillustrated
in Fig. 8.1, the adjustable-grid motorway GAF model divides the network into
m variable-length grids, where the length of each grid is determined according to

equation 8.9.

The energy consumed by the normal nodes is only for transmitting. which can

be derived based on equations 8.1 and 8.2:
En, = (¢e + ¢, R')D:/dR. (N.10)

where R, = /72 + W2 (normal nodes arc able to transmit data to the head node,

no matter where their location is ), r; is the grid length of the i orid.

The energy consumed by the head nodes of the i grid can be derived using,

equation 8.7:
En,: = ¢yDy + ¢1/dr + (/202 + 1172 Dy, (x.16)
where

Df,, = (L — 1" — Ty = 7"1'_1)”')\

D,.,' = (L—T'l — 7. —IL)”/\ (\lri
)\ denotes the traffic data (bits) intensity per metres® (in?). which is the same ax
the equal-grid model (A = 1.16 X 10%bits/m?/s).

By using equations 8.15, 8.16 and 8.17. the energy consumption of the entire

network is:
i
Eitotal = E Ev,i+ (N —m)x Ex,. (~ 1Y)
i=1

where N is the number of vehicular nodes in the motorway network (V= N0).
The cnergy consumption of the adjustable-grid motorway GAF model is 3012 ],

when the number of grids m = 21
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Figure 8.G: Genetice algorithm fow chart

8.4.4 Genetic Algorithm motorway GAF model

Genetic Algorithms (GA) [90][91] arc optimisation and scarch techniques hased on

the principles of genetics and natural sclections. The GA operations arc explained

in the flow chart shown in Fig. 8.6.

In the GA model, the fitness function is:

m

E, = ZE,-.
i=1

where

€ IV
E; = epDyi + Lt eV i+ ric)2 + W) Dy

dr

which is constraint by the set:

\/ = {(r1. 2. )t 0< < L.Z r. =L},

=1

(%191

(~.21)

where 7 is represented by a chromosome in the GA aleorithm. based on which

hew chromosomes are produced in each generation by crossover and mutation

operations on parent population. as shown in Fig. 8.6. C

p—
|

yiven cnoueh conerations
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(about 20000 generations), the minimum of the fitness function (minimum eneray
consumption) is computed: E, = 2946J. where m = 20. Thix result will be

analysed in Section &.6.

8.5 Energy consumption in off peak time traffic

In the off peak data traffic scenario. the average number of vehicles in the motor-
way section GAF model is only about 4. Since the maximum number of erids s
4. with the same mechanism of the peak time trathic model. the mimimum energy
consumption of the equal-grid model is achicved at this number of arids, where
m = 4. Since the data traffic density is too low and the number of vehicles is
very small, the energy consumption results of the adjustable-grid. cqual-grid and
genetic algorithm models show comparable results in terms of enercy consumyp-
tion.

Fig. 8.5 shows that the average data traffic transmitted by vehicles during the
peak time is much larger than that during off peak time and varies at different
locations during specific time durations. The huge difference in data trattic calls
for enabling vehicles to transmit at different transmission ranges according to
time duration and location on a motorway in order to save more energy. There-
fore, vehicles adjust their transmission range based on transport traffic density in
order to maintain vehicular network connectivity as well as to save more energy.
When the number of vehicles in a specific time duration or over a specific location
is siall. cach vehicle adjusts its transmission range to a large value in order to
laintain network connectivity, Whercas. when the number of vehicles inereases
then cach vehicle should adjust its transmission range based on the optimal trans-
mission range and total energy relationship functions derived in this chapter so
that the total energy consumption can be minimised. As a result. vehicles will be
able to automatically tune their wireless communication cards to a trausmission
range. which corresponds to a specific driving time or a specific location on a

motorway in order to save more Cnergy.
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| 8.6 Numerical results

The author has conducted simulations to evaluate the energy efficiency of the
equal-grid, adjustable-grid and GA models. Eightv vehicular nodes (determined
by the M4 motorway traffic model) were randomly distributed in the motorway
network which is divided into virtual grids following the GAF models introduced.
In cach grid, the head node to which all the other nodes transmit was randomly
sclocted. The data is relayed by the head node of each orid until it reaches the
<ink node. Each simulation was repeated 1000 tinies. and the total average energy
consumption was computed. In what follows the we discuss the results based on
the relationships derived and the cnergv-efticiency GAF models considered.
Based on the relationship between the optimal transmission range and data
traffic transmitted by vehicular nodes in Section 8.4. Fig. 8.7 depicts the relation-
ship between optimal grid length and network traffic. Three important points can
be observed in the results shown in Fig. 8. First. the optimal grid leneth (or
optimal radio transmission range) increases sharply when the network trathe s
low. where the number of transmissions i« small and therefore the global net-

work energy can be minimised by minimising the number of nodes involved in
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the transmission. which corresponds to a large node transmission range. The
majority of the network is in the sleeping state when the network trathic is less
than 2 x 10° bits/s. Second, when the network traffic is large. the optimal trans-
mission range, R*, takes smaller values and therefore the optimal grid length

becomes smaller, and hence. there will be more relayving nodes (more grids).

8.6.1 Comparison of GAF models for energy efficiency

To evaluate the total network energy consumption with dvnamic traffic in the
equal-grid motorway GAF model, the author evaluated the total energy con-
sumption in terms of the number of network grids. m. based on cquation N3,
The relationship between E,; aud m is shown in Fig. 8.8 The mininmmun energy
consumption of the equal-grid model is achicved when m = 27, Fig. 8.8 shows the
optimal transmission range in terms of the number of grids covering a network in
the cqual-grid model. When the number of grids is small. the length of the grid
is large. Therefore, the d" (n = 2) propagation loss component dominates the
energy consumption. thus the encrgy consumption decreases sharply for m <27
with increase in the number of grids. However, when the number of grids is large.
the length of each grid is small. Therefore, the A" propagation loss component
becomes smaller, where the transmitter and receiver electronics cnergy cousunp-
tion per bit become large. This linearly increases in turn the cnergy consumption
with the number of grids. as shown in Fig. 8.8. for m > 27.

As presented in 8.4. the energy consumption of the adjustable-grid and GA
models have been computed. Accordingly. the network energyv consumption of
the equal-grid. adjustable-grid and GA models are compared in Fig. 8.8 This
<hows that the network energy consumption of the equal-grid model reaches the
minimum energy consumption (3567 J) at m = 27. and the network cnergyv
consumption of GA model reaches the minimum energy consumption (2916 1) at
m = 20. Cowmpared to the minimum network energy consumption of the equal-
orid model. the adjustable-grid model saves 19.3% energy and the G model saves
21.1% cnergy (by comparing the minimum cnerey consimption of both models).
Note that. there is only one single value for the network energy consumption

in the adjustable-grid model because in the adjustable-grid model. the leneth of
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Figure 8.8: Energy consumption comparison

each grid is computed according to the network traffic, and the number (m) of
grids is determined once the sum of the length of these grids exceeds the length
of the network (2km).

8.6.2 GAF models with variable transmission ranges

In the numerical results obtained so far, the transmission range in each grid is
considered to be static based on GAF models. In these any node in one grid is
able to communicate with any node of its neighbouring grid, which means that
the transmission range in one grid is determined by the size of its neighbour and
itself. Here, however, the author assumes that the transmission range, R;, from

one head node to its neighbour head node is only determined by their positions

on the motorway: R; = \/(zi — zi—1)? + (¥i — ¥i—1)?, where z; and y; are the
coordinates of the active node in the " grid.

As a result, Fig. 8.8 also shows the energy consumption of the GAF models
which considers variable transmission ranges, and this shows that the models
based on the variable transmission range can save more energy than those which
are based on a static transmission range. Based on the computation, it has been

found that the GAF models based on variable transmission ranges can save energy
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Figure 8.9: Power consumption in three models

by 35.3% in (equal-grid model), 34.5% in (adjustable-grid model), and 36.1% in
(GA model), compared to the GAF models which are based on static transmission

ranges. Furthermore, the comparison is more clearly shown in Fig. 8.9.

8.6.3 Comparison of power consumption

The results above are all based on 100-second simulations, in which the power
consumptions (J/s) of these models are calculated and shown in Fig. 8.9. Without
the GAF mechanisms, it is assumed that every vehicle can transmit data directly
to the BS. Thus the transmission range of each vehicle is considered to be fixed,
and is set to be the network length (L = 2km). Based on equation 8.6, the energy
consumed by the entire network is computed to be about 6.4 x 10°J, thus the
power consumption is 6.4 x 103W, which is shown in Fig. 8.9. Compared to the
power consumption without using GAF mechanism, the GAF models proposed in
this chapter can reduce the power consumption by 99.4% — 99.7% (about 6364-
6381W), and the comparison is given in Fig. 8.9. Note that, in Fig. 8.9, the
author only considers the minimum energy consumption of both equal-grid and
Genetic Algorithms models, which occur respectively at m = 21 and m = 27. As

an example, if we consider a 60W-bulb, then, the power saved in the 2 km section
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of the motorway network can power 106 bulbs and over the cutire motorway (3011

km approximately) 16,000 bulbs.

8.7 Summary

Based on transport traffic profiles observed at different inductive loops on the
M4 motorway in the UK. this chapter introduced. analvsed and evaluated three
GAF models to optimise energy consumption in vehicular ad-hoe networks. The
author has derived the relationship between the number of ¢rids and energy
consumption. where the minimum number of network grids can be determined
in the cqual-grid GAF model, determining the minimum cnergy consumption in
this model. The relationship between the network energy consumption and nodes
transmission range has been derived in the adjustable-grid GAF model. This
cnabled us to find the optimal transmission range, which corresponds to minimum
cnergy consumption in the adjustable-grid model. The performance of these two
GAF models is comparced to the performance of a genetic algorithm introduced to
optimise cnergy consumption in VANETs. The comparison results show that the
GA model is the most cnergy efficient one and saves 21.1% compared to the equal-
grid modecl, whereas the adjustable-grid model saves 10350 compared to the equal-
grid model. It was determined that a GAF model with variable transmission
ranges can save about 35% energy compared to the GAF models based ona static
transmission range. This chapter draws the first step towards building a software
utility to control the encrgy consumed in vehicular communication. Consce puentlyv.
vehicles will be able to tune their communication transmission range hased on
the driving time or specific locations along their trajectory. Furthermore, the
proposcd transmission range adjustment mechanism can be deploved in other ad-
hoe network scenarios where dvnamically varving node densitios are expected. for

example in social networking.



Chapter 9

Conclusions and Future work

9.1 Conclusions of research work

Encrgy efficiency is one of the most important issues in ad-hoce wireless networks
and forms one of the important constraints in the development of wireless ad-hoc
networks. The work in this thesis focused on how to achicve energy efficiency in
ad-hoc wircless networks. The cnergy saving approaches are classitied into three
main approaches: node states control. optimal transmission range, and topology
managceient or routing algorithms.  In this thesis, these three approaches are
utilised together in different ad-hoce wireless networks. \

In Chapter 1, the author introduced a classification for communication net-
works and then introduced node characteristics in ad-hoce wireless networks. In
relation to energy ethiciencey, the energyv constraints and the definitions of network
lifetinme in ad-hoc wireless networks have been introduced.  To achieve energyv
cfficiency in ad-hoce wireless networks. knowledge of energy consumption states.
multihop transmission techniques. topology management and routing algorithms
are needed. These were introduced and discussed. Furthermore. this chapter out-
lined the objectives of this rescarch work and the original contributions. which
were supported by a list of publications.

In Chapter 2. the energy efficiency approaches used in ad-hoc wireless net-

works have been surveved. and most of these approaches have been classified o

151



9.1 Conclusions of research work

three main categories: multiple power consumption states. transmission range ad-
justment, and topology management and routing algorithms. As the main user
of the multiple power consumption states approach. the IEEE 502.11 PSM has
been introduced and discussed, and work related to it has been evaluated. The
concept of transmission range adjustment approach has been introduced. and the
work based on this concepvt has been assessed and summarised. The main routing
and topology management algorithms have been introduced. and several specitic
routing and topology management algorithms used in ad-hoc wircless networks
have been introduced and evaluated. Furthermore. other encrgy saving methods.
such as hybrid ad-hoc wireless network have been discussed.

In Chapter 3. an energy efficient GAF protocol has been proposed 1n a linear
ad-hoc wireless network. In terms of the network traflic. the attenuation loss
factor, the data bit rate. and the optimal transmission range have been derived,
The network energy consumption of the equal-grid GAF model has been derived
and the optimal grid length has been determined. Furthermore. based on the
optimal transmission range and Genetic Algorithms respectively, adjustable-grid
models have been proposed, and the related energy consumptions has been eval-
uated. The results show that, compared to the minimum cnergy consumption
of the equal-grid model. GA and OTR adjustable-grid models respectively save
energy by 12.0% and 10.9% under the sct of network and transceiver parameters
assumed. Note that. the energy consumption model considers the cnergy con-
sumed in the listening states, which has been neglected in previous work in the
literature.

In Chapter 4. an energy efficient GAF protocol has been proposed i a rect-
angular ad-hoc wireless network. Compared to the lincar GAF model proposcd
in Chapter 3. the rectangular model is closer to real networks. such as VANET
on motorways, or rectangular (or squarc) WASNETs. In a tashion similar to
the moethods in Chapter 3. the author has derived the relationship between the
optimal transmission radio range and network traffic. The analysis of network
cnergy consumption has been carried on in both equal-grid model and adjustable-
grid model. The results show that about 7T8.1% cnergy is saved by using the
adjustable-grid model compared to the minimum encrgy consumption in the

cqual-grid model. Furthermore. the network lifetime has heen evaluated based on
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a new grid-lifetime concept in both an equal-grid and an adjustable-grid models.
and the results show that the adjustable-grid model can prolong the network life-
time by 420% compared to the equal-grid model. With the node density control
approach, the network lifetime can be prolonged. In this chapter. the cnergy
consumption model has been improved by adding transmission impairments. in-
cluding the propagation attenuation function, loss factor (n=2n =4) and
Rayleigh fading.

In Chapter 5. energy-efficient geographic routing algorithms. ORF and OFEB.
have been proposed to prolong the network lifetime in a linear ad-hoc wireless
network. The ORF algorithm selects as the next hop node the node nearest to the
optimal transmission range (within the maximum range) and therefore minimises
the energy consumption. The OFEB algorithm selccts the next hop node as the
node (within the maximum range) that minimises the valuc of [a %,,l, —(1—(1)%}.
This node has the best combination of energy reserves and nceds the minimum
energy to be reached. Compared to the existing geographic routing algorithms
MFR and NFP, the simulation results show that the OFEB algorithin has the
best performance in terms of network lifetime and amount of data veceived by
the destination node. Furthermore. the author has introduced a method to select
the optimum locations of relay nodes, and has derived the rauge of relayv node
location that result in energy saving.

In Chapter 6, energy-efficient geographic routing algorithms, ORF and OFEB,
have been proposed to prolong the network lifetime in a 2-D ad-hoc wireless
network. The network lifetime and other network performance metrics have been
considered . analysed and improved. Similar to the ORF and OFEB algorithms
proposed in a linear ad-hoc wireless network in Chapter 5. the 2-D ORF algorithm
selects as the next hop node the node nearest to the optimal transmission range
(within the maximum range) and therefore minimises the energy consumption.
and the 2-D OFEB algorithm sclects the next hop node as the node (within the
maximum range) that minimises the valuce of [u% — (1 - n);——TJ This node
has the best combination of energv reserves and needs the minimum energy to he
reached. The weight factor a determines the relative significance placed on these
two requirements. The simulation results show that the OFEB algorithm has the

hest performance. The network lifetime. the network thronghput. the number of
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received packets, and the enerev consumed for cach received packet have all been
considered. Also, in this chapter we introduced a method that can be uscd 10
select the optimum location of relay nodes.

In Chapter 7, two methods have been proposed to achieve encrgyv efliciency
in ad-hoc wireless networks in realistic phyvsical laver scenarios. Most transimiis-
sion and energy consumption models in ad-hoc wireless networks assume an ideal
physical layer model, where the packet will be 100% received by the neighbour
once the neighbour node is within the transmission range of the transmitter. In
this chapter. Ravleigh fading and Lognormal fading scenarios have been ives-
tigated to derive the optimal transmission range in ad-hoc wireless networks.
Furthermore, the relationship between the total expected energy consumption.
the range of cach hop. and the transmission power of cach node has been derived
and analvscd based on different approaches in an equal-hop end-to-end multihop
transmission model. The results show that. two relationships derived through
different approaches are equivalent. which validates the models. The vesnlts in
this chapter can be used to evaluated the realistic scenarios. and can form the
hasis for further work.

In Chapter 8. the cnergy efficiency GAF models were applied in a realistic
vehicular ad-hoe wireless network. The associated vehicular traffic is observed at
different inductive loops on the M4 motorway in the UK. The equal-grid GAE
model and the adjustable-grid GAF models which are based on the optimal trans-
mission range and Genetic Algorithms respectivelv. have been utilised to achicve
cnergy efficiency in the motorway network. The comparison results show that the
GA adjustable-grid model is the most cnergy efficient one and saves 21.1% com-
pared to the equal-grid model. whereas the adjustable-grid modcel hased on the
optimal transmission range saves 19.3%0 compared to the equal-grid model. Fur-
thermore. the results show that a GAF model with variable transinission ranees
can save about 35% energy compared to GAEF models based on a static transnis-
sion range. This chapter draws the first step towards building a software utility
to control the encrev consumed in vehicular communication. Conscquent v the
communication transmission range can be tuned based on the driving tme or

specitic locations of vehicles along their trajectory to save eneray,
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9.2 Areas of future work

The following areas can be considered for future resecarch:

The physical layer models introduced and routing algorithms discussed can
be used in Geographic Routing approach to reduce the energy consumption

and to prolong the network lifetime.

Nodes mobility can be considered and improved routing protocols can be

derived to enhance the current cnergyv saving protocols.

The relationship between node density and network lifetime can be evalu-
ated, and node density can be used together with other protocols to reduce

energy consumption and to prolong the network lifetime.

Current energy saving algorithms can be applied to specific ad-hoe wire-
less networks, such as sensor networks and vehicular ad-hoc networks. and

cortain constraints in specific networks can he considered.

The current work should be utilised in a test bed, which consists of several
computers with wircless trausceiver and trathe gencrators. [ndoor and out-
door experiments should be carried out to assess the performance of current

energy saving algoritlims. Also. nodes’ mobility can be considered.

Some critical nodes in ad-hoc wireless networks can be replaced by nodes
with a permanent energy source to prolong the network lifetime. Hyvbrid

ad-hoe networks are worthy of being studied i this context.
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