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Abstract—The increased industrial interest in wireless sensor packets with deterministic delay bounds by eliminatindi€ol
networks demands a shift from optimizing protocols for repating  sions and retransmissions. Moreover, TDMA-based prosocol
sporadic events, to solutions for high-rate data collectio and are energy-efficient since the amount of idle listening and
dissemination. We study time-optimal convergecast underhie h . . .
communication constraints of commodity sensor network pl& 0verhearmg_ can be reduced by turning the radio off in non-
forms. We propose a novel convergecast model in which packet SCheduled time slot$MrelessHART [3], the recently approved
copying between the microcontroller and the radio transceier is ~ standard for control applications, uses a TDMA data linletay
separated from packet transmission, thereby improving chanel tg control access to the network.
utilization and system throughput. Based on this model, we  pjgyripyting the communication across multiple channels
establish the tight lower bound on the number of time slots fo . . .
convergecast in networks with tree routing topology, and pesent for parallel tran§m|5_5|ons is another aftractive approtch
both centralized and distributed algorithms for computing time-  réduce communication delay. State-of-the-art low-poweer r
optimal convergecast schedules. Our scheme is memory-effiot  dios support a number of orthogonal channels, e.g., the IEEE
as each node buffers at most one packet at any time. We evaleat 802.15.4 Chipcon CC2420 packet-based radio supports 16
our scheme in simulation and on real hardware, and show that non-overlapping channels in the 2.4 GHz ISM band [4]. More-

our scheme can achieve a throughput of 203 kbjts (86.4% of the | latf includi Micaz [5
theoretical upper bound): up to 86.24% improvement compared over, many popular sensor platforms, including MicaZ [5],

with traditional TDMA-based convergecast. With an optimal Tmote Sky [6], and Telos [7], have recently gravitated taisar
routing tree and the maximum MAC layer payload, convergecas a single data-link protocol 802.15.4, and even a singleoradi

in a network with 20 sensor nodes can be completed in only chip ChipCon CC2420. However, state-of-the-art bulk data
100ms. transport protocols report a multi-hop data throughput of
approximately 10 kbjts over a 250 kbjts 802.15.4 radio [8].
In [9] we identified that it is the packet copying operation
The emergence of low-cost low-power radios, along withetween the radio transceiver and the microcontroller that
the recent surge in research on wireless communication dimdits the achievable throughput (similar measurementltes
networked control, has enabled the deployment of wireleg®re also reported in [10]). By moving packet copying off the
sensor networks (WSNs) for industrial process monitorimg) a critical path of packet forwarding, our conditional immai
control [1]. A typical control installation can have sevdran- transmission primitive gave close to a 10-fold increase in
dreds of sensors and actuators, with control loops demgndiretwork throughput. This result indicates that the impéct o
sampling rates ranging from sub-second to minutes. Duripgcket copying must be taken into account in the design of
a sample interval, several operations must be completedal-time communication schemes for control applications
sensor measurements must be taken and communicated teeriodic data collection from sensors to the controllemie o
the controller, controller code should be executed to cdmpuof the basic operations in control applications. The nekingy
the desired control commands, and the commands needptonitive for collecting data from multiple sources to agim
be disseminated to the actuators. Thus, for a control losmk is calledconvergecast. We have previously shown that
running on one second sampling interval, the time left faontrol command dissemination can be performed by simply
each communication (sensor to controller or controllerde arunning convergecast "in reverse” [11]. Thus efficient piels
tuator) is less than 500 milliseconds [2]. This stringeteay for convergecast scheduling are instrumental for indaistri
requirement, coupled with the special characteristics 8N& control applications. Despite the vast literature on TDMA
such as limited energy, bandwidth, computing and storageheduling in WSNs [12]-[16], most existing convergecast
capability, poses great challenges to the design of resd-ti schemes are based on single-channel communication, which
communication protocols for wireless control applicaion are not able to provide timely communication at high date rat
To achieve the strict latency requirement for control amlue to channel interference and limited bandwidth. Studies
plications, contention-free medium access protocols aghthat consider multi-channel TDMA convergecast focus on
time-division multiple access (TDMA) have many advantagdeequency-reuse to decrease the convergecast delay, matdo
over contention-based protocols, e.g., the ability tovaeli handle packet copying in a separate time slot [17] [18]. €hin
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Microcontroller Microcontroller

talapudi and Venkatraman proposed a transmission pipglini

scheme for single-hop networks that takes into account thé:ccki‘{f,\\ Interrupt R:fki% Interrupt

hardware overhead in the packet transmission process [10]. P x P Send Tcritical path
In this paper, we revisit the time-optimal convergecast M } packet -1~ Transmi

problem, aiming at answering the following questibtuw fast Cony Criteal path Copy

can data be collected from sensors to the sink on commodity Copy

hardware? In contrast to previous work, we investigate this pascir:tjn Transmit | /

problem by exploring the advantages of TDMA-based multi-

channel communication, separated packet copying and time- @ ®)

slotted channel hopping. We propose a noWblelessHART- o " . o
compliant convergecast model in which channel hopping ,%%oi,éd froiikfﬁecfrmg?r;;ﬁ ?nt(ht;_c[g?cal path in (2). Packepying s
performed on a per-timeslot basis without frequency-reunske
packet copying is separated from transmission and reaeptio
Based on this model, we first prove that, for a tree netwotk5 bytes MAC layer data payload is around 1.45ms and the
with N sensor nodes and one sink, the lower bound on ttime for transmitting/receiving 125 bytes is around 4.55ms
convergecast time imax{3n; —A, N} time slots, where:; is  which indicates that the two-way packet copying takes yearl
the maximum number of nodes in any subtree And {1,2}. the same time as packet transmitting/receiving. As ilatstl
Then we present both centralized and distributed algosthray Fig. 1 (b), by arranging the order of packet copying and
for computing time-optimal convergecast schedules. Binaltransmission, packet copying can be removed from the atitic
we evaluate our scheme through extensive simulations gseth of packet forwarding, i.e., packet-1 is pre-copied into
validate the simulation results on Tmote Sky platform. Botthe transmit buffer, and immediately forwarded when packet
simulations and experiments on real hardware show that euarrives, thereby significantly reducing forwarding delay.
scheme can achieve a throughput of 203 }iB86.4% of the _ _
theoretical upper bound. With maximum MAC layer payloaf: Advantages of Channel Hopping without Frequency Reuse
of 125 bytes and optimal routing tree with depth no larger than Channel-hopping exploits frequency diversity by sending
the number of available channels, convergecast in a netwstkosequent packets on different channels. Since the packet
with 20 sensor nodes can be completed in orlg ms. loss is usually bursty in nature, a transmission failure on a
The paper is organized as follows. We motivate our workarticular channel is likely to result in a failed subseduen
in Section 1l. Section IlI gives the system model and probletransmission whereas a different channel would behave in-
statement. Section IV and Section V present the centralizéependently. Thus channel hopping can effectively reduce
and distributed scheduling algorithms, respectively. $oki- external interference and multi-path fading effects. Ttyfu
tion for sub-schedule extraction and channel hopping isrgivexplore the advantages of channel hopping, each node should
in Section VI. Section VIII summarizes the related work antlave the ability to switch channels with short delay. Recent
discusses possible extensions to deal with unreliableslinkesults show that most IEEE 802.15.4-compliant radio chips

Section IX concludes the paper. can switch channels in less than 1326].
Although frequency reuse is often advocated to enhance
II. MOTIVATION the channel utilization, per-timeslot channel hoppinghwiit
A. The Practical 802.15.4 Bottleneck: Packet Copying frequency reuse still has several advantages in practisg:ifi

) ] ) . provides seamless integration of channel assignment iith |
The microcontroller and radio transceiver are two main  gcheqyling. In schemes based on frequency reuse, channels

components of a wireless sensor node. Communication Bga jnitially and statically assigned to links/nodes based

tween the microcontroller and the radio is done via a Se”i‘#[erference graphs, and link scheduling is performed in a

Peripherals Interface (SPI) bus, see the timing diagram danarate stage. Since interference could potentiallyrheved

Fig. 1 (a). After receiving a packet, the microcontrollég@ers ., scheduling interfering links on different slots, thediteonal

an interrupt to notify a process to fetch the incoming daanfr 5554 ches might underperform dynamic scheduling and-chan

the radio’s receive buffer over tr_\e SPI b_us. Before trartgnglt nel hopping. Second, it significantly reduces the compyendit

a packet, the microcontroller first copies the packet in® thansmission scheduling. Since no (in network) multi-asce

radio’s transmit buffer oyerp(t)he SPI bus, and then sendSiferference is generated without channel reuse, tras@nis

command to start transmission ) o . can be scheduled without constructing an interferencehgrap
Based on the Tmote Sky platform with Contiki operatinghereas most channel assignment problems in traditional

system [19] running at 3.9 MHz, we measure that the tim&nequling approaches are based on interference graphs and

for one-way packet copying (i.e., microcontroller to radigaye heen proven to be NP-hard [18] [20]. Moreover, most

transmit buffer or radio receive buffer to microcontrojleith 4 ntrol applications require quite dense deployments in a
1 , _ _ limited area such as a small factory. In the worst case when
The CC2420 packet radio has two separate on-chip buffeexeive buffer h node falls in the interf f all the othbeset

and a transmit buffer. Received packets cannot be copidtettransmit buffer gac node _a S In the Interierence range or all ihe othBese

directly without going through the microcontroller. is no benefit for frequency reuse.



IIl. SYSTEM MODEL AND PROBLEM STATEMENT

We model a WSN network as a directed gragh= (V, E)
where the vertices iV = {vg, v1,...0n } denote the network
devices (sink and sensors) and the edgesFEirrepresent
communication links. There is only one sink, denoted by
vg and N sensorsvy,...un. Both the sensors and the sink
remain static after deployment. Time is synchronized and
divided into slots of equal size, and the length of a time slot Fig. 3. Tree routing topology withn branches.
allows transmitting/receiving exactly one packet. Eachicke
is equipped with one half-duplex radio transceiver, which
means that a device cannot transmit and receive at the szwbtree rooted at node;, andn; be the number of nodes
time. Channel hopping is performed on a per time-slot basdis ST'(v;). The sink hasm children denoted by, vy,...,
without frequency reuse. We assume that the link&Ziman v, respectively. Without loss of generality, it is assumed tha
sustain reliable transmission. Possible extensions tbwdga 71 > n2 >,...,> ny,. For every nodev;, f(v;) denotes its

unreliable links are discussed in Section VIII-B. parent and”(v;) represents the set of its children. We u&e
to represent the length of the convergecast scheSliie time
@4’®—’® slots). The objective is to compute optimal link schedule so
o [ f";” } ol |S";” |S'°‘2| |S'°‘3| that the convergecast time can be minimized.
Sl T P x
— — - IV. OPTIMAL SCHEDULING
AR RN EE . ) . )
: In this section, we first establish the lower bound on the
D: | ROw M |_| |R_| number of time slots required for convergecast, and then
e peeme ‘”Ta) e (b present a centralized algorithm to compute the time-optima

convergecast schedule for networks with tree routing toppl

Fig. 2. The source (S) transmits a packet to the destination via
the forwarder (F). Traditionally, packet copying is perfad within the A. Lower Bound on Convergecast Schedule Length(ﬁg)

time slot for transmission/reception (a). By separatingkpa copying from  Thegrem 1: For a routing tree withN sensor nodes, the
transmission and performing it in a separate time slot (®,léngth of time . . ’
slots is reduced. lower bound on the number of time slots required to complete
convergecast ismax{3n; — A, N} whereA = 1 if ny = no,
Existing TDMA-based convergecast schemes do not taged A = 2 otherwise.
into account the impact of packet copying, which is com- Proof: For any subtreeST(v;) rooted at nodey;, all
monly performed within the time slots allocated for packgtackets generated by the nodesSi'(v;) must go through
transmission or reception, as shown in Fig. 2(a). In thizode v;. For the packet generated by nodg it can be
mechanism, one channel is reserved during the entire tiohe gireloaded into the transmit buffer, and transmitted at trse fi
for either transmission or reception, resulting in low amaln available time slot. To forward any other packet, negdaeeds
utilization. In our scheme, packet copying is separatedhfroone slot to receive the packet, one slot for the two-way packe
packet transmission/reception, as shown in Fig. 2 (b). 8ase copying, and one slot for transmitting the packet. Thus node
our measurements, the time for two-way packet copying (i.e. needs at leasi(n; — 1) +1 = 3n; — 2 time slots to forward
2x1.45ms) is less than the time for transmission/reception (i.the n, packets generated by nodesSf'(v;).
4.55ms). Thus the two-way packet copying can be completedSuppose that subtre&d(vy), ST (v2), ..., ST (vg)(k < m)
within one time slot in our scheme. After receiving a packelhave the same number of nodes (ire,,= ne = ... = ny >
a separate time slot is allocated for two-way packet copyimg.1, ..., > n,,). Lett; be the earliest time slot in which node
(i.e., Copy Rx Tx). At the next available transmission time; is scheduled for transmission. Le} be the node where
slot, the radio can immediately transmit the packet. Theee &; = max,c(; 4 t;. Clearly,t; > k because the sink can be
two advantages for this mechanism. First, the channel candmfieduled to receive from only one of its children at any time
released immediately after transmitting/receiving a paekd slot. Since at leasin; — 2 time slots are needed to complete
can be allocated to another node for transmission/reaeptio convergecast in subtreé€l’(v;), the earliest time slot in which
next time slot, thereby improving channel utilization. 8ed, nodewv; finishes forwarding all packets if7T'(v;) is no less
although the number of time slots needed increases, théhlenpan3n; — 2 + (k — 1). Therefore, at leasfs = max{3n; —
of time slots is significantly reduced, enabling convergec® + (k — 1), N} time slots are needed for convergecast in a

with lower latency and higher throughput. tree network. Ifk = 1, Ls = max{3n; — 2, N}. If k = 2,
Based on the above model, we revisit the convergecdst = max{3n1 —1,N}.If £ >2, Ls=3n; -2+ (k—1) <
operation in which each sensor generates one packet déstike; < N. Thus the theorem holds. ]

to the sink, and the convergecast packets are routed along &heorem 1 shows that the structure of the routing tree
spanning tree, denoted Wy = (V, E’') where E/ C E. For plays a fundamental role in minimizing the convergecasétim
any routing tree shown in Fig. 3, |87 (v;) be the largest and quantifies how unbalanced the tree can be while still



admitting time-optimal convergecast. If no subtree hasemorAlgorithm 1: Centralized _ConvergecastScheduling
than (N — A)/3 nodes, convergecast can be completed n begin

N time slots; otherwise the largest subtree will dominate the Ls + max{3n; — A, N};

achievable convergecast latency, and the worst case i®a lin o1(v;) « Cv;) (0<i < N);

routing topology where the convergecast lengt8i¢ — 2. T (v;) < 0;

Finding a minimum spanning tree subject to cardinality con- | ¢ ; . 1 to Ls do

straints on the number of nodes in any subtree is called ch 0

the capacitated minimum spanning tree problem. Although it /+ Schedul e children of the

is known to be NP-hard [21], many effective heuristic and si nk--Pol i cy T1; y

approximation algorithms exist [22]. if or(vo) # ¢ then

B. Time-optimal Convergecast Scheduling f}f@]ﬁl]ﬁ; e o (00
In a tree network, each node might have more than one Tz (Sch[t][ch]) + Txz(Sch[t][ch]) + 1;

child. To minimize the number of time slots for convergegcast /+ Schedul e ot her nodes-- Policy

each node should be optimally scheduled to receive packets T2: x/

from its children. LetT'z(v;) be the number of packets that k1

devicew; has transmitted since the start of the convergecast while Sch[t — 1][k] > 0 do

operation. The convergecast schedule is stored in a two- Vi = argmaxy, o, (senfe—1 k) (M — T2 (vx));

dimensional dynamic arra§ch, whereSch|[t|[ch| records the if v; > 0 then

device scheduled for transmission at time glatith channel Schlt][ch] « v;; ch + ch + 1;

offset ch. The time-optimal convergecast schedule can be L Tx(v;)  Tx(v;) + 1;

computed using the policy combining the following two rules

T1: At each time slott, nodev; € C(vp) is scheduled
for transmission ifST'(v;) has the maximum number
of packets left and node; is not scheduled for
transmission at time slots— 1 and¢ — 2.

T2: At each time slott, nodewv; ¢ C(vo) is scheduled
for transmission if the following three conditions are
satisfied: (1) node; has not finished transmitting all
the packets it should transmit (i.elx(v;) < n; );
(2) nodef(v;) is scheduled for transmission at time
slott — 1; (3) ST(v;) has the maximum number of
packets left among all subtre€4’(v;) rooted at the
children of nodef (v;).

k+ k+1;

for i< 0to N do
| Generatep;+1(v;);

. TimeSlot: 1 2 3 4 5 6 7 8 9 10
Let ¢y (_vi) be the set of cand|_dates that can be scheduled to SehtOI0F: [ v, [ vy [ ws [ v [ va [ va [ vs [ va [ vs v |
transmit a packet to nodg at time slott. o, (v;) = {v;|v; € Schit][1]: Vi | v | vr | va | vs | vs | vs
C(v;) NTz(vj) < nj Av; ¢ Schlt — 1] Av; ¢ Schft — 2]}, Schit[2}: v [ vio
and nodev; € C(v;) that satisfies the following condition is
scheduled for transmission. Fig. 4. Optimal convergecast schedule for a sample treeanktw

v; =arg max (ngy —Tx(vk)).
v E€pe(vs) round. If nodev; is scheduled for transmission, there must be

In case that there is a tie (i.e., multiple nodes satisfy tm@® packet at its parent. Thus the corollary holds. [ |

conditions given in the above policies), the node with the Theorem 2: Given any tree network, the schedule generated

lowest ID is given the highest priority. The detailed algom by Algorithm 1 can complete convergecast imax{3n; —

for generating the time-optimal convergecast scheduleveng A, N} time slots whereA = 1 if n; = no; otherwiseA = 2.

in Algorithm 1. Fig. 4 gives an example of the schedule Corollary 2: For any tree network, the convergecast sched-

generated by Algorithm 1. ule generated by Algorithm 1 uses at mdsthannels where

Corollary 1: The convergecast schedule generated by Ad-is the depth of the tree.

gorithm 1 requires each sensor to buffer at most one packrie to space limitations, the proofs of Theorem 2 and Corol-

at any time slot. lary 2 are omitted. The complete proofs can be found in a tech-
Proof: According to policyT2, any nodev; with hop- nical report [23]. LefC| be the maximum number of children

count larger than one is scheduled for transmission onligif ia node has. The time complexity for generatindv;) (line

parent has been scheduled in the previous time slot. Note th8-20) isO(|C|N). Based on Corollary 2, the time complexity

each sensor generates only one packet in each convergeftasthe while-loop in Algorithm 1 isO(|C|d) < O(|C|N).



Thus the time complexity of Algorithm 1 i©(|C|NLs). Algorithm 2: Distributed _ConvergecastScheduling(node
From Corollary 2, it can be seen that Algorithm 1 hasv;)

constraint on the depth of the routing tree, i.e., the depthe begin

routing tree should not be larger than the number of availabl Ls + max{3n; — A, N};

channels. Even though some channels might be blocked due| if vi = sink then _

to the bad quality caused by adjacent channel interference o GenerateDsch., I+ Policy T1 */;

. s . fort+<1to Ls d /* ch | offset =/
co-existed 802.11 device, the number of available channels c[ if%scl?vi [t‘?[l]o;éo then channet otfse

might be enough for convergecast in most control applioatio | Dsch, [t][2] = 0;

This is because that it is recommended to deploy networks else Dsch, [t][2] = —1;

with small depth (typically 4-5 hops [2]) due to t_hg problems Multicast Dschy, to all nodes inC(u;);

such as long delay for packet delivery, the difficulty with =

maintaining accurate time-synchronization for TDMA, etc. f receive Dsch from f(v) and C(vi) # ¢ then -
- - GenerateDsch., [+ Policy T2 */;

It is also worth noting that our scheme does not pose any

o . . for t < 1to Ls do /= channel offset =/
restriction on the number of nodes in the network since there L if Dschy, [t][1] # 0 then

is no limitation on the number of children a node can have. | Dschy, [t][2] = Dschy,[t][2] + 1
For example, for a balanced completary tree routing tree else Dsch, [t][2] = Dschy,,[t][2];
in which all leaf nodes are at the same depth and each node Multicast Dsch,, to all nodes inC(uv; );
(except the leaves) has exactly 3 children, the number aisen -
nodes, excluding the sink, goes up to 1092 when the depth of
the tree is 6.

Theorem 3: If there is no packet loss an®sch,,, can be
V. DISTRIBUTED SCHEDULING encapsulated in one packet, Algorithm 2 can generate the

While centralized management is natural in some applict<";1r-ne'0pt'maI convergecast schedule for a tree network by

tions and employed in standards suchvdselessHART, it is multicasting OT“VN —m + 1 packets where, is the number

. L I 0& leaf nodes in a tree network.
sometimes useful to perform the scheduling in a distribute Proof- In algorithm 2. each non-leaf node in the tree
manner. In this section, we demonstrate that it is possible t ' 9 '

_ . . S needs to generate the transmission schedule for its chidre
develop a distributed algorithm for computing the timehmail : : ; .
. . : . multicast the schedule to its children. If there is no patbss
link schedule for convergecast in tree routing topologies.

: ; . and Dsch,, can be encapsulated into one packet, each non-
During tree construction stage, each nogecan obtain ‘ .
T . . leaf node only needs to multicast one packet. Thus the total
the following information:n;, the number of nodes in sub-

tree ST (v;); C(u;), the set of children of node;; andn, number of packets multicasted 6 — n; + 1 wheren; is the

for v; € C(v;), the number of nodes in sub-tre® (v,) number of leaf nodes in the tree network. [ |
rooted at a child of node;. Let Dsch,,[1, Ls][1,2] be the VI. SUB-SCHEDULE EXTRACTION AND CHANNEL
transmission schedule for the children of nodg where HOPPING

Dsch,, [t][1] records the child scheduled to transmit at time The schedule generated by our algorithms is recorded in

sIo_tt and Dsch,, [t][2] is thg (?hannell offset allocated to thecompact structuresSgh in Algorithm 1 and Dsch in Algo-

child scheduled for transmission at time siot rithm 2) specifying which node is scheduled for transmissio
From Policy T1 in Section 1V, it can be seen that thegn each channel at each time slot. Once obtafgdor Dsch,

transmission schedule for the children of the sink is Comuteach node should extract its sub-schedule and generate the

based only on information about (a) the set of children %rresponding channel offset sequence.

the sink, and (b) the number of nodes in each sub-treegach transmission is associated with a channel offset which

rooted at a child of the sink. Thus the sink can computgpresents the logical channel to be used. At every time slot

the transmission schedule for its children, and the chagsch node can work in the following four staté&ansmit

nel offset for each transmission is initialized as follows: (T), Receive (R), Copy (C) andSeep (S). The sub-schedule

Dsch,,[t][1] is not empty, Dschy,[t][2] is set to0; other- and channel hopping sequence for each node is recorded in

wise Dsch,,[t][2] is set to —1. After generatingDschy,, a 2-dimensional arrays_sch[1, £s][1,2], where S_sch[t][1]

the sink multicastsDsch., to its children. When a node records the state that the node should work in at time tslot

v; receives theDschy(,,) from its parentf(v;), node v; andS_sch[t][2] records the channel offset used at time slot
generatedDsch,, based on théschy,,) using PolicyT2 in

Section 1V, and the channel offset is determined as followd: Centralized Scenario

Dschy,[t][2] = Dschyuy[t][2] + 1 if Dsch,,[t][1] is not In this scenario, the convergecast schedfile: is first
empty; otherwiseDsch,, [t][2] = Dschy(,,[t][2]. Then node computed at the sink, and then distributed to all sensors in
v; multcastsDsch,, to its children. The distributed algorithmthe network. Letv;, be the node recorded ifich[t][ch]. The
performed at each node to generate time-optimal convesgecub-schedule and channel offset for nagean be generated
schedule is given in Algorithm 2. using the following policies:



« Attime slott¢, nodev;, works in Transmit state, and both slot ¢, it works in Copy state in time slot + 1. After nodeuv;
v and f(vy) are assigned with channel offset @f. receives the transmission schedilach ) from its parent
« At time slot¢ + 1, nodewv, works in Receive state if f(v;), nodev; can determine the time slots in whichshould
Tz(vi) < ng; otherwise, nodey, enters intoSeep state. be inTransmit state and the channel offset allocated for packet
« Attime slott+2, nodewv, works inCopy state if the state transmission. For the time slots in which the work state has
at time slott + 1 is Receive; otherwise, nodey, enters not been assigned, node works in Seep state.
into Seep state.
The associated state transition diagram is illustratedign
5. The algorithm for generating the sub-schedule and channeTo support channel hopping, all devices maintain the same
channel table, called ChannelMap, that tracks the actia@ch
nels. For a given slot and channel offset, the physical chlann
used is determined as follows:

FC' Channel Hopping

v, & Sch[f][.]

next slot

next slot Activechannel = (channelof fset+ASN)%NumChannels

v, € Sch[t][..]

where ASN denotes the Absolute Slot Number which is the
count of all slots that have occurred since the network is
formed. The remainder of this operation (i.dgtivechannel)
is used as the index into ChannelMap to obtain the physical
channel. For a given absolute slot, the devices scheduled in
th|s slot are assigned with different channel offset, angsth
Bérate on different physical channels. Since ASN is only
increased and never resetted, the same device operates on
different physical channels in different time slots.

L(v)<n
next slot

) 4

@ v € Sehll][.]

Fig. 5. State transition at nodg for sub-schedule extraction.

hopping for nodev; is given in Algorithm 3. Fig. 6 presents
the resulting subschedule and channel hopping sequence
nodev; based on the schedule in Fig. 4.

Algorithm 3: Sub-schedule Generatiorfv;)
begin VII. PERFORMANCEEVALUATION

fort < 1to Ls do
for ch + 0 to Ch do

In this section, we evaluate the performance of our con-

/% Transm t y vergecast schemes through both simulations in the COOJA
if Schlt][ch] = v; then simulator [24] and experiments on the Tmote Sky platform.
‘ S_sch[t][1] « T; All schemes are implemented on the Contiki operating system

S_schl[t][2]  ch; using the Rime protocol stack.

/* Receive */

else if Schlt][ch] € C(v;) then A. Experiment Setup
S_schlt][1] « R; . o : .
S_schlt][2] + ch; Time synchronization plays an important role in TDMA-

/= Copy */ based schemes. Recent work has shown high synchronization

else ifS_Sch[t — 1][1] = R then i i
S sehlt][l] « C; accuracy (aroundis) with low power consumption [25]. For

I STeep Ny simplicity, we use the following techniques to provide high
else S_schlt][1] « S; resolution time synchronization in our experiments: fivsg
L use Contiki’s built-in time synchronization service (j.pair-
wise time synchronization), with hardware timers configure
to 16 kHz. Second, we place all sensors in the communication
range of the sink. At the beginning of each convergecast,
the sink broadcasts beacons to synchronize all sensors. We
use a simplified 802.15.4 MAC packet format in which the
MAC Protocol Data Unit (MPDU) only consists of application
data payload in addition to the 2-byte Frame Check Sequence
(FCS) with CRC information. As the maximum physical
layer payload size of 802.15.4 iR7 bytes, the maximum
MAC layer data payload isl25 bytes. For each simula-
B. Distributed Scenario tion/experiment, we verified that the tested slot lengthksor

In Algorithm 2, each node; computes the transmissionPy observing 10 consecutive convergecast rounds withatit lo
schedule of its childrenDsch,,, and the channel offsetadio packets. We use the following two metrics to evaluate
for each transmission has already been assigned. Basedftnhperformance of our schemes:
Dsch,,, nodewv; can determine the time slots in whiah « Latency: The latency for convergecast is defined as the
should be inReceive state and the channel offset allocated for  time starting from the moment the first node transmits a
packet reception. If node; works in Receive state in time packet until the sink has received all packets.

TimeSlot 1 2 3 4 5 6 7 8 9 10
Sschit1:) T R | T|R|T|R|S|T|S]|S
Sschiiz| 0| 110 | 1]0|1 0

Fig. 6. The sub-schedule and channel assignment for npdmsed on the
schedule given in Fig. 4.



« Throughput: The throughput of the network is definedstack overhead in the copy slots. Although it might be pdssib
as the number of bits successfully received by the sin& slightly further reduce convergecast latency by redycin
per second. interrupt latency, there is no too much improvement left.

To highlight the performance, we compare the latency ansl Throughput
throughput achieved by our scheme with the correspond-_. . . L
. . : ! Fig. 8 plots the maximum throughput achieved in simula-
ing theoretical bounds which are calculated as follows: The . . )

. . 1ons on a network with 20 sensors and 1 sink by comparing
802.15.4 physical layer frame format consists of a 4-byte. h the th ical bound. With . I
reamble, a 1-byte Start of Frame delimiter (SFD), a 1-by¥vIt the theoretical upper bound. Wit maximum MAC ayer
b ’ ' data payload of 125 bytes, the throughput achieved in simula

g;rge ;er:gg:j f:)eflc;,izaend a i-?g;e tci‘:lsct:h];?)lrdeltifz:\\lleun Me'?%(l)i);‘ecﬁons is 203 kbit's, around 86.% of the upper bound (234.96
pay midp DYES, P bit/s). As the overhead such as turnround time remains

on the single-hop throughput B(s,m4p) = Smiap X 250/(4+ - : . .

14142+ su4y) bit/s, and the minimum time slot Iengthflxed, this overhead_ dommate; a large portion when MAC

iS Lot = 8 % Smiap/T(sma,) Ms. The lower bound on layer data payload is small. With the decrease of the MAC
stot meap map ' layer data payload, the effect of such overhead on throughpu

convergecast latency s x lg0:. In all experiments for a .
: . . becomes larger. With MAC layer data payload of 11 bytes,
fixed MAC layer data payload, the time slot length is decrdas&e throughp%t achieved in sirr):ulations Iias );0.4 kb,itwhicr):

untll_the radio packets start colliding and the sink no I(mgtles 48.64% of the upper bound (144.74 i),
receives all data.

B. Latency 240

N

N

o
T

To evaluate the convergecast latency of our system, we
maximize the packet payload: 125 bytes. Fig. 7 shows the
minimum latency from simulation, verified results on real
hardware as well as the theoretical lower bound on latency fo
convergecast in tree networks. As discussed in Section,IV-A
the worst routing topology is a line with convergecast scited
length lower bound o8N — 2, and the best routing topology
is a spanning tree which satisfies that; — A < N. As can 100k
be seen from Fig. 7, in simulations with 20 sensor nodes and
optimal spanning tree, the convergecast latency can beeddu 1
to 0.1s,1/3 of the latency in the corresponding line network. 11 20 30 40 50 60 70 80 90 100 110 1225
This means that, in one second, the sink can collect data fror, MAC layer data paytoad s, (0¥163)
up to 200 nodes using our scheme. Fig. 7 also shows that our
scheme can work on real hardware using the same minimum

time slot length obtained in simulations. To show the advantage of our scheme, Fig. 9 compares with
traditional convergecast in terms of throughput improveme
. In Fig. 9, "traditional” denotes the multi-channel convecgst
e e e e ooy schemes such as the scheme proposed in [17], in which
o o e o e packet copying is performed within the time slots for trans-

—f=— Verified on real HW--best case (@B +asN)

= = N

@ ® o

=] =] =)
T T T

Throughput (Kbit/s)
I
o

—=o&— Theoretical Upper Bound
—¥— Simulation

Fig. 8. Throughput vs. MAC layer packet size.

0.35

o
w

?0-257 o Smiaen-besiease B mission/reception, while our scheme is denoted by MEC
o ieoretical lower bound for tree networks
g 02
g
g 015 250 : :
E I \erified on real HW —
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4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 £ 150 EEEE
Number of sensor nodes N Zg
Qo
(=2
Fig. 7. Convergecast latency vs. number of nodes in a tregonet § 100
=
From Fig. 7, it can be seen that there is a small gap betwee 50¢
the simulation/experiment results and the theoreticalefow
bound. This can be explained as follows: first, the CC242( 0

. . . MCC_SC (line) ~ Traditional (line) MCC_SC(tree)  Traditional(tree)
radio platform has a 192 microseconds turnround time for

changing state and channel [4]. This time cannot be moved off
from the critical path. Second, there is some communication Fig. 9. Throughput improvement.



sense [13]. Similarly, Gandhaset al. proved that the lower
bound for time-optimal TDMA convergecast schedule length
in tree networks isnax{3n; — 3, N'} time slots, and proposed

a distributed algorithm that can complete convergecast in
max{3n; — 1, N} time slots [15]. Although the bound we
established in this study look similar, they are in fact very
different. By removing copying from the critical path, our
schemes support much shorter time slot length, hence yield-
ing much faster convergecast. Moreover, Gandham’s scheme
is based on single-channel communication, and focuses on

(Multi-Channel Convergecast with Separated Copying).un oSPacial reuse to reduce convergecast latency.
experimental setup, the time for transmitting 125 byte dgta Interference and multi-path fad_mg are two major factors
around4.55ms, and the time for copying 125 bytes in twdhat affect the performance of eX|s_t|n_g smgle-channe!ebas
ways, i.e., from the receive buffer at the radio transcetivene schemes. A natural approach to avoid interference andédsere

microcontroller and from the microcontroller to the traiismthroughput is to use multiple channels. \sual. proposed a
buffer at the radio transceiver. is aroufdx 1.45 — 2.9 Iree-based Multi-Channel Protocol (TMCP) for data collec-

ms, equivalent to125 x 2.9/4.55 = 40 bytes. Therefore, tion applications [18].TMCI_D divides the network into mpla

the theoretical upper bound on throughput for traditiongHPtrees and allocates different channels to each subtree.
convergecast i425 x 250/(125 + 8 + 80) = 146.71 kbit/s. Durmaz Incel and Krlsh_namacharl proposed a simple receiver
As shown in Fig. 9, for networks with line routing topologyPased frequency and time scheduling approach for data ag-
the theoretical upper bound on throughput for MGC is gregated convergecast [17]. However, all the above schemes

only 1/3 of the maximum throughput. This is because th&€ focused on making clever utilization of frequency-estas

the sink can be scheduled to receive only once in everydgc_rease convergecast delay, whereas the formulated elhann
adjacent time slots, as demonstrated by the example in Gig. #SSignment problems have been proven to be NP-complete. In
For traditional convergecast schemes, the theoreticabupf?®l: We proposed a self-organizing, multi-channel protoc
bound on throughput is roughly the same as that for MEC for convergecast based on constructing collision-freestre
because packet copying time slots can not be reused by othBiS Scheme, however, is not time-optimal. We also proposed
nodes. However, the achievable throughput for MSC has & general framework for real-time data delivery problems in
been improved by 24.1% compared with traditional schemes Mr€!/eSSHART networks and presented the optimal solution
which can be explained based on Fig. 2. In traditional sclsemPr convergecast in WirelssHART networks with binary-tree
there is1.45 ms reserved for packet copying at both th&P0logy [27], and time- and channel-optimal convergecast
beginning and the end of each time slot. However, only orf@!utions forWirelessHART networks with line topology [28].
part can be used, i.e., in transmit slot, only thd5 ms at However, all the above TDMA-based convergecast schemes
the beginning is used for Copy Tx, and only thel5 ms at d_o not take in_to account the impact of packet copying. The
the end is used for Copy Rx in receive slot. In MCET, time synchronized mesh protocol (TSMP) [29], has reported

the unused. .45 ms in each slot has been removed thereBWpreSSive reliability in actual industrial scenariost tlvere
improving throughpui. are no public results on the efficiency of TSMP under delay

For networks with optimal tree routing topologies (i.e.onstrained traffic.

3n; — A < N), the throughput achieved by MCSC is Packet copying between the radio transceiver and the mi-
203 kbit/s_impryoved by 86.24% compared with traditional crocontroller has been identified as the bottleneck for low
convergecast. This is because that the copy time slots canl®@gncy packet delivery in networks with 802.15.4-basetba

reused by other nodes. For example, if the network given ' [9]. Similar measurement results were also presented in

Fig. 10 has 3 lines, the copy time slots in the schedule for ofPl: @and @ pipelining transmission scheme was proposed.
line can be reused by nodes in other lines for transmissigrPWever, the scheme only works for single-hop networks.

and the sink is kept busy receiving packet at every time sifnlike the aforementioned related works, we propose novel

Fig. 10. Example for convergecast schedule in a line wittasspd packet
copying.

thus significantly improving system throughput. low-complexity algorithms that exploit the advantages offb
time-slotted channel hopping and separated packet copying
VIIl. DISCUSSION and validate our algorithms by extensive simulations and

A Related Work experiments on real sensor nodes.
TDMA can provide collision-free and energy-efficient realB- Reliability Issues

time data delivery. A number of TDMA-based convergecast Links in WSNs are notorious for poor and unstable quality,

protocols have been developed for single-radio singlewebl and packets are likely to get lost even without collisions.

architectures. Chogt al. proved that the decision versionThus retransmission mechanism might still be necessary for

of time-optimal convergecast scheduling problem for ®nglapplications with high requirement on reliability. To ratismit

channel wireless sensor networks is NP-complete in a weakpacket, the transmitter needs to know that the previously
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