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Abstract. We propose a novel approach for statistical risk modeling
of network attacks that lets an operator perform risk analysis using a
data model and an impact model on top of an attack graph in combina-
tion with a statistical model of the attacker community exploitation skill.
The data model describes how data flows between nodes in the network –
how it is copied and processed by softwares and hosts – while the impact
model models how exploitation of vulnerabilities affects the data flows
with respect to the confidentiality, integrity and availability of the data.
In addition, by assigning a loss value to a compromised data set, we can
estimate the cost of a successful attack. The statistical model lets us in-
corporate real-time monitor data from a honeypot in the risk calculation.
The exploitation skill distribution is inferred by first classifying each vul-
nerability into a required exploitation skill-level category, then mapping
each skill-level into a distribution over the required exploitation skill, and
last applying Bayesian inference over the attack data. The final security
risk is thereafter computed by marginalizing over the exploitation skill.
1

1 Introduction

In order to manage the dynamic nature of the security of a network, where
new nodes are added and new softwares are installed, operators regularly run
scanning tools such as Nessus to discover the network topology and existing
vulnerabilities [1]. However these tools do not put vulnerabilities into the context
of how these vulnerabilities can be exploited to obtain illegal access to resources
in the network. Likewise, they do not automatically determine the impact to the
system or the potential risk.

As a consequence, a great number of automated approaches to security anal-
ysis have been proposed during the last decade [2]. Some of these automated
approaches define security metrics over the paths of an attack graph [3,4,5,6,7],
while others define a security metric in terms of security risk [8,9,10,11].
1 The original publication is available at www.springerlink.com
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In this paper, we follow the second path by proposing a novel approach to
compute the security risk. Risk is usually defined as the expected loss or as
defined in [12]:

Risk is a function of the likelihood of a given threat-source’s ex-
ercising a particular potential vulnerability, and the resulting
impact of that adverse event on the organization.

Accordingly, a risk computation consists of two parts: a probability estimation
of a successful attack and an impact estimation.

Most of the papers referred to above, use a simple model for estimating the
impact to the network. Typically, they either do not use an explicit model, e.g.
only probabilities, or sum the assigned weights of compromised nodes. As an
example, in [13], the security of two networks, one patched and one unpatched,
was compared by computing the number of hosts removed from the attack graph
or by assigning a weight of importance to each host as well. This would be
equivalent to estimating the impact by counting the number of compromised
hosts in the attack graph or by computing the sum of their weights. In addition,
many of the papers that use probabilistic models do not describe of how to
estimate these probabilities. Therefore, in this work, we extend existing work
with a more advanced network impact model and with a novel approach for
inferring probabilities over attack graphs using a Bayesian approach assuming
that a record of historical attack data from a honeypot is given [14].

The network impact model consists of a data model in combination with an
impact model over an attack graph. The data model models how data is copied
between softwares in a network, thereby taking into account the dependencies
between different hosts and the dependencies between different data flows. The
impact model describes what impact individual vulnerabilities have on the data
sets with respect to confidentiality, integrity and availability as well as the impact
propagation from compromised data sets. By assigning loss values to data sets,
we can estimate the cost of a successful attack. Thus, in our work, an operator
does not need to understand the importance of each node in a network as is the
case in the papers referred to above.

The probability estimation of a successful attack is computed by first clas-
sifying each vulnerability into a required exploitation skill-level category that
denotes how hard it is to successfully exploit the vulnerability. Then, based on
historical attack data, we can create a statistical model of the exploitation skill
of the attacker community using a Bayesian approach. Last, the final security
risk is computed by marginalizing over the exploitation skill.

For our model, we follow the terminology of the multi-prerequisite attack
graph (MP attack graph) presented in [13], but we introduce our own notation.
The MP attack graph is fast to create, easy to understand and easy to work
with; it uses very few model elements and have been shown to scale to large
networks [13]. However, we are not bound to any specific attack graph as long
as we can model the flow of data.

Notice however, that our model subsumes the original model such that our
model can instantiate an equivalent recommendation algorithm for patching as in



[13]. By removing all data flows, assigning all probabilities of successful attacks
to the constant value 1.0 and putting data sets with a uniform loss value of
1 at each node, we can reproduce the original recommendation algorithm. By
assigning different loss values to the different data sets, we also can reproduce
the weighted version of the original algorithm. In addition, in contrast to the
original model, our model makes it possible to apply partial patches that instead
of removing a vulnerability, increase the required exploitation skill-level.

The Common Vulnerability Scoring System (CVSS) is an open framework
for communicating the impact of vulnerabilities to an IT-system [15]. We take
advantage of the expert knowledge gathered through CVSS by using the impact
elements from CVSS version 2.

A simple network from [13] that is shown in Fig. 1(a) illustrates what sort of
problem we want to address with our approach. In this simple example, attacks
start at host A with root access. All other hosts, but the firewall (FW ), have
a single vulnerability instance, e.g. vB , that can be exploited remotely via one
single open port. The firewall will accept that hosts C and D communicate with
host E and will deny all other communication. In Fig. 1(b), we show the MP
attack graph where the triangles indicate vulnerability nodes, circles indicate
attack states and rectangles indicate what nodes can be reached from an attack
state. The problem we are addressing is how to compare the security of different
networks with respect to their vulnerabilities.

The rest of the paper is organized as follows. Sect. 2 introduces our formal-
ization of the network model and the attack graph from [13]. Sect. 3 describes
the network impact model. Sect. 4 presents the model for computing the prob-
ability that an attack will successfully exploit a vulnerability. Sect. 5 describes
how to compute the security risk given a historical record of attack data. Sect 6
applies our framework to the simple network example described above. Sect. 7
compares related work with the proposed framework.

2 Introducing the MP Attack Graph Model

Our approach begins with constructing a model of the network containing el-
ements such as a network topology, and traffic rules. Then, we define the MP
attack graph. In the next sections, we follow the terminology of the NetSPA tool
presented in [13], but we introduce our own notation.

Basic Network Model A network topology consists of a set of hosts N and
a set of links E. Each host h ∈ N has a set of interfaces i(h) ⊆ I where I
is the set of all interfaces in the network. Each link l ∈ E connects a set of
interfaces i(l) ⊆ I. Each interface i ∈ i(h) has a set of ports p(h, i).

A traffic rule allows source and destination software instances to communi-
cate via two interfaces of a host. Each host h ∈ N has a set of traffic rules
r(h). By setting the second interface in a traffic rule equal to the first, we
can allow traffic to only flow from or to the host of the rule.



MP Attack Graph The MP attack graph consists of three types of nodes:
prerequisites, attack states and vulnerability instances.

A prerequisite is the means needed to gain access to a vulnerability instance.
We use Q to denote the set of all prerequisites in a network. For each pre-
requisite q ∈ Q, v(q) denotes the set of (reachable) vulnerability instances
of q.

An attack state a consists of a host h ∈ N and an attack level o ∈ {root,
user, dos, other}. We use A to denote the set of all attack states. For each
a ∈ A, an attacker will, by obtaining attack state a, also obtain a set of
prerequisites q(a) ⊆ Q available at a.

A vulnerability instance is any means that an attacker can use to gain access
to a system. We let V denote the set of all vulnerability instances. Each
software instance s ∈ S has a set of vulnerability instances v(s) ⊆ V . By
successfully exploiting a vulnerability instance v ∈ V , an attacker will obtain
a single attack state a(v) ∈ A.

3 Modeling the Impact to a Network using Data flows

After defining the basic network model and the attack graph, we define the data
model and the impact model. These are our own contributions, except for some
borrowed notions from [15]. A more elaborate description of the network impact
model can be found in [16].

3.1 Defining the Data Model

A data set instance is a copy of any set of data that we protect with respect to
the three security aspects – confidentiality, integrity and availability – that we
denote c, i and a. D denotes the set of all data set instances.

A data set instance location consists of a data set instance d ∈ D and a
location identifier with a host h ∈ N , an interface i ∈ i(h) of host h and a port
p ∈ p(h, i) of interface i.

All data set instances are assumed to be processed by software instances. S
denote the set of all software instances. For each host h ∈ N , s(h) ⊆ S denotes
all software instances at h. For each software instance s ∈ s(h), store(s) denotes
all data set instances stored at s and for each interface i ∈ i(h), inputs(s, i) and
outputs(s, i) denotes the set of data set locations from where s retrieves and
produces data set instances via interface i respectively.

We let depends(s, d) denote the set of data set instances used by s to produce
data set d. Then, either, for each data set instance d ∈ depends(s, d′), d ∈
store(s) or there is an interface i ∈ i(h) such that d has a data set instance
location in inputs(s, i).

A data flow for data set instance d ∈ D from a producer software in-
stance s0 ∈ S to a retriever software instance sn ∈ S is a sequence of hosts



(h0, h1, h2, . . . , hn−1, hn) in N where: (a) n > 0, (b) outputs(s0, i0) and input-
s(sn, in) contain the same data set instance location with host h0, interface i0,
port p0 ∈ p(h0, i0) and data set instance d, (c) there exists links with inter-
faces connecting all hosts in the sequence, and (d) there exists a traffic rule at
each host allowing traffic from source host h0 to destination host hn using as
source and destination the location identifiers of the producer and the retriever
softwares respectively.

In addition, a data flow f is active if the data set instance of f is depending
on other data set instances through the depends relation and then each of these
data sets are either stored at the producer or retrieved such that there must
exist an active data flow f ′ for the retrieved data set instance with the producer
of f as the receiver of f ′.

3.2 Defining the Impact Model

As a means to define the local impact, we define that a data set instance d ∈ D
is accessible to a software instance s ∈ S if either d ∈ store(s) (d is stored),
there exists an active data flow for d with s as receiver (d is retrieved) or there
exists an interface i such that d has a data set instance location in outputs(s, i)
while for each d′ ∈ depends(s, d), either d′ ∈ store(s, d) or there exists an active
data flow for d′ with s as receiver (d is produced). Similarly, a data set instance
d ∈ D is accessible to a host h ∈ N if there exists a software instance s′ ∈ s(h)
such that d is accessible to s′ or there exists an active data flow for d with a
sequence of hosts containing h.

Since we want to model the impact of a successful attack to the three
security aspects, confidentiality, integrity and availability, we define that for
each vulnerability instances v ∈ V and for each security aspect e ∈ {c, i, a},
impact(v, e) ∈ {None, Partial, Complete} denotes the local impact that vul-
nerability instance v has on security aspect e at a host h. We borrow the values
None, Partial, Complete for the three security aspects from CVSSv2 [15].

For our purpose, we interpret the impact values of CVSSv2 such that for each
security aspect e ∈ {c, i, a}, an attacker will locally violate the security aspect e
of, in the case of impact value: (a) None, no data set instances, (b) Partial, all
data set instances accessible to the software instance with an exploited vulnera-
bility instance, and (c) Complete, all data set instances accessible to the host of
the software instance with the exploited vulnerability instance. Then, we define
that for each data instance d ∈ D, for each security aspect e ∈ {c, i, a}, for each
subset of exploited vulnerability instances Vexploit ⊆ V and for each host h ∈ N ,
locallyV iolated(e, d, h, Vexp) denotes that d was locally violated by an attacker
at host h with respect to e given VExploit.

Now, we define predicates that infer violation of data set instances at the
network level:

Loss of confidentiality For each data set instance d ∈ D, for each host h ∈ N
and for each subset of vulnerability instances Vexp ⊆ V , lossOfConf(d, h,
Vexp) holds true if locally- V iolated( c, d, h, Vexp) holds true.



Loss of integrity For each data set instance d ∈ D, for each host h ∈ N and
for each set of vulnerability instances Vexp ⊆ V , lossOfInteg(d, h, Vexp)
holds true if either (a) locallyV iolated(i, d, h, Vexp) holds true, or (b) there
exists s ∈ S such that d′ ∈ depends(s, d) and there exists an active data flow
f for d′ where the receiver is s and there exists a host h′ in the sequence of
hosts of f where h′ 6= h and lossOfInteg(d′, h′, Vexp) holds true.

Loss of availability For each data set instance d ∈ D, for each host h ∈ N and
for each set of vulnerability instances Vexp ⊆ V , lossOfAvail( d, h, Vexp)
holds true if either (a) locallyV iolated (a, d, h, Vexp) holds true, or (b) there
exists s ∈ S such that d′ ∈ depends(s, d) and for each active data flow f for
d′ where the receiver is s there exists a host h′ in the sequence of hosts of f
where h′ 6= h and lossOfAvail(d′, h′, Vexp) holds true.

Generic loss of security For each security aspect e ∈ {c, i, a}, for each data
set instance d ∈ D and for each set of vulnerability instances Vexp ⊆ V ,
lossOfSecurity(e, d, Vexp) holds true if there exits h ∈ N such that either
e = c and lossOfConf(d, h, Vexp) or e = i and lossOfInteg(d, h, Vexp) or
e = a and lossOfAvail(d, h, Vexp) holds true.

Lastly, by assigning a loss value, we can estimate a cost of exploiting a vul-
nerability instance with a certain loss of security. For each data set instance
d ∈ D, and for each security aspect e ∈ {c, i, a}, cost(d, e) denotes the loss value
of data set d with respect to e.

4 Modeling the Probability of a Successful Attack

In [13], the authors assume a worst case scenario for a successful attack: a sin-
gle attacker, starting at an initial attack state, will be able to exploit every
vulnerability instance in the MP attack graph. However, it is not a reasonable
assumption, since attackers might have different exploitation skills and vulner-
ability instances might have different required exploitation skills. We propose a
different scenario where an attacker will be able to try to exploit all vulnera-
bility instances it has gained access to, but that the probability of successfully
exploit a vulnerability instance depends on the required exploitation skill-level of
the vulnerability instance and the exploitation skill of the attacker. Notice that
we view each attacker as an instantiation of the wider attacker community, and
thus, we do not model each attacker individually, but as a group.

For convenience, we have chosen to use four different exploitation skill-levels
that we define in terms of a required exploitation skill. We map each exploita-
tion skill-level into a probability distribution over the required exploitation skill.
Similarly, we have chosen the exploitation skill to be in the arbitrary range [0,1].

In addition, we assume that an expert has assigned a exploitation skill-level to
each vulnerability instance, for instance, by analyzing a freely available database
such as NVD [17].

Required Exploitation Skill-Level First we define the required exploitation
skill-level. For each vulnerability instance v ∈ V , z(v) ∈ {Low, MediumLow,



MediumHigh, High} denotes the exploitation skill-level required by an at-
tacker to successfully exploit v. To make formulas shorter, we sometimes use
the following notation: z0 = Low, z1 = MediumLow, z2 = MediumHigh
and z3 = High. Thus, instead of typing z(v) = Low, we type z(v) = z0 and
so forth.

Successful Exploitation Then, we define the successful exploitation proba-
bility. For each vulnerability instance v ∈ V , k ∈ [0, 1] denotes the actual
exploitation skill of an attacker, kv ∈ [0, 1] denotes the required exploita-
tion to successfully exploit v, p(kv|mz, σz) denotes the probability density
function over kv (where kv is normally distributed with parameters mz and
σz and z = z(v)), and Φ(k, z) denotes the probability that an attacker with
exploitation skill k will succeed to exploit v:

∀i ∈ {0, 1, 2, 3},mzi =
i
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8

and σzi
=

1
5
, (1)

Φ(k, z) ∝
∫ 1

k

p(kv|mz, σz)dkv = erf

(
k −mz

σz
√

2

)
− erf

(
−mz

σz
√

2

)
(2)

where erf is the error function [18].

5 Computing the Risk

In order to compute the risk to a network, without relying too much on expert
knowledge, we use Bayesian statistical inference over a historical record of attack
data.

To gather historical attack data for whether vulnerability instances were suc-
cessfully exploited or not, we propose using a high-interactive honeypot. A hon-
eypot is a controlled computer created to be vulnerable to attacks and therefore,
any occurring traffic is suspicious [19]. Hence, it easy to detect attack attempts.
If the nature of a set of vulnerability instances in the honeypot is known, it
should also be possible to verify whether they where successfully exploited [20].
Of course, it is also possible to add other compromises investigated by the op-
erator of the network.

Notice though, that to keep the probability estimations up-to-date, we must
limit how old attack data we take into account. For instance, it might be realistic
to only use the last six months of data, since older data might make the risk
value obsolete.

Recall from Sect. 1 that risk is a function of an impact value and the prob-
ability of a successful attack. Therefore, we define the total risk to a network
from attacks starting at a0 ∈ A in attack graph A during next s time slots as
the expected loss over all data set instances:

risk(a0, s,X,A) =
∑

d∈D,e∈{c,i,a}

cost(d, e) · Pe(d|a0, s,X,A) (3)



where Pe(d|a0, s,X,A) is the probability of at least one successful attack on data
d given the historical attack data X, a0 and s.

Historical Attack Data First, we define the historical record of attack data
X over a time period T where X contains n(X) number of attacks and
and T contains n(T ) number of time slots. For each attack data instance
x ∈ X, z(x) ∈ {z0, z1, z2, z3} denotes the required exploitation skill-level
of the vulnerability instance during the attack, and e(x) ∈ {0, 1} denotes
whether the attack was successful (e(x) = 1) or not (e(x) = 0).

Posterior Distribution Second, we derive the posterior distribution for the
exploitation skill k and a parameter λ, which governs the number of expected
attack instances, using Bayesian inference. The posterior distribution given
X is:

P (k, λ|X) ∝ P (X|k, λ) · P (k) · P (λ) (4)

where P (X|k, λ) denotes the probability thatX was generated by an attacker
community with exploitation skill k and parameter λ, while P (k) and P (λ)
denotes the prior distributions for k and λ, respectively. We let P (k) ∝ 1
(uniform distribution) and P (λ) = Gamma(a, b) (Gamma distribution). The
prior distributions describe what we know about the parameters prior to
having the real data. Assuming independence between k and λ, we have:

P (X|k, λ) = P (X|k) · P (n(X)|λ) (5)

where P (X|k) is the probability of X given k and P (n(X)|λ) is the proba-
bility of n(X) number of attack instances during time period T . For P (X|k)
we have:

P (X|k) ∝
∏
x∈X

P (x|k) (6)

where for each attack data instance x ∈ X, P (x|k) denotes the probability
distribution over x given exploitation skill k ∈ [0, 1]:

P (x|k) = (1− Φ(k, z))(1−e(x)) · Φ(k, z)e(x) where z = z(x) (7)

such that

P (X|k) ∝
3∏
i=0

(1− Φ(k, zi))
e−zi · Φ(k, zi)ezi (8)

where e−zi
is the total number of unsuccessful attacks and ezi

is the number
of successful attacks on vulnerability instances with required skill-level zi.
Then, for P (n(X)|λ) we assume a Poisson distribution with mean value
n(T ) · λ such that:

P (n(X)|λ) =
(n(T )λ)n(X)e−n(T )λ

n(X)!
. (9)



Probability of Success Last, we derive the probability of at least one success-
ful attack by marginalization. In case of attack graph A and attacks starting
in attack state a0 ∈ A, for each data set instances d ∈ D and for each security
aspects e ∈ {c, i, a}, Pe(d|a0,A, k) denotes the probability that an attacker
from an attacker community with exploitation skill k ∈ [0, 1] will successfully
exploit vulnerability instances in A such that d will be compromised with
respect to e, and Pe(dn|a0,A, k) denotes the probability that at least one of
n attack attempts succeeds:

Pe(dn|a0,A, k) = 1− (1− Pe(d|a0,A, k))n . (10)

Then, we can compute the probability of at least one successful attack on d
with respect to e, given X and within next s time slots, as:

Pe(d|a0, s,X,A) ∝∫ 1

0

∫ ∞
0

∞∑
n=0

Pe(dn|a0,A, k) P (n(s)|λ) P (X|k, λ) p(k) p(λ)dλdk =

C −
∫ 1

0

1(
1 + sPe(d|a0,A,k))

b+n(T )

)a+n(X)

3∏
i=0

(1− Φ(k, zi))
e−zi Φ(k, zi)ezidk

(11)

where n(s) is the number of attacks during next s time slots, for which we
use a Poisson distribution with mean s · λ, and C is a constant.

We compute the marginal distribution in (11) using a Monte-Carlo simulation,
since computing Pe(d|a0,A, k) for the generic problem is NP-complete for rea-
sonably complex networks [21].

The Monte-Carlo algorithm (Appendix A) is a variant of the algorithm for
probabilistic networks with random links presented in [21]. In our case, instead
of links, vulnerabilities can be randomly exploited or not, but where the ex-
ploitation of a vulnerability might require that some other vulnerabilities must
already have been exploited. Our algorithm starts from the initial attack state,
and then randomly draws an exploitation skill k. Thereafter, we follow the MP
attack graph by randomly exploiting all vulnerability instances reachable from
the prerequisites of the initial attack state. Next, we repeat the last step for
all reachable attack states of the exploited vulnerability instances, until we have
tried to exploit all vulnerability instances gained access to through prerequisites.
Then, from a large number of repetition of the previous steps, while keep start-
ing the attacks from the initial attack state, we can use our predicates to check
for loss of security for any data set instance, and finally, estimate probabilities
of successful attacks.

6 Modeling and Analyzing the Simple Network Example

In Table 1-2, we model the simple network example from Sect. 1. The network
in Fig. 1(a) is modeled in Table 1 and the MP attack graph shown in Fig. 1(b)



is modeled in Table 2. Table 3 and Table 4 shows a data model as well as an
impact model respectively. The data model models that data set dE is located
at host E, dF is located at F and that dE′ is dependent of dE for its existence
and that dE′ flows from E to C. We let all vulnerabilities have the same required
exploitation skill-level.

In Fig. 6, each curve shows the expected risk during the next time slot (s = 1)
for one of the required exploitation skill-levels. The expected risk is shown on
the y-axis (maximum risk is 10.5) and the time on the x-axis. At time point
zero, there are no attacks, but because of our prior distributions, we can infer
a risk anyway. Thereafter, an attack attempt is recorded at each time point as
shown in Table 5. A time slot is 15 time points and thus, the number of time
slots n(T ) is 1, 2, . . . , 7 depending on at what time the risk is computed.

Our prior distribution p(k) ∝ 1 implies the cautious, prior belief that the
exploitation skill is uniformly distributed in the attacker community, while for
the prior distribution of λ we set a = 1 and b = 1 in (11) such that p(λ) = e−λ.

A B C D

FW

E F

(a) The simple example net-
work.

Can reach B,C,D

A

vB vC vD

B C D

Can reach E

E

vE

Can reach E,F

F

vF

(b) The multi-prerequisites at-
tack graph.

Fig. 1. The simple example from [13].



Table 1. Network model

N = {A,B,C,D, FW,E, F}
E = {l1, l2}
i(FW ) = {iFW1, iFW2}
∀n ∈ N0 : i(n) = {in}
i(l1) = {iA, iB , iC , iD, iFW1}
i(l2) = {iFW2, iE , iF }
r(FW ) = {〈iFW1, iFW2, [C, iC , 0],
[E, iE , 0]〉, 〈iFW1, iFW2, [D, iD, 0],
[E, iE , 0]〉}
r(C) = {〈iC , iC , [C, iC , 0], [E, iE , 0]〉}
r(D) = {〈iD, iD, [D, iD, 0], [E, iE , 0]〉}
r(E) = {〈iE , iE , [C, iC , 0], [E, iE , 0]〉,
〈iE , iE , [D, iD, 0], [E, iE , 0]〉}

Table 2. MP attack graph

A = {aA, aB , aC , aD, aE , aF }
Q = {qBCD, qE , qEF }
v(qBCD) = {vB , vC , vD}
v(qE) = {vE}
v(qEF ) = {vE , vF }
q(aA) = q(aB) = {qBCD}
q(aC) = {qBCD, qE}
q(aD) = {qBCD, qE}
q(aE) = {qEF }, q(aF ) = {qEF }
a(vB) = aB , a(vC) = aC

a(vD) = aD, a(vE) = aE , a(vF ) = aF

Table 3. Data model

S = {sB , sC , sD, sE , sF }
∀h ∈ N − {A,FW} : s(h) = {sh}
D = {dE , dE′ , dF }
store(sF ) = {dF }
store(sE) = {dE}
dependencies(sE , dE′) = {dE}
outputs(sE , iE) = {〈dE′ , E, iE , 0〉}
inputs(sC , iC) = {〈dE′ , E, iE , 0〉}

Table 4. Impact Model

V = {vB , vC , vD, vE , vF }
∀h ∈ N − {A,FW} : v(sh) = {vh}
∀h ∈ N − {A,FW}, e ∈ {c, i, a} :

impact(vh, e) = Complete
∀e ∈ {c, i, a} : loss(dE , e) = 1
∀e ∈ {c, i, a} : loss(dE′ , e) = 0.5
∀e ∈ {c, i, a} : loss(dF , e) = 2

As we might have expected, each curve looks different given a different re-
quired exploitation skill-level. Not surprisingly, for all curves, the risk decreases
given evidence of unsuccessful attacks, while the risk increases when given evi-
dence of successful attacks. Reasonable enough, the Low-curve is most sensitive
to all types of attacks, while attacks at a lower skill-level have lesser impact on
a risk curve with a higher required skill-level.

We can now compare our model with the recommendation algorithm for
patches in [13]. Table 6 shows the impact estimation when the probability of
success is 1.0 for all vulnerabilities. We have compared three different data mod-
els and five different patch choices. In [13], patches of set of vulnerabilities are
compared. For this simple example, we only patch a single vulnerability instance.
Column 2 shows the impact estimation of the models in Table 3 and 4. Column
3 shows the values when we remove the data flow, in which case dE′ cannot be
reached anymore because vE is patched. Column 4 has the values for the case
when each host B − F has a data set instance with loss value 1. Notice that
patching vE is the best choice in all cases.

The column 3 and 4 of Table 6 can easily be replicated by the algorithm in
[13], but not column 2. Column 3 is replicated by letting E have weight 4.5 and
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Fig. 2. Risk as function of time according to required exploitation skill-level.

Table 5. Attack data; a time slot is 15 time points.

Time Skill-level Success. #attacks
0 none - 0

1 - 15 Low No 15
16 - 30 Low Yes 30
31 - 45 MedLow No 45
46 - 60 MedLow Yes 60
61 - 75 MedHigh No 75
76 - 90 MedHigh Yes 90
90 - 105 High No 105
106 - 205 High Yes 205

Table 6. Impact for three different
data models.

Patch Unmod No Flow Uniform
none 10.5 10.5 5
vB 10.5 10.5 4
vC 10.5 10.5 4
vD 10.5 10.5 4
vE 1.5 0 3
vF 4.5 4.5 4

Table 7. Impact for original model.

Original 1 Original 2
10.5 10.5
10.5 10.5
10.5 9
10.5 10.5

0 1.5
4.5 4.5



F weight 6 and column 4 by letting B−F have weight 1. However, consider the
second column, if we use the same weights as for the third column, we would
have the result in the first column in Table 7, where the value of patching vE
differs from that in column 2 in Table 6. To fix this, we can assign weight 3
to E, 1.5 to C and 6 to F , but then we get the result in column 2 of Table 7,
where instead the value of patching vC differs from that in column 2 in Table 6.
Consequently, the importance of a host depends on the attack graph in case of
the original algorithm, while this is not the case for our improved model. The
problem is that in order to compromise data set instance dE′ , we only have to
compromise either C or E. Thus compromising one of them is enough. However,
this is not possible to express using the simple weight assignment.

In Fig. 6, we show the estimated risk using our statistical model, correspond-
ing to column 1 in Table 6. We let all vulnerabilities have required skill-level
Low while using the attacks from Table 5. As can be seen, the risk curves of
our algorithm converge into the same values, given enough attack evidence, as
in column 1 in Table 6. Thus similarly, by removing vulnerability instance vE
we would have the least risk regardless of attack data. Thus, ve would be our
best recommendation. The next best would be vF . However, if we would have
made the recommendation before time point 45, we would instead have recom-
mended vulnerability instance vC as the next best recommendation. Notice also
that at time step 100, removing vD or vC would be better than removing vB or
doing nothing. Accordingly, in contrast to the original algorithm that produces
no difference in risk/impact over time, our algorithm makes it possible to make
fine grained prioritization of patches, using not only expert knowledge as input,
but also monitor data.

7 Related work

A set of papers [3,4,5,6,7] define metrics to measure the security of networks
based primarily on different ways of weighing paths in an attack graph. Other
approaches – like our work – use the risk as a measure of the security of a
network where the cost or loss of an intrusion is used as the basis for the metric
[8,9,10,11].

An early work in this area is presented in [3,4]. As security metrics the authors
use the time from an attack starts until it succeeds and the effort required by
the attacker to succeed. They use a Markov model over a privilege graph to
compute the two metrics, where they assume exponential distributions for the
required time and effort. Their metrics are complementary to our work in that
they consider the cost for an attacker, while we consider the loss to the system
owners.

A work inspired by reliability analysis is presented in [5,6]. The authors use a
model checker to construct an attack graph from a detailed model of the system.
As a security metric they propose the probability that an attacker will end up
in a unsafe system state. They estimate the probabilities by the use of a Markov
Decision Process (MDP) [22]. In contrast to our work, they don’t consider the
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Fig. 3. The risk curves for patching one vulnerability.

different skill required to use an exploit. In addition, they do not suggest how
to come up with estimations of the transition probabilities of the MPD.

In [7] the authors use the PageRank algorithm of Google to measure the
security of a network from an attack graph. The result is an ergodic Markov chain
that converges into a probability distribution over the attack states. In contrast
to our work, they do not consider the value of protected assets or dependencies
between attack states; neither do they suggest how to use historical data to
derive transition probabilities.

In [8], the authors present a framework called RheoStat that uses a risk-
based analysis to select a response. Due to that RheoStat’s likelihood metric
is not probability based, RheoStat can only estimate the risk conditioned on
the current intrusion alerts, while our work also can estimate the risk given the
intrusion activities over time. Thus, our work can be used to compare different
network configurations.

The work in [9] uses a Hidden Markov Model (HMM) to estimate the prob-
ability that nodes in a network are in malicious states given observed intrusion
alerts from an IDS. In contrast to our work, the authors only assign costs of
each host being in a malicious state. The impact is estimated either as the total
expected cost for all hosts or the average expected cost per host. They neither
consider the value of protected assets nor dependencies between host.



Another approach to real-time risk analysis uses Hidden Markov Models as
input to a Fuzzy inference system [10]. A set of Fuzzy rules are used to derive
three linguistic variables: intrusion frequency, probability of threat success and
severity. The HMMs provide an estimation of the intrusion frequency of different
attack types, while the other input values come from a distributed intrusion
detection system and from a traffic rate monitor. Then another set of Fuzzy
rules infer the final risk assessment from the three linguistic variables. In [11],
the same authors present an extension where the Fuzzy rules are optimized using
a neural network that learn from given training examples. The papers are brief
on how the system works and how it was tested, hence a comparison with our
approach is not easy to do.

8 Summary and Concluding Remarks

We have presented a framework for assessing the security risk to a network using
data flows over an attack graph and a Bayesian model of the exploitation skill
of the attacker community, given a record of attack data. By modeling the flow
of data, we take into account dependencies between different hosts and different
data flows. In addition, we are able to update the risk computation as soon as
we receive more attack data.

We also propose using a honeypot to collect historical attack data. However,
in order to model the exploitation skill, each vulnerability instance must be
classified by an expert into a required exploitation skill-level. This can turn into
a problem since a vulnerability that once was hard to exploit might suddenly
become easy when somebody creates a downloadable exploitation code. Thus,
some monitoring system for updating the information about vulnerabilities is
needed as well as a support system for classifying old and new vulnerabilities
given new information.
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A Monte-Carlo Algorithm

Input: a0 - attack state, d - data set instance, s - time slots, e - security aspect,
X - attack data

Output: prob - the estimated probability of loss of security.
N ← 100000 : Number of sampled values.

me ← 0 : mean value of the probability of loss of security .

x← 0 : a weighted value, indicating whether d was compromised.

mP (X) ← 0 : estimated mean value for probability of the Data.
sP (X) ← 0 : estimated standard deviation of probability of the Data.
for i = 0; i < N ; i = i+ 1 do

k ← sample from p(k);
StatesCurrent← {a0}, V ulnsCurrent← ∅, StatesUsed← ∅;
V ulnsUsed← ∅, PrerequistesUsed← ∅, V ulnsExploited← ∅;
Collect samples of successfully exploitations:

while StatesCurrent 6= ∅ do
foreach a ∈ StatesCurrent do

foreach q ∈ q(a) and q 6∈ PrerequistesUsed do
foreach v ∈ v(q) and v 6∈ V ulnsUsed do

V ulnsCurrent← V ulnsCurrent ∪ {v};
V ulnsUsed← V ulnsUsed ∪ v(q);

PrerequistesUsed← PrerequistesUsed ∪ q(a);

StatesUsed← StatesUsed ∪ StatesCurrent, StatesCurrent← ∅;
foreach v ∈ V ulnsCurrent do

if rand(0, 1) > 1− Φ(k,mz(v), σz(v)) and a(v) 6∈ StatesUsed then
StatesCurrent← StatesCurrent ∪ {a(v)},
V ulnsExploited← V ulnsExploited ∪ {v};

V ulnsCurrent← ∅;
Estimate current mean value:

if lossOfSecurity(e, d, V ulnsExploited) holds true then

x←
“

n(T )+b
n(T )+s+b

”n(X)+a

· p(X|k) else x← P (X|k);

if i = 0 then
m′

e ← x, s′
e ← 0, m′

P (X) ← P (X|k), s′
P (X))← 0 : Init old values

else
me ← m′

e + (x−m′
e)/(i+ 2),

mP (X) ← m′
P (X) + (P (X|k)−m′

P (X))/(i+ 2)

m′
e ← me, s′

e ← se, m′
P (X) ← mP (X), s

′
P (X) ← sP (X) : Save old

values

prob← 1− me
mP (X)

;


