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Abstract

As device technologies such as VLSI and Multichip Module (MCM) become mature,
and larger and denser memory ICs arc implemented for high-performance digital
systems, power dissipation becomes a critical factor and can no longer be 1gnored
cither 1n normal operation of the system or under test conditions Onc of the
major considerations mn test scheduling 15 the fact that heat dissipated during test
application 1s significantly higher than during normal operation (sometimes 100
- 200% higher) Thercfore, this 15 onc of the recent major considerations mn test
scheduling Test scheduling 1s strongly rclated to test concurrency Test concurrency
15 a design property which strongly mmpacts testability and power dissipation To
satisfy ligh fault coverage goals with reduced test application time under certain
power dissipation constraints, the testing of all components on the system should
be performed 1n parallel to the greatest extent possible

Some theoretical analysis of this problem has been carried out, but only at 1C
level The problem was basically described as a compatible test clustering, where the
compatibility among tests was given by test resource and power dissipation conflicts
at the same time From an implementation point of view this problem was identified
as an Non-Polynomial (NP) complete problem In this thesis, an efficient scheme for
overlaying the block-tests, called the estended tree grounng technigue, 1s proposed
together with classical scheduling algorithms to scarch for power-constrained block-
test scheduling (PTS) profiles in a polynomeal tume Classical algonithms like hst-
based scheduling and distribution-graph based scheduling are employed to tackle at
high level the PTS problem This approach exploits test parallehsm under power
constramnts This 1s achieved by overlaying the block-test intervals of compatible
subarcuits to test as many of them as possible concurrently so that the maximum
accumulatcd power dissipation 1s balanced and does not exceed the given lhimit
The test scheduling discipline assumed herc 18 the partitioned testing with run to
completion A constant additive model 15 cmployed for power dissipation analysis

and cstimation throughout the algorithm
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Chapter 1

Introduction

1.1 Thesis Scope

111 Dagital Testing

Testing 15 an activity which aims at finding design crrors and physical faults De-
sign crrors arc introduced by designers during the product development proccss
The testing of design crrors, sometimes called design venification, tries to find dis-
crepancies between the design specification and its implementation Physical faults
comprisc fabrication errors, fabrication defects and physical failures [ABF94)

Production testing 1s twofold — test pattern generation and test application
In the test pattern gencration phase, test vectors are generated while in the test
application phase, the test vectors arc apphed to the circuit under test The test
apphcation phase 1s firstly dedicated to production testing, but 1s later launched
again 1n field or depot testing and, therefore, 1t 1s important that it be as short
as possible The test pattern gencration task can be carried out manually by the
designer or automatically Automatic Test Pattern Generation (ATPG) 1s erther
done by an ATPG tool or by built-in circuttry The latter technique 1s called Buult-
In Self-Test (BIST)

112 Low-Power Design for Test

In general, Design for Testabiity (DFT) circuits operate in two modes  normal
mode and test mode The circuit’s registers, when activated during test mode can

be 1 states that are not rcachable in normal mode As a result, state transitions
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that are not possible during normal mode arc possible during tcst mode Therefore,
duning testing, scquences that could lecad to much larger power dissipation may
be applied to the circuit compared with sequences that are applied during normal
mode Even though designs might be optimized for low-power dissipation during
normal mode, the test mode could still damage the chip, unless the testing was
optimized for low power dissipation as well Thercfore, low-power design for test

has become a promising new topic for research and 1s the wider scope of this thesis

113 High-Level Test and Low-Power Synthesis

Test synthesis 1s a design automation techmque which s motivated by the high
complexity of current designs and large testing costs Test synthesis 1s meant to
optimize a crcuit for testability while keecping within reasonable himits or even
improving performance, area or power characteristics Test related activities, such
as test gencration and test application, usually represent a relatively big share of
the total design and development cost Thus, the mam 1dea of test synthesis 1s to
improve testability of the design during carly synthesis steps, which 1s expected to
reduce the tosting costs Test synthesis can be performed at different levels but
the early synthesis steps are assumed to be employed at high levels High-level test
optimization can be performed in both behavioural and structural domains

The cxcessive heat dissipation 1s tied to trends such as circuit mimaturization
and decep-submicron technologies and 1s a scrious problem for portable products
Very Large Scale Integration (VLSI) crcuits running 1in test mode may consume
morc power than when running 1n normal mode [Zor93] Therefore, the heat dis-
sipated during test apphication mmfluences the test design methodology for practical
circmits and has to be taken mto consideration at early design stages, 1€ at high
levels

Lately, the major concerns of VLSI designers as area, performance, cost, relia-
bility, and power dissipation are usually optimized by High-Level Synthesis (HLS)
scparately However, this has begun to change and, for cxample, power 1s be-
g optimized with respect to a design’s performance or testability, and vice-versa
Several factors have contributed to this trend but the driving factor has been the
remarkable growth of the class of mobile computing devices and wircless commu-
nications systems which demand robust solutions, high-speed computation, and

complex functionality with low power consumption [Ped96)

DCU - December 2001
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114 Test Parallehsm vs Power Constraints

In a power conscious VLSI/System on Chip (SOC) design, under normal system
operation, only a few blocks or modules are simultaneously activated, while other
blocks are in the power-down mode to minimize the power dissipation Under
test conditions, however, 1n order to test the system i the shortest possible time,
it 1s desirable to concurrcntly activate as many blocks as possible provided that
the power dissipation limit of the system is not exceeded A good cxample 1n
the testing of a MCM 1s the multi-level integrated BIST strategy [ZB97] In this
attractive approach for testing MCMs, as many BIST blocks as possible executce tests
mn parallel Under normal operation, blocks arc not simultaneously activated and
hence, the nactive blocks do not contribute much to power dissipation Howcver; a
concurrent execution of BIST in many blocks will result 1in high power dissipation
which might exceed the maximum power dissipation hmit Thercfore, an intelhigent
way of scheduhing these blocks to run 1n parallel to the highest extent possible (so

that the power limit 1s not excceded) is desirable

115 Power-Constrained Test Scheduling

Test application time and power dissipation arc nowadays two very important issues
that have to be taken into consideration during high-level synthesis and optimiza-
tion Otherwise the test cost, test design time and the cost involved in the cooling
systems for the power dissipated during test can become higher than the cost of
circutt design and manufacturing without test considerations On the other hand,
morc and more products arc designed for mobile applications These products are
designed to be low-power for their normal functions, but their testing may exceed
spcaified power hmits The avoidance of this dangerous condition implies the need
for test optimization and test scheduling in order to decreasc the test cost and test
applicatron tume having in mind low-power solutions The complexity of this prob-
lem turns out to be Non-Polynomial (NP} and thus sub-optimal scarch solutions
have to be proposed

The components which are required to perform a test (test control logic, test
buscs, test pattern generators, signature analyzers, Block Under Test (BUT), and
any mntervening logic) arc known as test resources and they may be shared among

BUTs Each activity or ensemble of activitics requiring a clock period during the

DCU - December 2001
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test mode and occurring 1n the same clock period, can be considered as a  fest
step A block test 1s the sequence of test steps that correspond to a specific part
of hardwarc (block) The testing of a VLSI/SOC system can be viewed as the
execution of a collection of block tests The steps in a step scquence belonging to
the same block test can be pipelined and steps from different block tests can be
concurrently exccuted, if there arc no resource conflicts between the steps Two
major types of test parallehsm approaches have been identified in the hiterature

thus far

o block-test scheduling, which deals with tests for blocks of logic These po-
tentially consist of many test vectors and arc regarded as indivisible entities
for test scheduling It deals with more abstract descriptions (from Register
Transfer (RT) to system levels),

o test pipelining, which deals with the test steps that nced to be appled and
the resources to be utilized in a specific temporal order It 1s applied at lower
levels of abstraction, where the structure of the datapath 1s known m detail
(logic or RT level),

Block tests and test steps have thar resource sets used to build up their test
plans Depending on the test design methodology sclected, once a resource set
1s compiled for each test #,, then 1t 15 possible to determine whether they could
run m parallel without any resource conflict A pair of tests that cannot be run
concurrently 1s said to be ncompatible Each application of time compatible tests
1s called a test session, and the time required for a test session 1s named  test length
From this pont of view, circuits fall, in gencral, mto two classes circuits i which
all tests arc equal mn length and circuats m which the tests are uncqual n length

Test scheduling fixes the order in which tests are applhed during test execution
Test schedules must be implemented by additional circuitry for test control, test
pattern generation and test respense evaluation Test schedules affect test execution
time, fault coverage, hardware overhead cost and powcer dissipation Imtially, test
scheduling methods were proposed to minimize test application time with given fault
coverage requirements Later, test scheduling methods that trade off test execution
time over test application hardwarc have been defined More recently, the power
dissipation 1ssue within the test scheduling problem has been raised and proposed

as a promising research topic [CSA97]

DCU - December 2001
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If pi(t) is the
power dissipation during test U and

instantaneous

Pj(t) is the instantaneous power dis-
sipation during test tj, then the
power dissipation of a test session
consisting of just these two tests is
approximately pi(t) + Pj(t). Usu-
ally this instantaneous power is con-
strained so as not to exceed a power
dissipation limit, Pmaxi if they were
meant to be executed in the same
test session. The power dissipation

p(sj) for a test session Sj can be defined as: p(sj) =

Power
Dissipation

power dissipation = 14

5 10
Test Length

Figure 1.1: Block-Test Example

while the power

constraint in test scheduling is defined as: p(sj) < Pmax Vj. At high level a fixed

value Pi is used to estimate the power dissipation of a test [AB86]. In figure 1.1 the

power dissipation and test length parameters of a test example are given.

condition®

(a) Datapath Example

POWER
DISSIPATION

MAXIMAL POWER DISSIPATION = 14

test session 2

test session 1

ro
1

)
B

test session 4
PD =
TL

t2
D D

TOTAL TEST APPLICATION TIMET 25

(b) Fully Sequential Test Schedule

Figure 1.2: Test Scheduling Example

_8 test session 3

PD=5
TLm3

11t

In order to have a better understanding of the above mentioned definitions a

short example is given next.

Say that the datapath from figure 1.2(a) has been

synthesized from the following code: 1F condition THEN f = a * b + ¢ ELSE f
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= a ~ b/c The allocated resources arc registers R;, , Rg and a multiplexer
MUX If the functional units arc to be tested, then four tests have to be run
t1,%2,t3, and t4 The test resource scts for each test are ¢, = {Ry, Ry, Ry}, g =
{Ry, Rs, Rs}, t3 = {Rs, Ry, MUX,Rg}, and t4 = {Ry, Rs, MUX,Rg} In figure
1 2(b) the power dissipation and test length paramcters of tests t3, 4 arc given
By looking at their test rcsource scts, the test resource compatibility relationship
between tests can be compiled ¢4 15 incompatible with any other tests because Rg 1s
a conflicting resource for t1 and ¢;, R4 1s a conflicting resource for t; and ¢3, and R,
15 a conflicting resource for ¢y and ¢4 In the same way ts, {3, and ¢4 arc incompatible
with any other tests from the test sct

Dafferent power-test scheduling solutions are given for this short test sct in figures
12(b), 13(a}, and 1 3(b) Figure 1 2(b) depicts the pessimistic case when all the
tests have to be sequentially executed in different test sessions because of the above
given test resource icompatibility Figure 1 3(a) depicts an improved powcer-test
schedubing solution where ¢ and t4 can be run in parallel if Rs 15 a Concurrent
Built-In Logic-Block Observation (CBILBO) register and, thus, 1t would not be a
confhcting test resource anymore The total test application tume of the test schedule
has decreased from 25 in figure 1 2(b) to 21 i figure 1 3(a), while the maximal power
dissipation has mncreased from 14 to 20 A shorter test application time (18) would
be obtained for a lower maximal power dissipation (19) for the power-test scheduling
solution given 1n figure 1 3(b), if tests ¢ and t3 were simultancously stimulated by
register R3 as a Pscudo-Random Pattern Generator (PRPG), while tests ¢y and ¢4
were ssmultancously stimulated by register Ry as a PRPG The test application time
improvement 18 achieved by running tests ¢, and t3 1 parallel 1n one test session,
and tests ¢; and ¢4 1n parallel in another test session

In order to achicve this test parallclism, different test subscssions arc generated in
the samc test session 1 figures 1 3(a) and 1 3(b) For example the test subsessiongy
and test subsessiony (gap) run inside test sessrong m figure 1 3(a) In figure 1 3(b)
test subsessions called test subsessionos and test subsessionyy are generated to
run tecst t3 1n parallel with ¢, and test ¢4 1n parallel with ¢y, respectively Gaps
test subsessiony and test subsession;: can also be seen mn figure 1 3(b) after the
mscrtion of tests t3 and t, mn parallel wath tests £5 and ty, respectively These gap
test subsessions could be exploited by exccuting other tests compatible with ¢ and

t; and with test length shorter than the gap’s length
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(a) Power-Test Schedule (b) Improved Power-Test Schedule
Figure 1.3: Power-Test Schedule Examples

1.2 Thesis Structure

The structure of the thesis is briefly described here. The second chapter gives a
theoretical background for the topics dealt with in the thesis. Special attention is
given to the test scheduling problem which is discussed in detail. Then, the third
chapter formulates and models the Power-Constrained Block-Test Scheduling (PTS)
problem. Definitions and explanations of the terms used in the thesis are given
in this chapter. Chapter four describes the first set of algorithms proposed as
greedy solutions in the context of the PTS problem. They are the so-called list
scheduling approaches. The fifth chapter carries on with the distribution-graph
based algorithms, which are more intelligent approaches. Chapter six focuses on
the experimental side of the implemented algorithms. A comparison between the
different proposed approaches is given as a basis for the conclusions debated in
the last chapter. Chapter seven gives, based on the experiments in chapter six, a
list of advantages and disadvantages of the algorithms proposed in the thesis. The
disadvantages can be a starting point for further work. Other topics adjacent with
the problem discussed in the thesis are also envisaged and proposed as a basis for
future work.
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Chapter 2
Theoretical Background

This chapter 1s meant to give the reader an 1dea of the test scheduling models,
methodologics, techmques and terminology relevant to this thesis First of all, the
bigger scope 1s described by enumerating n the first two sections the High-Level
Test Synthesis (HLTS) and High Level Low-Power Synthesis (HLLPS) techniques
proposcd so far i the hiterature Next, the scope 1s shrunk by giving a few solutions
for test parallelism and test application time improvement Eventually, the topic
of this thesis 1s given  Test scheduling 1s onc of the most used techniques for test
parallehsm 1mprovement and it will be described 1n deeper detail here along with

its previous work

2.1 High-level Test Synthesis Techniques

HLS trics to find at high-level a good trade-off among design’s testabihty, perfor-
mance, area and power consumption High-Level Test Synthesis (HLTS) is usualiy
carried out by DFT specific transformations together with traditional HLS meth-
ods It uses high-level testability measures as one factor of the cost function to
guide the synthesis process There are two main trends i HLTS methodology
One of these imphcitly addresses test synthesis in HLS systems and testabihity con-
straints arc uscd together with other constraints (timing, area, power), while the
objective function has a testability component The other carries out test synthesis
by test-improvement, transformations based on a testability analysis scheme These
transformations can be achieved in both, behavioural and structural domains, at
both algorithmic and Register Transfer Level (RTL)
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Dafferent approaches have becen proposed so far both in the behavioural and
structural domains, at algorithmic or RT levels A survey on HLTS was given
m [WD96] The following approaches have been reported for HLTS structural
test-point msertion [Gu96, DP94b) or its behavioural equivalent, test-statement 1n-
sertion [CKS94] Test-register mimimization 1s another approach achicved cither by
HLS techmiques or by RTL transformations [Avr91, AM93, HP93, PCH91] Loop
detection and chmination 1s another technique achievable through HLS, usually
during the allocation stage I-path (unaltered data transfer path, see subscction
2 5 2) detection and utiization [AB85b, DP94a] 1s usually applied after scheduling,
through allocation and binding Test application control enhancement 1s another
approach and test scheduling 1s onc of the known techmiques (sce section 2 5) to
accomplish that Test session mimimization 15 an approach related to test schedul-
g being employed as onc of the above test control enhancement techniques By
partitioning for testabiity [GKP95, Gu96] the test synthesis can be optimized as
well Input/output variable spreading over as many registers as possible [LWJA92]
1s another HLTS solution Test behaviour addition [PCH91] 1s a promising new ap-
proach Two structural techniques have been so extensively used in hterature that
they have become mature The full-scan approach of chamning all the test registers
and the partial-scan approach of selecting an optimum set of test registers so that
the wanted testability /arca-overhead ratio 1s achieved [MTOM96, GB9S5)

Test path insertion 1s neccessary 1n
order to obscrve a component, and

BEHAVIORAL SYNTHESIS

mimmuzation of conflicts between tests [ScHEDULING] [BINDING]

18 mmportant as 1t directly affects test

concurrency, and therefore test time

These two criteria are considered at STRUCTURAL SYNTHESIS

cach stage of bchavioural and structural Reaoter || rorh A
SELECTION | | DEFINITION

synthesis in (OH97] The bchavioural

bl
and structural test synthesis problem

was decomposed 1 [OH97] into the fol-
lowing five components as shown 1n fig- Figure 21 Test Synthesis Approach
ure 21 Dataflow Scheduling for Testability where HLS scheduling defines intercon-

nect to test registers by placing scheduling cuts between operations while testability
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15 taken nto consideration Binding for Testabilsty which 1s performed to facilitate
casy accessibility of chip components from registers and 1/0 pins by defining RTL
mterconnect Test Register Selectron where a subset of datapath registers used to
test the datapath modules 1s sclected for usc as test registers  Test Path Define-
tion stage generates the paths through which test data propagate in test mode are
defined by determining the multiplexor configurations during testing Finally, the
test Scheduling stage schedules cach test operation (test step for test pipelinmg or
block-test for block-test scheduling) to a particular test control step in order to gen-
erate a test plan to run on the test scheme of the hardware structure The hardware
structurc can be an RTL structure for test pipelimng (scc subsection 2 5 3) or any
level in the test hicrarchy for block-test scheduling (sce subsection 2 5 4)

The approach mm {OH97) cmploys a HLS solution to generate RTL circuits which
guarantee concurrent controllabihity and observabihty of all hardware components
from test registers Thus, the difficulty of test scheduling 1s shifted to higher lev-
cls where the amount of information to be decalt with 1s sensibly smaller, while
testabihity metrics are used to estimatc the impact of HLS design decisions on the
test concurrency problem The goal was to limit the test scheduling problem to a
structural solutions hke pipehne or non-pipeline BIST microarchitectures (sec fig-
urc 2 10 m section 2 5 3) A slightly different approach was thcoretically formulated
m [BKH97], where the 1dca was to cvaluate the RTL test scheduling solutions, to
wdentify the bottleneck spots mn the RTL datapath and backannotate them to a
transformational HLS system in order to repeat the synthesis process to get rid of
possible test scheduling bottlenccks Thus, the first approach [OH97] synthesizes
based on estimations, while the seccond approach [BKH97) 1s based on more precise
cvaluations, but may have a longer synthesis cycle

Among the HLTS techniques cnumerated above, the test scheduling techmques
arc studicd m this thesis Test scheduling deals with the optimization of test session
sequences 1n order to achieve a short test application time, a sumphfied test control
or an optimum power dissipation A test session can be based on any means of
generating and applying a test The BIST methodology 1s the most widely used
ATPG solution, but 1t 1s not the only one dealing with the test session concept
[MKRT95] Test paths are sought to carry out the test on a piece of hardware to
be tested during a test scssion Test paths usually sharc some hardware (registers,

Anthmetical Logic Unit (ALU)s, multiplexors, buses), thus creating conflicts and

DCU - December 2001



High-level Test Synthesis Techniques 11

forcing the nced for multiple test sessions The above HLTS methodologies have
been proposed to synthesize data paths to avoid the test conflicts between the test
sessions Unfortunately, this 1s not an ultimate and sufficient solution for overall
design optimization Total test application time and power dissipation throughout

1t can be optimized by test scheduling techniques

2.2 High-level Low Power Synthesis Techniques

Latcly, plenty of solutions for power-efficient synthesis have been reported mn the
iterature [Ped96, MK96] The range of solutions also span the behavioural and
structural domains between the algonthmic and RT levels A survey of these tech-
niques can be found in [Ped96] Among the most widely used low-power design
techmques the following can be enumerated low-power module selection, power-
conscious storage allocation and data mapping solutions, low-power module sharing,
paralle] operators on tume-critical paths, pipchning, algebraic transformations for
low power, number representation selection, operator shutdown, low-supply voltage

The above technmiques have recently been used at high-level for low-power de-
sign Howecver, they arc beyond the scope of this thesis The approach adopted in
this thesis will require from the low-power design results only the high-level power
cstumation values for the test sessions to be scheduled A more detailed explanation

of this approach will be given 1n chapter 3

2.3 Test Methodology and Terminology

Two basic test pmlosophies have been proposed so far  functional test and struc-
tural test Functional testing attempts to excreise a chip as 1t would be used during
the execution of 1ts normal functionality On thc other hand, structural testing
uses a chip logic modcl with a fault model to hypothesize the behaviour of defec-
tive crcuits, which enables the creation of automatically-generated test patterns
[WNML94] Judging by thc way testing 1s applied, testing techmques can be clas-
sificd into two categorics  online testing and off-line testing Online testing 15
run during the normal functional operating conditions [AAMH98] Two different
modecs of onhne testing have been defined Concurrent online testing takes place

stmultancously with normal system operation Nonconcurrent online testing takes
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place while normal operation 1s temporanly suspended (idle state) On the other
hand off-hne testing deals with testing a system when 1t 1s not carrying out 1ts
normal functions and 1t 1s applicable at the manufacturing, field or depot tcsting
Functional off-line testing deals with the exccution of a test based on a functional
description of the Circuit Under Test (CUT) Structural off-line testing deals with
the exccution of a test based on the structure of the CUT and an explicit structural
fault modecl may be used

In this thesis, test scheduling approaches are proposed at high-level and do
not constram the type of testing which has to be cmployed for the tests to be
scheduled The test scheduling here 1s supposed to be applied to tests 1unning in
the test mode Only test sessions are supposed to be scheduled by this approach
Therefore, throughout this thesis, an off-hine testing approach 1s cmployed as test
mcthodology for the designs the actual test scheduling approach 1s meant for

Addressing the test parallelism problem assumes that a Testable Design Method-
ology (TDM) [AB86] 1s adopted beforchand A TDM deals with the complete pro-
cess of adopting one or more different testing architectures mapped on different
blocks of the design 1t also has to avail of an casily testable structure optimized
by HLTS The known ways of testing the structure up to date are using cxternal
and/or built-in test hardware

The lowest level considered in this thesis for test scheduling application 1s RTL
Examples of well-known TDMs at RTL are scan path, Built-In Logic-Block Obser-
vation (BILBQO), syndrome testing, and autonomous testing The structural aspects
of a TDM can be best modelled by a template like the one given in [AB86] and de-
picted 1n figurc 2 2(a) A TDM template conveys information about the type of
structure, referred to as kernel, to which the TDM 1s applicable The template
also indicates the required Built-in Test (BIT) structures and the connection paths
which must exist between them and the kernel As an example a methodology for
BILBO 1s given 1n figure 2 2 In addition to the structural aspect of a TDM, there 1s
also an operational onc A test scheme together with a test plan specify how a test
methodology 1s to be exccuted [AB86] The main aspects specified by a test scheme
arc the generation of test vectors, the transfer of the test vectors to the structure
(kernel) to be tested, the propagation of the test vectors through the kerncl, the
transfer of responsc data to some response analysis circuit, and the processing of the

response data The test plan 1s a stepwise activation of the operations cnumerated
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m a test scheme
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(a) Test Template (b) Structure Under Test
Figurc 2 2 Testable Design Methodology

Test schemes and test plans consist of three sections a head, a body, and a
tall The body of a test scheme describes the on-chip actions that constitute the
hfe cycle of a single test vector from the tume 1t 15 gencrated until its effects on the
kernel have been captured and processed In addition to the actions in the body
of a scheme which must be executed once for every test vector, a test scheme often
has a head (tail) section 1n which imtiahzation (closing) actions are specified

Two schemes to apply the tests were defined mn [AS98]  test per clock scheme
(e g, BILBO, circular BIST [EW91]) and test per scan scheme (scan-based test hike
Self-Testing Using MISR and Parallel SRSG (STUMPS) [SM97]) In a test-per-scan
scheme, all or part of the registers are set-up as test registers Thus, 1n test mode
they form a chain called a scan path The test registers arc fed with test vectors
by mcans of a scan path When cach test register has received 1ts test vector, the
whole circuit 1s evaluated during one clock when the circuit 1s running in the normal
mode Durning this clock, test vectors are applied to the logic and the response 1s
captured 1n the same test registers Then the response 1s shifted out by means of
the same scan path, while new test vectors could be shifted n at the same time

On the other hand, 1n a test-per-clock scheme, some test registers are enhanced

such that 1 special test modes they autonomously generate patterns or compact
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test responses  The most widely used TDM 1n this scheme 1s BIST A test-per-clock
scheme has advantages with respect to test application time, but 1t often requires a
higher hardware overhead than the test-per-scan scheme For example, a CBILBO
register can sumultaneously gencrate test patterns and compact test responses, but
1t contains two registers instead of one As a result, test scheduling 1s simphfied,
while test application time 18 reduced, but the test registers have doubled at lcast

A test plan has the same genceral form as a test scheme but 1t 15 usually rendered
by pipeline functionality A test plan is the scquence of actions that have to be run
in order to implement a given test scheme These actions can be naturally organized
nto a number of steps, such that the actions in one step can all be executed 11 one
clock period Each activity or the ensemble of activitics requiring a clock period
and occurring 1n the same clock period can be considered as a test step which 1s
considered the basic element of test pipeline modelling [SK92] The test of hardware
consists of the repetitive execution of the same sequences of test steps with different
data values and through different hardwarc stages (resources) The execution starts
at onc or more test sources and terminates at onc or more test sinks A fest
function 1s the sequence of test steps that correspond to a specific part of hardware
(a sequence of hardware stages) and the control configuration estabhshed during
the execution of one 1tcration of a test

Testing of a VLSI system can be viewed as the execution of a collection of test
functions In order to increcase their parallelism and, thus, decrcase the test time,
three approaches can be considered Firstly, an overlap in the time domain available
via pipchning, which permits concurrent execution of test functions Sccondly,
different test functions can also be concurrently exccuted in the space doman
duc to parallel functional unmts, 1e, 1if therr execution utihzes separatc hardware
structures Finally, further reduction mn testing time can be achicved if different
test functions can be scheduled to utihze shared hardware at different times during

their execution

2.4 Test Parallelism and Test Time Reduction

Approaches to reduce the test applhcation tune by restructuring the test sequence
can be divided into the following two classes Firstly, the static test sequence

reduction approaches which do not increase the complexity of test generation They

DCU - December 2001



Single Scan Path Reconfiguration 15

put together the tests generated by a test gencrator 1n such an order that the overall
application time 1s reduced Basically, there are two approaches rearranging the
test strings [Diw91, FM91] or reordering the fhip-flops (registers) [GB91, MM91]
Secondly, the dynamic test sequence reduction approdches that try to reduce the
number of test vectors by carefully assigning the unspecified input signal values to
binary constants and thus reduce the number of test vectors [PS92, L.S92] There
arc also other ATPG techniques to reduce the test application time by optimizing
the test vector sets, but they arc beyond the scope of this thesis

2.4 1 Single Scan Path Reconfiguration

For self-testable (¢ g, BIST) circuits the first test (sub)session lasts until the sub-
circuit with the smallest test length has been completely tested Afterwards, test
patterns arc apphed only to the remaining subcircuits  [NNB92, GB91] proposed
techniques to order the registers included 1n a single scan path such that the total
test application time 1s minimized

A reconfiguration approach was given in [NB95, NB93] for single scan paths
order to mimimize the shifting time m applying test patterns on a device The main
1dea was to employ multiplexers to bypass registers that arc not accessed frequently
in the test process and hence reduce the overall test application time

In {LK1.93] the reduction of test application time for the gencral scan designed
circuits was studicd Given a scan path, the test apphication time can be reduced by
exploiting and chminating unnecessary scan operations The reduction problem was
mvestigated from three aspects test generation, sclective scan, and rcarrangement
of scan path A two phasc test gencration strategy was proposed the scanless phase
for easy-to-detect faults and the scan phase for hard-to-detect faults Selective scan
methods were then proposed because 1t 1s not always neccssary to control and
observe cvery scanned element in every test vector application Finally, a technique
for the recarrangement of scan path was proposcd bascd on a scan elements ordering

heunstic

242 Multiple Scan Path Reconfiguration

A morc comprchensive and integrated method was proposed i [OBT91] to reduce

the test application time by reducing the number of test vectors and shaft-operations
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Firstly, a scan path orgamization was carried out by ordering the scan registers in
a scan path and by distributing the scan registers in multiple scan paths Then a
scan test scheduling was done by overlaying shift operations of different tests and
by parallel scheduling of different tests

Multiple-scan chaimn restructuring techmgques were also described m [LCH98] It
was noticed there that multiple scan chain architectures require a large pin overhead
and they are not supported by boundary scan The solution was to allow a single
mput hine to support multiple scan chains In [NGB92, NGB93| a different length
multiple scan chain approach was proposed 1n order to assign those scan clements
that are more frequently used to the shortest scan chains

The STUMPS architecture 1s another solution to the pin overhead problem In
[(KW98] this idca was used 1 order to synthesize a pattern generator to simultane-

ously stimulate all scan chains and decreasc test application time

243 Test Structure Insertion and Optimization

There are many attempts to reduce the area overhead at the same time with the
optimization of test scheduling by sharing the hardware clements Unfortunately,
reduction of area overhead and testing time turn out to be conflicting objectives
In [KTHS88] the authors addressed the 1ssue of BILBO minimization using the min-
mmal sct cover technique The arca optimization, thus obtained, 1s followed by the
determination of a test schedule using the graph colouring approach n [KS82]
In [BWBM92] thc same problem was formulated as an Integer Lincar Program-
ming (ILP) as well as a graph scarch problem with a heuristic cost function

A systematic approach has been developed 11 {LNB91] to provide designers with
a sct of testable versions for a given design, ranging from minimal test fime solution
to the mimimal area overhcad solution An expert sclection system 1s employed to
operate as an mtelligent BIST design advisor

A large amount of work was carried out by Stroele and Wunderhch 1n trading-off
the test application tunc and test arca overhead by test register nsertion, configu-
ration and test scheduling A test structurc msertion and optimization technique is
mitally given i [SW95] for the test-per-clock scheme, emphasizing the advantages
of CBILBO methodology A umficd method for assembling all the singlc tests to a
global schedule 1 then presented in [SW94] In order to reduce the BIST hardware

overhead, the number of cvaluated signatures was minimized there It was also
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obscrved 1in [SW86] that test schedules have an impact on the number of signatures
that have to be cvaluated These last two approaches utihize the mutual influence
of signatures to construct test schedules such that only the signaturcs at the pri-
mary outputs must be evaluated The rclationship between the structure of the test
schedules and the hardware costs 1s then mvestigated in [Str92] and the knowledge
about 1t 15 used to guide the scarch for an optimal schedule from both, time and
cost pomt of view Based on the same concepts a gate-level to RTL test scheduling
approach 1s given 1 [SW92] Here, 1-bit test cells arc mnserted at gate level, and
mitial test schedules are constructed Based on the information 1n these schedules,
test cells that can be controlled i the same way are assembled to test registers
Finally, a test schedule at RTL is constructed, to reduce both BIST hardware and

test application time, while a minimal set of test control signals 1s determined

2.5 Test Scheduling

251 Test Scheduling Goal

' Test concurrency 1s a design prop-

PRPG
crty which strongly impacts on testabil-
adder2 adder3 ity To satisfy high fault coverage goals

with reduced test application time, the
testing of all components on the chip
reg2 [misR] should be performed m parallel to the

greatest extent possible The structure

Figurc 23 BIST Datapath Example
of the circuit (number and characteris-

tics of test paths), however, may not permut concurrent obsecrvation of all com-
poncnts For cxample, two components whose results arc observed by the same
test register cannot be concurrently observed In figure 2 3 ([OH97]) the test path
1s depicted in sohid line, while the MUX multiplexer could be a possible testing
bottleneck if both adders, adder; and addery try to sct up test paths through the
multiplexer The test concurrency problem 15 magmfied when DFT area overhead
1s an 1ssue, because removing test registers from a datapath increascs the number
of components which must be observed by cach remaining test register Thercefore,

HLS 1s used to generate datapaths whose components are concurrently testable to
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the highest cxtent possible [OH97] Then test schemes or plans must be defined
to cxccute the concurrent testing of cach component However, even if the above
solution 1s employed to achieve a high test concurrency, 1t cannot be a 100% success
In Very Large Scale Integration (VLSI) circuits, a large device count exists with
a relatively few mput/output pins Moreover, BIST, which 1s the most used testing
techmque, 18 mimmimzed as much as possible to keep under control 1ts area overhead
This results in complex structures for which test generation 1s difficult, consisting of
long tests with high mput/output traffic during testing In the VLSI environment,
desirable goals for BIST are to eliminate as much test generation as possible, to
permit a fairly general class of fallure modes, to permit easy circuit imitialization
and observation, to reduce input/output pin signal traffic, to reduce test length
Although BIST techniques manage to achieve a number of the goals histed above,
for very large arcuits with extensive BIST resources, the testing time can still be
quite long if the tests for the various parts of the circuits arc exccuted sequentially
In such cases, mn order to reduce testing time and fully exploit the power of the
BIST resources, 1t 1s essential to control the testing process so that full use 15 made
of the potential parallelism available
Typically, physical paths must be cstablished from the tcst pattern generators
to the inputs of the BUT and from the BUT to the response compressors/analyzers
The blocks which are required to perform a test (test control logic, Test Pattern Gen-
erator (TPG), compressors/analyzers, BUT, and any intervening logic) arc known
as test resources Test resources may be shared among BUTs For cxample, testing
schemes exist, ike CBILBO, in which the Signature Analyzer (SA) for onc BUT
can be used as an mput stimulus (TPG), for another BUT Also, for thosc blocks
which he on the periphery of a chip, a portion of the test resources may he off-chip
Two major types of test parallehsm approaches have been identificd 1in the liter-
aturc thus far Onc approach, named block test scheduling (macro-test scheduling
or block-level test scheduhng) {CKS88, KS82}, deals with tests for blocks of logic,
which potentially consist of many test vectors and arc regarded as indivisible entities
for test scheduling Furthermore, there is no temporal relationship between the test
vectors 1 different block tests other than that defined by the usually rare conflicting
use of resources The other approach [AB85a, AB86], called test pipelining (micro-
test scheduling or test-step level scheduling), dcals with test steps which have to

be apphed and resources utilized in a specific temporal order Intuitively, test-step
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level scheduling 1s apphed at lower levels of abstraction, where the structure of the
datapath 1s known 1n detail (logic or RT level) while block-level test scheduling deals
with higher levels, namely a more abstract description (RT or system levels) Most
of the approaches formulated so far for test pipelining were given 1n the structural
domain at lower levels (mainly logic level) Lately, though, a trend to behavioural
and register transfer level approaches [CSA97, BKH97, OH97] has been noticed In
the case of block test scheduling a system level structure 1s taken 1nto considera-

tion, where the blocks represent processors (datapaths and controllers), memories

and buses
SCAN M e 1
g B | R R J'—*L}t__}—‘ To summarnzc, an cthcient test
%: scheduling model has to provide suf-
]
G C, . fictent information about the con-
3
i tention over test resources and to

itivencss characteristics of test-

T cxploit the deterministic and repet-
O

mg Al mformation required can

Ca = Cs Ce
i + - be summarized by the following
SCAN generic set of components for cach
0

test function the number of tests
Figurc 24 Circuit Under Test Example to be applied, the accessibility re-
quirecments 1n terms of test and/or system resources, and additionally, 1n the case

of test pipelining, the execution picturc for one 1teration of the test step sequence

252 Test Scheduhng Model

The steps 1n a test step sequence (test plan) belonging to a test function can be
pipchined and, steps from different test functions (test blocks) can be concurrently
executed if there are no resource conflicts In both, block test scheduling and test
prpelining approaches, block-tests and test steps, respectively, have their resource
sets used to build up test schemes or paths Depending on the TDM selected, once a
resource set 1s compiled for each test ¢,, then 1t 1s possible to define a compatibility
relation between tests [CY92]

In a resource allocation graph, a resource node that 1s connected to more than

onc test mdicates possible contention between the tests for use of that resource
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Figure 25 Resource Allocation Graph

For the design example taken from [CY92] and depicted 1n figure 2 4 the resource
allocation graph 1s depicted 1n figure 2 5 It consists of combinational logic denoted
by C, and registers denoted by R, A BILBO TDM 1s assumed and a scrial scan
path 1s available for imtiahizing TPGs and for observing the resulting signatures in
SAs The use of the resources m this structure can be llustrated, for example, by
test t4 of Cy, which uses as inputs the registers Ry and g and the register Ry as
output

Simce the test path for C4 has an output branch through Cs, there 1s in the
resource allocation graph an edge betwceen t4 and Cy as well Thus the resource sct
for tost t4 15 Ry, Rg, Ry, C4, Cs, and R; becausc of C5 The rcsource sct for test
t5 18 Ry, Rg, C4, R7, Cs and Ry Resources R; and Hg are mput resources to Cjy,
which 1s one of the mput resources for Cy during test ¢5 Furthermore, during the
test to of Cy, onc of the resources i1s Cs which overlaps Cy Cs 1s also 1n the resource

set of test t3

A parr of tests that cannot be run
concurrently, will be said to be incom-
patible Otherwise, they arc compati-

ble Each apphcation of time compat-

ible tests 1s called a  test session, and

the time required for a test session 1s
Figure 26 Test Incompatibility Graph referred to a5 test length  Such rcle-

tions can be represented by Test Com-
patibiity Graph (TCG) or by the complementary Test Incompatibility Graph (T1G)
(figure 2 6) In a Test Compatibility Graph (TCG) an edge 1s drawn between node
t, and node t, if test ¢, and test ¢, are compatible A TCG or TIG can be used
as a basis for scheduling the tests so that the total testing time 1s mmimized In

general, circunts fall into two classes circuits 1 which all tests arc equal in length
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and circuits in which the tests arc uncqual in length Based on this classification,
the following two problems may be stated Firstly, to find a test schedule such that
the total time to run all tests 1s mummum provided that cach test ¢, takes 1" units
of time to run completely Secondly, to find a test schedule so that the total time
to run all tests 1s mummum provided that a test ¢, takes T, umts of time to run
completely

A chigue 1s a maximal subgraph of a TCG and represents a maximal set of tests
which can be run concurrently When power consumption 1s also considered 1n the
scheduling of tests, the chique solution 1s not sufficient The nodes, or cquivalently
the tests, 1n the same clique arce time compatible only with respect to the resource
constraints They may not bc compatible from the power consumption pomnt of
view as executing all tests m the same chique might exceed the maximum power
limit imposed by the technology In such a case, they must not be scheduled 1n the
same test scssion

Tests ty, t2, , tp can run concurrently if and only if they form a complete
subgraph G, in the TCG [CKS88] A Concurrent Test Set (CTS) 1s a set of tests
which may be run concurrently improving the test parallelism Intuitively, 1 order
to obtain an optimal schedule, the number of CTSs should be as small as possible
The order in which the CTSs associated with different cliques G, are run s not
important from testing point of view, but might be important from power dissipation
point of view (sce scction 3 22) For tests which appear m more than one CTS, 1t
1s possible to delete all but one occurrence of such tests The decision to chiminate
redundant cxecutions of a particular test 1s usually dependent on the test control
implementation It 1s possible to exploit these duplicate test exccutions to reduce
ahasing 1 Signaturc Analyzers (SAs) [CKS88] For each execution of a test, a
different configuration of thc SA corresponding to a different polynomual can be

used This has been shown to reduce the probability of ahasing [WI95]

Rh(_,l Rb(_:2 REG3
[PrPG| | PRPG |"R"Gl # A higher-level approach can be found

\ m [LNB91, AB85b, HO94] where an I-
adder! CONPUCT adderz path based test methodology was adopted

v

A K-port was defined as an mput/output
IMISR] ]Mlsn P put/outp
REG3 REGS port of a kernel An I-path was defined
TEST PATH 1 TEST PATH 2

herc as a data path from a primary input
Figure 2 7 Hard Conflict Example
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or a register to a K-port or from a K-port to a primary output or a register so that
data can be transferred unaltered. A test session was defined as the execution of a
set of tests for some kernels. For each test session a test plan is required. This plan
specifies how to initialize test hardware, perform tests for kernels, and observe final
signatures. A K-port is said to be testable if it is covered by at least one I-path.
A kernel is said to be testable if each of its K-ports is testable and no conflicts
exist between the I-paths of its K-ports. Two I-paths are said to have a Forbidden
Conflict (FC) if they cannot co-exist in a testable design. Two I-paths are said to
have a Hard Conflict (HC) if they cannot be operated in the same test session. Two
I-paths are said to have a Soft Conflict (SC) if they can be operated in the same
test session but restrictions on their schedule exist.

In [OH97] HC occurs when one test
path uses a register as an Multiple In-
put Signature Register (MISR), while
another test path uses the same reg-
ister as a PRPG (see figure 2.7). The
FCs are considered HCs in [OH97] and
are no longer forbidden by using the
CBILBO registers. Then HCs between
test paths are structurally eliminated
by using either a BILBO or CBILBO

register, which acts as both Linear Feedback Shift Register (LFSR) and MISR.
In the same way a SC appears when two test paths share intermediate registers,

TEST PATH 1 TEST PATH 2

Figure 2.8: Soft Conflict Example

multiplexors, buses, or functional units at the same control step (see figure 2.8).
SCs are avoided by using test scheduling to exclude the concurrent execution of
the hardware-sharing operations. The use of test scheduling to avoid SCs results
in reduced testing throughput which can be alleviated through pipelined testing.
Partial-intrusion BIST given in [OH97] is such a test pipelining technique and is
described in the last paragraph of subsection 2.5.3.

2.5.3 Test Pipelining

In most cases, the processing of test vectors according to the test plan can be
pipelined through a circuit, thus reducing the total test time by increasing the
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throughput The manner of overlapping the processing of test vectors leads to the
concept of pipelined test scheduling or test pipelinang There are two approaches
known 1n the hiterature for test pipelining The first one 1s to schedule test steps for
already pipelined hardware architecturcs The second one is to pipeline test steps
for non-pipelmed architecturcs, such that no test resource conflicts are et

Scheduling tests for parallel and pipehined units differs from traditional multi-
processing and multipipeline scheduling m the following ways Firstly, the data
dependencies between consecutive executions of test functions are nonexistent in
test pipeline scheduling  For example, there 1s no data dependency between test
vectors Therefore, there 1s no concern with regard to precedence and order of ex-
ccution Secondly, the application of test functions 1s very repetitive, focusing on
scheduling repetitive actions instead of transient actions Thirdly, a test function
must be exccuted on the specific hardware block to be tested, whereas in traditional
pipeline scheduling the pipelined operations can be exccuted for different resource
allocation solutions Thercfore, allocation to parallel resources 1n test pipelining 1s
quite constramned However, 1f some resource allocation 1s required, 1t 1s assumed
to have been done prior to scheduling Finally, traditional static pipcline reserva-
tion tables and the associated state diagrams used to allocate hardware umts for
single pipelines become 1mpractical when deahng with multiple pipchne configu-
rations The conclusion of these differences is that traditional pipeline scheduling
approaches are not suitable for test pipeline scheduling As a conscquence, ap-
proaches specifically for test pipehne scheduling have appcared scheduling tests for
already pipelined units [SK88, SK89, SK92] and test step pipelining [AB85a, AB86]

The approach proposed 1n [SK92] generates a test schedule for testing already
pipelned structures In order to achieve a mimimum overall testing time for multiple
test functions with multiple test steps, while retaining simple test control, the idea
was to partition the test functions into scts The test functions’ steps 1 a given
set were repetitively 1ssued with different test values until all test data had been
applied A conflict occurred in the test schedule when multiple imtiations of the
same or different test functions attempted to simultancously utilize any one resource,
1€, 1n the same clock period

In [AB85a, AB86] test step pipelining techmques were given that focused on
generating test functions with improved throughput The throughput improvement

was attempted by inscrting idie steps (No Operations NOPs) into a test function
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(a) Higher Throughput {b) Lower Throughput

Figure 29 Pipclined BIST Test Schedules

Mmimizing the overall test time was achicved however at logic level because the
test function application was rather detailed

Because pipchned testing enables multiple tterations of a test path to be exccuted
i parallel, 1t 18 possible for a conflict to occur when two different iterations of the
same test path share hardware at the same control step However, a conflict 1s
not caused when two 1terations share the use of a non-test register, as long as the
flow of test data through thc physical hardwarc componcents 1s not altered For
example, the test schedule for the BIST structurc m figure 2 3 1s given in figure
2 9 and 1t depacts the temporal sequence of test data propagation From figurc 2 9
1t can be scen that, since the two register storage operations are actually identical
operations m two different iterations of the same test path, the flow of test data
through the physical hardware components remains the same m both schedules
[OH97] demonstrated that a conflict 1s not caused when two 1terations share the usc
of a non-test register, as long as the flow of test data through the physical hardware
components 1s not altecred That 1s, the test vector m the aforementioned register
has to be constant This is the case in figure 2 9(a) where, 1n order to have a higher

tost throughput, reg; must have the same test vector valuc throughout the high
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throughput test In this case, because the value of reg; does not change, the two
PRPG registers to feed 1ts mnputs are useless (their content has to be constant),
while the adder +1 1s not tested wn this mode (only adders +2 and +3 are tested)
In order to also test adder +1, a lower throughput mode has to be employed (see
figure 2 9(b)), 1n which reg; 1s used as an un-conflicting test resource Thus, 1ts
content can be changed at each step permitting for the test of adder +1

In [OH97, HO94], pipelined testing was madc possible by the use of partial-
wtrusion BIST approach as illustrated mn figure 2 10(a) This 15 a widely used
HLTS techmque (sce scction 2 1), which assumes an mtelligent selection and trans-
formation of a certain number of registers mto BIST registers to mcrease design
testabihty The rest of the logic 1s tested without reducing test throughput by
using the non-test registers to propagate test data and pipeline 1t this way The
sclective BIST intrusion 1s driven by the fault-coverage/arca-overhead ratio nitially
given to be achieved By using simple registers to store intermediate test values,
test pipehning was cnabled because each test path could be segmented into time-
discrete stages In the case of figure 2 10(a) partial-intrusion BIST also reduced the
need for test register msertion because the stimuli for a test stage could be supphed
by the previous stage rather than a test register A pruning approach was employed
to perform a gradual scheduling, incrementally removing scheduling options The
algorithm 1n [HO94] was a repetition of threc steps conflict cvaluation, conflict
avoidance, and unfeasible test option pruning They defined a  lequtvmate BILBO
embedding (sce figure 2 10{b)) as a structurc consisting of a kernel, a driving path

for cach mput port (kernel port or K-port) and a receiving path for each output port
of the kernel The conflict was modelled here like 1n [LNB91, AB85b] (sce subsection

(a) Pipelined Testing Through REG {b) BILBO Non-pipelined Testing

Figure 2 10 Partial-Intrusion BIST Approach
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252) Two cmbeddings were considered  fully compatible 1if the I-paths between
them did not have conflicts They could be executed i the same test session to
reduce the total test time When the I-paths between two different embeddings had
SCs, rescrvation tables for their test plans had to be analyzed to obtain the test
time for exccuting them in one test session, and the test time for executing them
m scquence If the former was shorter, these two ecmbeddings were called partially
compatible Only fully and partially compatible embeddings were considered for

concurrent execution

254 Block-Test Scheduling

UNIT TO TEST E
PROCESSOR P1
["] [processor p2 te
DATAPATHD
— [ProOCESSOR P3]
5
5 [PrROCESSOR P4]
moiexerms] | (511 PROCESSOR P4 @ @ e
w [}
SHIFTER S § "
PROCESSOR Pn @ @
CONTROLLER C CONTROL UNIT U
sz | © ® ® ® ©
(a) Block Dragram of the Unit (b) Partial Testing Hierarchy

Figurc 2 11 Block Test Hicrarchy to Schedule

As a parenthcsis, one can say that BIST scheduling 1s applicable to both test
pipclining and block-test scheduling, where blocks are considered BILBO sandwiches
and are the lowest level blocks in the test hierarchy RTL 1s the lowest level consid-
ercd for block-test scheduling in a hicrarchical test model In figure 2 11 a gencral
perspective of the overall parallchism and the corresponding herarchical model for
block-test scheduling 1s presented The block diagram of the structure to be tested
may nclude bus clements (bus B), proccssors (Py, P2, P3, , P,) and an overall
control unmit as m figurc 2 11{a) Morcover, cvery processor can contain a data-
path, a local controller, a bus mterfacc and memory (register file) Furthermore,
the datapath can consist of functiona) clements (ALU, shifters, coders/decoders),
multiplexors, status registers The test schedule of the cntire unit 1s the result of

parallchsm mmvestigations carried out for each block of the test hicrarchy given in
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figurc 2 11(b) Each tcst tx n figurc 2 11(b) represents the test of block X from
the blockwise hicrarchy depicted mn figure 2 11(a) Some of the known approaches
proposed for the block-test scheduling problem are presented next

In {KS82, CKS88, CY92] compatibility rclations between complete test scquences
for different hardware blocks were derived based on the total absence of resource
conflicts 1n the execution of the tests Heuristic-based algorithms using classical
graph colouring were employed to generate test schedules The work presented
in [SW94] assumes that during HLS or during top-down design, test circuitry has
alrcady been added at the RT level, and the circuit has been segmented into subcir-
cuits that are surrounded by test registers Block-tests are considered as test units
to be clustered m test sessions if they arc compatible Compared with other similar
approaches, the block-test approach given i [SW94| takes mto consideration the
precedence relations (precedence tree) between block-tests  In order to mimimuze the
number of test scssions, the set of test units must be clustered 1nto a minimal num-
ber of subscts with pairwise compatible test umits A similar approach was found n
[OH93], where a HLS system was extended to include BIST test path gencration for
test apphcation time minimization The approach minmimizes the test apphication
time, firstly by mimmizing the test application time of cach individual module to
be tested, and, secondly, by maximizing the concurrency between the testing of dif-
ferent paths Another block-level approach was formulated in [BKH97] to deal with
the scheduling problem for equal and unequal length tests A clique partitioning
method was described there to schedule the tests in the datapath having the control
part logic synthcsized alrcady

In the block-level approaches mentioned above, the solution to the test schedul-
g problem 1s more or less based only on theorctical analysis From an implcmen-
tation point of view, several parts of these test scheduling algorithms, cspecially,
the 1dentafication of all cliques 1n o graph and the covering table mimimization tech-
nique, belong to the class of NP-complete problems Therefore, heuristic-driven
algorithms must be employed to obtaimn practical and ncar-optimal solutions Even
though the schedule mn [CSA97] 1s proved to be the optimum test schedule, no suit-
able practical algonthm for the test scheduling problem has yet been implemented
Moreover, the approach theorctically given i [BKH97] does not suggest any pos-
sible practical solutions for the proposed algorithms, while the level of abstraction

of the considered intermediate circuit design 1s a mixed RTL/gate level one mixed
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RTL/gate lcvel datapath and gate-level control

255 Test Scheduling Heuristics

In principle, the search for an optimal test schedule requires a complete scan for all
possible sequential and concurrent combinations of test functions 1n different test
sessions The outcome of the scan 1s obviously limited between scrializing the 1ssu-
ing of all test functions and finding the best possible parallel 1ssuing that saturates
the system bottlenecks, 1 ¢, fully utilizes one or morce of the most constraining bot-
tlenccks of the system at the cffective test application time Therefore, the sum of
the application times of all the tests provides a loose upper bound on the total test
application time, while the maximum of the sums of the application times for tests
using a common resource provides a loose lower bound for the effective test applica-
tion time The test scheduling problem for test application time minimization with
or without power constraints 1s surcly an NP-complete task Different heuristics
have been proposed, bascd on the optimization approachcs presented next The
heuristics proposed early in htcrature to generate solutions for the test scheduling
problem have mainly been appled at gate-level [SK88, SK92, AB86] or for mixed
RTL/gate-level [BKH97] designs Lately, trends to higher-levels, RTL and algorith-
mic level, have emerged [OH97, CSA97, CKS88|

Two stepwise-improvement heuristic-based algonthms were employed as greedy
approaches 1n [SK92] The first one was applied to the equal test length scheduling
problem for test time minimization in pipeline structures [SK92} Some steps of this
heuristic are based on the partitioning approach The second stepwise-improvement
heuristic-based algorithm was apphed to the unequal test length scheduling problem
Even though this heuristic algorithm does not feature any hill-climbing mechanism a
scheduling history 1s kept for tabu labels on unsuccessful motions Reference [NA99]
used the tabu scarch-based heuristic to seck for BIST testable hardware solutions
with a primary goal of mimmizing test application time and to minimze BIST
hardware overhead as the secondary goal Then a graph partitioning algorithm was
employed to group modules of the same type that can be tested 1n parallel with
the same test resources  An nteger lincar programming solution was generated
mm [BWBMS92] for the test scheduling problem This one was used to partition in
scts the test plans such that the overall time overhead and area overhcad were

simultancously minimized
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Test compatibility partitioning was by far the most commonly used technique for
test scheduling In [CSA97] this approach was used firstly to schedule equal length
tests under power constraints by resource and power compatibility comphance The
test application time mimimization was carried out by a covering table minimization
techmque Secondly, in [CSA97, CY92], the scheduling of uncqual length tests under
power constraints was achicved agam taking mmto account the resource and power
compatibility and by employing the covering table mimimization technique

A compatibihty technque was proposed in [CKS88] to schedule cqual length
tests for test time mimimization A resource compatibihity graph was constructed
and a graph colouring technique was used for test application time minimization
Then the samce approach for scheduling unequal length tests was studied 1n order to
mimmize the test application time The unequal length tests set was transformed
beforchand 1nto a larger set of equal length tests [CKS88]

The problem of scheduling equal length tests was approached in [BKH97] by the
chque partitioning technique which was induced by the resource conflicts between
tests Then the scheduling of unequal length tests was tackled in [BKH97, SW94)
by chque (or chromatic) partitioning also 1nduced by the resource conflicts between
tests and test application moments Conflicts between tests can also be induced by
the conflicts between the control signals that are used to drive the RTL test paths
[BKH97] Two approaches were proposed in [CY92] The first one, called clustered
partitioning test scheduling was similar to the uncqual-length test scheduling de-
scribed above The second one, called non-clustered partitioning test scheduling
made usc of the idle times left in the clustered test-compatible sessions, when the
long compatible tests were still running while the short ones had completed The
same problem of wasting 1dle times within the clustered test-compatible scssions
was noticed m [X1a94|, thus a test subsession partitioning was proposed there The
1dca behind the subscssion level granularity was to get a finer gramed conflict model
betwecn test resources

A chque partitioning approach, based again on test resource compatibihty, was
proposed 1n [ABS86] as a solution to the test pipelining problem A weighted cluster
partitioning approach was used 1n {Che91] to cluster the block-tests 1n test sessions
by assigning a weight to each cdge in the compatibility graph The valuc of the
weight was used to sclect the best choice from a sct of equally viable candidates

The weight was given by the benefit of combining two block-tests 1n a test session
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Compatibility partitioning, bascd on maximum chique partitioning or mimmum
covering partitioning (graph colouring) algorithms, 1s an NP-complete problem The
graph colouring technique tries to colour each node 1n a graph such that no two ad-
jacent nodes (nodes with a common cdge) have the same colour The problem of
finding a mimimum cover of the Test Incompatibility Graph (TIG) 1s cquivalent to
finding 1ts mimimum colouring The sct of nodes having the same colour 1n a mini-
mum colouring of a TIG 1s analogous to the CTS described mn subsection 252 In
[CKS88, KS82], this problem has been solved using a suboptimal covering algorithm
Studics were performed for random test graphs These studics showed that cven
for a reasonable number of tests the required computation became cxcessive This
was primarily due to the very large number of chques generated, which produced
enormous covering tables These results prompted the need to find a heuristic that
can generate a good solution without cnumerating all of the chques of the TCG
In the following chapters a different model of the test scheduling problem 1s pro-
posed to cnable the development of heuristic algorithms Moreover, the heuristical

algorithms always keep the power dissipation under a given hmt

Scheduling Equal Length Tests

The procedure employed to carry out the search for scheduling cqual length tests

was presented 1 [KS82, CKS88] as consisting of the following steps
1 construct the TCG of the circut,

2 find G, the set of all chques of the TCG Let G = {G1,G2, ,G,}, where
each G, 1s a clique of the TCG

3 by using a covering table, find a mimmal subset S of G such that UG, =
{ti,t2, ,t4}, the sct of all tests in the TCG,

4 schedule all the tests 1n each G, from S to run concurrently The total testing
time 18 | S | *x T, where | S | denotes the size of the set S

Scheduling equal length tests has been formulated then at RT level [BKH97],
but 1t actually was apphed at a mixed RT - gate level However, 1t is very similar to

the approach detailed above The BIST methodology has been presumed as well
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Scheduling Unequal Length Tests

In the unequal length test problem,
a test U requires Ti units of time to run
completely. Moreover, if two tests t\
and t2 can run concurrently and T\ >
T2, then both t\ and t2 are initiated si-
multaneously and ;2 will finish before t\.
Consider now the TCG shown in figure
2.12 which is taken from [CKS88, KS82] Figurc 2 12; Unequal Length TCG
as an example. Suppose that the time
for the completion of each of the tests is T\ —T3 = Ts5= 2T, T2=T4= Te= T.
Three possible schedules for this example are depicted next.

Figure 2.13: Nonpartitioned Testing

For the first case, suppose test t2 can be modified to take 2T units of time to
run completely or alternatively t2 can be stopped and its results saved. Thus, only
on completion of all tests (t\, t2,ts) can the analysis of all tests’ results be internally
performed by a local controller or externally performed after the results have been
accessed. This approach is called nonpartitioned testing in [CKS88, KS82] and is
depicted in figure 2.13.

Figure 2.14: Partitioned Testing with Run to Completion

If local test analysis hardware exists internally, then local control can be provided
to process each test independently. Therefore, in such an environment, t\ proceeds
uninterrupted while a new test, say  which is compatible with t\ (;5 is incompatible
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with ;) can be mitiated However, 1t 1s important to note that cach tcst once
mitiated must run to completion This approach 1s called partitioned testing with
run to completion 1 [CKS88] and 1s given in figure 2 14

The third possibility exists if a mechamism which permits storing and restoring
of test state 1s available Tests ¢y and ¢3 are interrupted upon completion of test #g,
the results of test ¢ along with the status of tests ¢y and t3 are saved The results
of £, can be analyzed and a new set of tests can be started Figure 2 15 depicts the
casc when test ¢; needs only be restarted from its interrupted state after restoring
1ts status at interruption while the unfimshed scgment of 3 1s completed at a later
time This approach 15 called partitioned testing i [CKS88]

Figure 2 15 Partitioned Testing

In the above cases 1t was assumed that the timce spent in saving and restoring
of the partial state and results of a test and the time spent 1n the comparison of
results 1s negligibly small compared to the duration of any segment of the test If
the time overhead due to interruption is not small, then such time should also be
added to the total time for testing [CKS88] Moreover, in the previous sections
most of the testing was considered to be applicd to kernels Kernels were usually
considered functional logic However, an additional set of tests must be applied to
registers and switching umts (multiplexors) {OH97)

The theoretical approach enunciated in [BKH97] to give a solution to the schedul-
g problem with uncqual length tests, was to introduce a coeflicient & < 1 and
break the longest length test £,,4, of a compatible clique into smaller length periods
t = k * tmqee and spread the other compatible tests over these time slots (new test
sessions) Figure 2 16(a) depicts an example of a test scheduling result gencrated
by scheduling 1n a classic manner uncqual length tests With the new heunistic,
the result was that shorter length tests were sequentially exceuted i parallel with
longer length test (see figure 2 16(b)) The benchit resulted 18 a morc balanced
schedule 1 terms of power consumption with less idle time This 1s the goal of

the work presented 1n this thesis, but a power dissipation constramnt 1s taken into
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considcration as well However, the scheduling algorithms arc based on a process of
trade-off between tests’ power/concurrency and the total test apphication time  As
1t can be noticed 1n figure 2 16(b), tests ¢, t3 and ¢4 are run 1in parallel with test ¢,
but the Total Test Application Time (TAT) has increased from T'AT = Ty in figure
2 16(a) to TAT =Ty + T3 + T4 n figurc 2 16(b)

4 h t t t
& 2 3 4
t3
FR—
T time T time

-+ttt +——t—t—tt—t—t—t— "
(a)} Unbalanced Test Schedule (b) Balanced Test Schedule

Figurc 2 16 RTL Test Schedule Solutions
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Chapter 3

PTS Problem Scope

The VLSI/SOC test problem 1s very complex and not practical to be dealt with at
low levels  Test application tume 18 one aspect of any test strategy which deserves a
sustained focus since 1t obviously affects the turnaround time (because the produc-
tion test time increases along with the test application tume) The heat dissipated
during test application has started to heavily influence the design of test methodolo-
gics for large circuits It was reported in {Zor93] that one of the major considerations
in test scheduling was the fact that heat dissipated during test apphcation can be
significantly higher than that during circuits’ normal operation This 1s because one
of the goals of testing optimization 1s to minumize test application time, thus the
test scssion parallchsm 1s high  There 18 a high probability that high power con-
sumption spikes of several tests could overlap and, therefore, power-conscious ways
of scheduling them are to be sought Test application scquences that minimize the
total test time while keeping the power dissipation under a limit should be searched
for

The approaches proposed 1n this thesis solve the so-called unequal-length block-
test scheduling problem [CKS88J, becausc 1t deals with tests for blocks of logic,
which do not have equal test lengths It 1s meant to be part of a system-level block-
test approach to be applied on a modular view of a test hicrarchy The modular
clements of this hicrarchy could be given mn any HLS domain, between the system
and RT levels (scc figure 3 1) subsystems, backplancs, boards, MCMs, Intcgrated
Circuits (IC)s (dics), macro blocks and RTL transfer blocks The lowest level block
the test hierarchy accepts 1s RTL, and at this level it 1 assumed that a test-step level

scheduling (sce subsection 2 5 3) has alrcady becn carried out Generally speaking
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Figure 3.1: Example of System Under Test

any node in the hierarchy (apart from the leaves) has different subnodes. Every
test node U is characterized by a few parameters, which are determined after the
test scheduling optimization has been applied on the node. These features are given
in figure 3.2: test application time Tj or Test Length (TL), power dissipation Pi,
and test resource set i”. This approach assumes a bottom-up traversing of the test
hierarchy within a divide and conquer strategy. Thus, in this thesis it is assumed
that the parameters of the RT level block-tests have already been optimized by
test-step level scheduling approaches. Furthermore, the parameters of higher-level
blocks are optimized by the algorithms proposed in this thesis by making use of the
parameters of their sub-blocks. An expanded tree growing technique is employed
here to generate the block-test schedule profile at any node level above the RTL
one. This is carried out in order to minimize the overall test application time while
analyzing and optimizing as much as possible the characteristics of power dissipation
during testing.

The first section of this chapter describes the problems of system testing and the
approaches currently employed to solve them. Emphasis is placed on the core testing
techniques and core related scheduling approaches. Then, the second section gives
a brief survey of the power-conscious test parallelism techniques. Here, a closer
picture of the previous work on power-constrained test scheduling algorithms is
taken. Finally, the model proposed for the aforementioned system testing problem
under power constraints is described. The proposed power-test model is an efficient
straight-forward description of the hierarchical system testing in terms of power,
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TIME LENGTH POWER DISSIPATION
RESOURCE SETS:

Ri Ro
Figure 3.2: First Example of Node Under Test

test length and test resources. Efficient algorithms are then proposed in the next
two chapters based on this power-test model.

3.1 System Testing

Since the size of today’s digital SOC designs are well beyond the capabilities of
most design teams, the effective use of such large capacities suggests, even demands,
the ability to reuse existing designs [And97]. Nowadays the industry community
provides reusable cores to their customers. A core is typically a hardware descrip-
tion language model of today’s standard ICs, e.g., Digital Signal Processor (DSP),
Reduced Instruction Set Computer (RISC) processor, Dynamic Random Access
Memory (DRAM). Such cores may be available in synthesizable RTL (soft) form,
gate-level netlist form (synthesized RTL or firm form), or layout-level “hard macro”
form [Zor97]. Thus, the core synthesis and its testing are two topics under sustained
research lately.

In system testing a core should be well characterized with respect to the test,
power dissipation during test, and fault coverage. The core internal test prepared
by a core creator needs to be adequately described, portable and ready for plug and
play, i.e. for interoperability, with the SOC test. In order to have an interoperable
internal test of a core, it needs to be described in a commonly accepted standard
format. Such a standard is currently being developed by the IEEE P1500 [Zor97].
In addition to the test integration and interdependence issues, the SOC composite
test requires adequate test scheduling. The scheduling is needed to meet a number
of system level requirements, such as total test time, power dissipation limit and
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arca overhead Also, test scheduling is necessary to run intra-core and inter-core
tests 1n a certain order, so as not to impact on the testing contents of individual
cores or modules The ntra-core testing follows 1n principle the well-known testing
methodologies (¢ g, BIST) proposed so far

Intercst n MCMs has latcly grown rapidly as the benefits in minmatunzation,
higher performance and rehabihity continue to be demonstrated in a wide range of
commercial and military electronic products The production test and field test of
huge MCM designs could suffer from test application teme and power dissipation
(during test mode) points of view, unless they have been optimized during test
development Thus, the complexity and the dimensions of such electromc systems
hike MCMs determine the need for additional test application tuime optimazation
with power dissipation constraints

Most of today’s clectronic systems arc a big challenge for test designers For ex-
ample, taking the casc of the highly mntegrated switching system given in {Hug97],
which has up to 77 dense logic boards containing hundreds of high pin count VLSI
devices, the thought of testing that system can be compared to a bad dream This
kind of system can be thought of as a hicrarchical structure hike 1n figurc 3 1 start-
ing at highest level with backplancs, continuing downwards with boards, complex
VLSI circuits, MCMs, Apphication Specific Integrated Circuit (ASIC)s, embedded
cores, blocks, down to RTL transfer blocks Within the hierarchy, the most diffi-
cult elements to test are the complex VLSI and MCM clements which are a testing
bottleneck for big systems like the onc mentioned above This 15 due to the lack
of efficient solutions for interfacing the large BIST structures inside these elements

and the Boundary Scan (BS) structures around them

311 Core Testing

Cores may come with a wide range of functionalitics and in hierarchical compositions
hke the structure from figure 3 3 described 1n (Zor97} Becausc today’s VLSI chips
use multiple cores from different providers the testing problems and the power
dissipation during 1t are exacerbated The interconnection of cores within the chip
and the ability to perform an effective test on the final device are the two key 1ssues
that all corc users must face The test concurrency of a core-based system’s testing
depends largely upon the core suppher’s application wnterface, that 1s the set of

signals and resources by which the core connects to the rest of the chip
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Figure 33 A General Hicrarchical Test Structure

Furthermore, mn system testing, the fallure mechanisms differ from those 1n pro-
duction and the test timec and power requirements (e g for BIST) may be different
Hence, a core should be well characterized with respect to test, fault coverage and
power consumption (in both normal and test modes) Idecally, the internal test
should be a composite one, containing modular sections with different character-
istics This 1s fully achievable 1 a system consisting only of soft corcs, where an
overall test strategy 1s possible after optimizing the tests at every level of the sys-
tem 1 a bottom-up manner (RTL transfers, block level, IC level, chup level, MCM
level, SOC level) The most common methods supporting core test were given mn
[And97] This was mmplemented, firstly, by providing parallel multiplexed access
from chip pms to promote corc functional tests to run i the complete chup The
test concurrency was decreased when therce were more core I/O than chip pins or
when routing was complex The next step was to cncapsulate cores 1n a Jomnt Test
Action Group (JTAG)-hike boundary scan ring to run in parallel 1solated core tests
with little need for external support Finally, scan or BIST techmques werc uscd to
test each core and to provide mternal controllability and observability, and conncct-
g corc test paths together (possibly serially) Unless multiple cores can be tested
in parallel, system test time can be unacceptably long Fortunately, BIST is an
autonomous testing method and, thercfore, was considered 1deal for modular-based
systems [Zor97]

The core test scheme has to provide as well a modular interface to allow -
tegration of a hierarchical test control scheme and allow potential sharing of test

resources at higher levels [Zor97] In order to achicve high fault coverage with low
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area ovcrhead and low power dissipation for complex SOCs, a specific BIST tech-
nique 1s needed for cach module [Zor98] There arc BIST strategics hke the once in
[Zor90] which tried to solve this problem by utihzing a divide and conquer approach
to cnhance the overall controllability and observability However, this strategy was
still reported as having pending problems 1n 1solating and accessing the boundares
of the modules on one hand, and in automating the process of assembling the sct
of mter-module and intra-module tests in the complete chip, on the other hand
[Ben97]

Macro Test 1s an approach for testing ecmbedded modules as stand-alone units,
and hence 1s very suited to core-based testing From this point of view 1t 1s very
suitable for hierarchical approaches It supports every type of test access, including
parallel direct access, scrial scan and BIST, as long as the access 1s sufficient for
the particular module under consideration Macro Test 1s based on the following
concepts [ML99] A test 1s broken into a test protocol and test patterns, where the
test protocol describes how to apply the test patterns to the inputs and observe the
outputs of the macro under consideration Then a translation of macro-level tests
to IC-level tests 1s done by test protocol ezpansion Thus, Macro Test and test
protocol expansion are designed to support multiple levels of hierarchy in a design
This concept 1s useful for the approach presented 1n this thesis The various core
tests, once expanded to chip level, can either be apphed 1n a simple sequential order,
or scheduled by the test protocol scheduler (MA98] The test protocol scheduler
tries to exccute as many as possible of the various core tests i parallel in order to
reduce test time However, the power dissipation increase while reducing the test
application time was not taken mnto account

The test methodologies for SOC designs have sclected mostly hierarchical ap-
proaches to tackle the modular structures The approach proposed n this thesis
works with any core test standard because the cores are particular cases of design
blocks

312 Core Test Scheduling

For a core-based design, with a given set of cores, and given corresponding expanded
test protocols and scts of test patterns, test protocol scheduling (TPS) trics to
schedule the various expanded test protocols such that the total test vector sct of
the IC 1s mimmuzed [MA98] It was also proved there that the test scheduling at

\

DCU - December 2001




Core Test Scheduling 40

test protocol level offers a good trade-off between test vector set reduction and the
computational effort required to achieve this

[Cha99] proposed an optimal solution approach for the test scheduling problem
for corc-based systems 1t was based on a mixed-integer hinear programming model
However, this approach featured a non-polynomal complexity In order to handle
such systems, a shortest-task-first heuristic scheduling algorithm was proposed 1n-
stcad Given a sct of tasks (test sets for the cores), a set of test resources and a test
access architecture, the test scheduling solution mn [Cha99) referred to the problem
of determining start times for the tasks such that the total test application time
was mummized Other approaches like [Mea98, ZMD98] addressed the core testing
at system level by focusing only on the design of efficient test access architectures

[SDY98] addressed the problem of sclecting a test set for each core from a set of
test sets provided by the core vendor and scheduling these tests in order to mimimize
the testing time  Each test sct consisted of a subset of patterns for BIST and a subset
of patterns for external testing This approach requires the core vendor to provide
multiple test sets for cach core, with the test sets contamming varying proportions
of patterns for BIST and external testing The scheduling problem was formulated
as a combinatorial optimization problem and solved heunstically Two restrictive
assumptions were made tn this approach every core had its own BIST logic, 1c,
the BIST components of the test sets for any two cores could be assigned 1dentical
starting times, and external testing could be carried out for only one corc at a tumc,
1 ¢, there was only one test access bus at the system level

A simple greedy heuristic was also proposed for core test scheduling under power
constramnts 1 [LP99] Morcover, the same work was developed m [LP0Ob, LP00al,
as a techmque for test scheduling and design of test bus infrastructure at the same
time Test application time and test bus length and width were minimized while
constraints on power consumption and test resources werc considered That ap-
proach had two stages firstly, a greedy heuristic was repetitively used to select at
a low computational cost a non-optimal solution, then a simulated anncaling ap-
proach was uscd to optimize the solution Thesc algorithms took into account the
power dissipation during 1dle and active states of the cores during test application
However, the disadvantage of these core test scheduling approaches was that they

were aimed only at the particular casc of corc-only based designs
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3.2 Power-Conscious Test Parallelism

Power dissipation during test has not yet been thoroughly rescarched, though, 1n
recent years, portable and mobile communications have attracted the rescarchers
attention mn this direction For example, in the technological domain the proposed
solutions were to test with reduced operation frequency and to oversize power supply,
package and cooling to stand the incrcased current during testing A few structural
domain approaches tackled the power dissipation problem during test application at
logic level such as switching activity conscious ATPG, scan latch rcordering, test
vector reordering, and test vector inhibiting Unfortunately, the above approaches
arc not cfficient at high levels The only cfficient solution known at system-level 1s
to partition the system under test and propose an appropriate test planning and
scheduling for 1t {Zor93] (sce subsection 3 22) Nevertheless, not many practical
solutions have been found that arc able to solve the test scheduling problem under
power constraints at high level This thesis proposes a feasible solution m the next
chapters to sort out this problem Before that, this section describes the power
dissipation problem during test application and surveys the main techmques known
to have been applied 1n solving this problem Then, the focus will be on the previous

work on power-constrained test scheduling techniques

321 Power Mimmmzation During Test Application

The correlation between consccutive test vectors generated by an ATPG 1s very low,
since a test 1s generated for a given target fault without any consideration of the
previous vector 1n the test sequence It was observed that the ordering of both scan
flip-flops and the test patterns imfluences power and encrgy [DCPRI8, CD94c, DC94,
CD9%4a, CD94b, WG99, WG97b, WG97a, WG9S, WG94, CFN+98, CFN*99] Some
of the above techmques [WG98, WG97a, CD94d] were proposed for determimstic
test patterns, the rest were more or less aimed at BIST methodologies Apart from
the techmiques proposed at a higher level (by test scheduling), most of the above
techniques were given at logic level and can be classified 1into those that apply to
test-per-scan BIST schemes and those that apply to test-per-clock BIST schemes
In test-per-scan BIST, a test pattern 1s applied to the CUT (via a scan chain)
cvery m + 1 clock cycles, where m 1s the number of flip-flops in the scan chain

The response 18 captured mnto the scan chain and scanned out during the next m

DCU - December 2001



-

Power Minimization During Test Application 42

clock cycles while the next test vector can be scanned in simultancously Several
low power testing strategies were proposed for scan-based BIST In [HW98], the
authors proposed a modification of the scan ccll design in such a way that the CUT
mputs remained unchanged during shift opcration This novel design for scan path
clements allows significant cnergy savings compared to a standard scan-based BIST
scheme In [WG99] a low-transition random pattern generation techmque was pro-
poscd to reduce signal actwvity in the scan chain A k-mput AND gate and a T
latch were used to generate gh correlation between neighboring bits in the scan
chain, thus reducing the number of transitions and hence the average power In
[GW99] 1t was proposed to combine the toggle suppression techmque from [HW98]
with the usc of additional logic in the scan path design for suppressing random pat-
terns which did not contribute to the increasc of fault coverage Weighted Switching
Activity (WSA) was used in [GW99] as a metric for encrgy consumption since 1n
static Complementary Metal-Oxide Semiconductor (CMOS) arcuits the switching
contributes to over 90% of the total encrgy consumption [DM95)

A post-ATPG phase was proposed to reduce power dissipation for full-scan
[CD%4c, CD94a, CD94b} and for pure combinational [DC94] aircuits [DCPRI§]
used a transition graph for low power consumption in scan circuits and combina-
tional circuits In the full-scan case, first of all, a fixed scan-latch ordering was
assumed and a test-vector ordering was computed, by a greedy heuristic, m or-
der to mimimze the power dissipation during test apphication Then two heuris-
tics (random ordering heuristic and simulated anncaling) were used to minimize
the power dissipation by both, the scan-latch ordering and test-vector ordering
Finally, switching activity was mhibited 1n the embedded combinational logic by
circutt disabling methods while the test values were scanned-in and scanncd-out

In test-per-clock BIST, the outputs of a test pattern generator are directly con-
nected to the inputs of the CUT At each clock cycle a new test pattern 1s apphed
and the responsc 1s loaded into the response analyzer Switching activity in the
CUT can be reduced by gencrating test vectors from TPGs that cause less tran-
sitions at circuit mputs In this sense, [WG97b] proposed a BIST stratcgy based
on two diffcrent spced LFSRs Their objective 1s to decrcase the overall intcrnal
activity of the circmt by connccting inputs with clevated transition density to the
slow LFSR This approach reduces the average power consumption with no loss of

fault coverage, but not the same 1s guarantced to be happening with the peak power
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consumption In order to minimize the cnergy dissipation during test, [GGLP99a]
proposed a resceding scheme together with a vector inhibiting technique to tackle
the incrcased activity during test operation of hard-to-test circuits that contain
pscudo-random resistant faults An enhancement of this technique is proposed 1n
[MGF*99] where the filtering action 1s extended to all the non-detectmg vectors of
the pseudo-random test secquence However, these techniques do not prevent the
circuit from an excessive peak power consumption either A different technique was
proposed 1n [GGL199] 1n order to reduce the cnergy consumption by cleverly sclect-
ng the parameters (sced and polynomial) of the LFSR TPG The work 1n {ZRB99)
modifics the LFSR by adding weight sets to tunc the signal probabilitics of the
pseudo-random vectors in order to decrease the encrgy consumption and increase
the fault coverage Unfortunately, the area overhead imposed by the weighted TPG
may represent a severe hmitation for the use of this approach In [GGLP99aj, a
test-per-clock BIST that can reduce overall energy consumption during cntire tcst
application time was proposed This technique also fails to consider power dissipa-
tion spikes which can damage the CUT 1n a short period of time Furthermore, 1t
15 not applicable to test-per-scan BIST

The term adjacency test was first mntroduced n the context of pseudo-exhaustive
BIST [CK85] It mcans that only a single transition 1s apphed at the primary
mputs of the CUT at each clock cycle of the test session In other words, 1t means
that the Hamming distance between vectors of the tcst scquence 1s always onc
[CFN*98, CFN*99] It was proved in [GLPS98) that there 15 a strong correlation
between the Hamming distance of vectors of a given test sequence and the switching
activity induced 1 the CUT

A BIST pseudo-random pattern generator for test-per-clock was designed n
[GGLPO0] to reduce average power and peak power It consisted of an adjacency-
based TPG plus a conventional pseudo-random TPG (1e a LFSR) Each test
pattern generated by the mixed TPG was thus composed of two parts in one part
only onc bit was changed and, 1n the second part bits were randomly gencrated from
the LFSR. The 1dea behind the use of such a structure 1s to reduce the number of
transitions on prumary mputs for each clock cycle of the test application session
Thus, only for the primary nputs nceding a high fault coverage a LESR was still
used

[GGLP99b] proposcd a test vector reordering technique for a given test sequence
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i order to minimize the average and peak power during test operation The tech-
nique considered combinational or full scan scquential circuits and did not modify
the mitial fault coverage The techmque procecded as follows Firstly, an initial
determimstic test sequence for the considered CUT was denved from an ATPG
program Next, from the signal transition probabihity on primary inputs calculated
from the mitial test sequence, the transition density was computed at cach wnput

ATPG for the mmmmization of hecat dissipation during test application was pro-
posed for combinational [WG98, WG97a) and scanned (WG94| circuitry Test vec-
tors generated by the proposed ATPG were shown to decrease heat dissipation
during test application by a sigmificant factor Three cost functions, namely, transi-
tion controllability cost, transition observability cost, and transition test generation
cost were defined to be employed by the ATPG proposed for combinational circuitry
The ATPG proposed in [CFN198, CFN"99, WG94] reduced heat dissipation dur-
mg testing of sequential circutts with full-scan by exploiting all don’t carcs that
occurred during scan shifting, test application, and response capture in order to
munimize switching activity in the CUT For the completely specified test patterns,
papers [CFN*98, CFN*99] modeclled the solution space as a Euchdian Travelling
Sales Person (TSP) which 1s NP-hard, but several existing efficient polynomial-time
approximation algorithms could be applicd On the other hand, the approach in
[WG94] used an 1terative improvement bipartitioning algorithm to assign values to
the don’t cares so as to maximize the blocking of unwanted transitions

A gate-level low-energy BIST strategy based on circuit partitioning was pro-
posed 1n [GGLP99¢] The strategy could be applied to both test-per-clock and test-
per-scan BIST schemes and consisted of partitioming the original circuits mto two
structural subcircuits so that cach subcircuit could be successively tested through
two different BIST sessions By partitioning the circuit and planning the test ses-
sion, the switching activity mn a time interval (1 e the average power dissipation)
as well as the peak power consumption were minimized Moreover, the total energy
consumption during BIST was also reduced since the test length required to test

the two subcircuits was roughly the same as the test length for the original circuit

322 Power-Constrained Test Scheduling

The absence of resource conflict for a pair of tests docs not mean these two tests

can be apphed concurrently, because the total power consumption must not exceed
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the maximum power limit 1n order to guarantce proper operating conditions during
test and thereafter For example, memorics are orgamzed nto blocks of many hxed
sizes Under normal system opcration, cxactly onc block 1s activated per mem-
ory access whilec other blocks are in the power-down mode to minimize the power
consumption In the testing cnvironment, however, 1 order to test the memory
system 1n the shortest possible time, 1t 1s desirable to concurrently activate as many
blocks as possible provided that the power consumption himit of the system is not
cxceeded Another example 1s the testing of MCMs An attractive approach for
testing MCMs 1s to use BIST blocks executing 1n parallel Under normal operation,
blocks are not simultaneously activated and hence, the mnactive blocks do not con-
tribute significantly to the total power dissipation However, a concurrent execution
of BIST 1n many blocks will result 1n high power dissipation which might exceed the
maximum power dissipation limit To cnsurc the rehability of the system, exccution
of the sclf-test blocks must be scheduled 1n such a way that the maximum power
dissipation hmit 1s not exceeded at all times during test

The power dissipation requirements can be satisfied during test apphcation in
several ways For the test scheduling problem at least two solutions exist [CSA97]
clock(s) can be slowed down to reduce the avcrage dynamic powcr dissipation, or
the tests can be exccuted in sequential order such that no two tests are overlapped
in time These methods arc just two cxtremes n the attempt to reduce the power
dissipation during test apphication, both at the expense of the total test time A
better way of scheduling the tests would be to minunize the total test time by
maximizimg test parallehsm while satisfying the power constraints

Most of the proposed block-test scheduhng techniques address only logic-level
blocks 1n order to schedule for test time mimimization by using parallchism, or to
schedule for area overhead optimization by sharing test resources in data path blocks
[CKS88] Thesc techmques arc certanly vahd for logic-level or, at most, RT level
blocks Howcver, they cannot, for example, schedule BIST of blocks 1n parallel for a
complex VLSI device, due to their power and noise dissipation impact during BIST
exccution

The BIST scheduling approach given i {Zor93] was one of the first to take
mto account power dissipation during block-test schedulng It performed global
optimization considering also other factors such as block type, adjacency of blocks

(device floor plan), but the latter are usually unknown at high-level Moreover, in
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complex VLSI circuit designs, the block-test set 1s large and varics in test lengths
Therefore, this approach failed to provide any polynomial complexity algorithm to
solve this problem, focusing only on defining and analyzing 1t

The problem of mmimizing power dissipation during test application was ad-
dressed at hugher levels in [CSA97, CSA94] In [CSA97] the scheduling problem
of cqual length tests with power constraints was formulated The objective was to
find a power-constrained test schedule that covered cvery test in at least one test
session such that the total time required for testing was mimmum The solution
was obtained 1n two steps 1dentifying the solution space and then scarching the
solution space for an optumum solution For solution space identification the fol-
lowing defimitions were given Power Compatible Set (PCS) 1s a set of tests that
can be executed concurrently, 1 ¢, they are time compatible and satisfy the power
constramnts Mazimum PCS 1s & PCS to which no compatible tests can be added
without exceeding the maximum power consumption himit For the unequal length
test case the maximum PCS, dealt with in the equal length test case (sec subsec-
tion 2 5 5), was first expanded 1 order to cnlarge the solution space to include all
the possible optimum solutions for the uncqual length test problem under power

constraints

3.3 PTS Problem Modelling

The Power-Constrained Block-Test Scheduling (PTS) problem was first analyzed
in [CSA97] at IC level, but this was only a theoretical analysis It 1s, basically a
compatible test clustering problem, where the compatibility among tests 1s given by
test resource and power dissipation conflhicts at the same time However, the 1denti-
fication of all chques 1 the graph of compatible block-tests belongs to the class of
NP-complete problems, thus 1t 1s not practical An cxtended tree growing hcunstic
1s proposed mstead in this thesis together with classical scheduling algorithms to
decal with the PTS problem The approach has a polynomial complexity, which 1s
very important for the efficiency of the system-level test scheduling A constant ad-
ditwe model 1s employed for power dissipation analysis and cstimation throughout
the approach and 1t will be described next The proposed approach belongs to the
so-called unequal-length block-test scheduling class, because 1t deals with tests for

blocks of logic, which do not have equal test lengths The order of the tests within
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the test sets of the various modules in the circuit 15 not considered 1n this approach
The test scheduhng discipline assumed here 1s the partitioned testing with run to
completion dcfined in [CKS88] (sce subscction 2 5 5)

331 Hgh-Level Power Dissipation Estimation

Five parameters are important to cvaluate the power propertics of a BIST archi-
tecture Most of them arc cnumerated in [GW99] The consumed power (cncrgy)
directly corresponds to the switching activity and has an impact on battery hifctime
and junction temperature during testing It 1s obtained by integrating power on
a cycle by cycle basis over the test application time The #time-averaged power
(average power) 1s the consumed power divided by the test time This parameter
1s 1mportant as hot spots and rehability problems may be caused by constantly
hgh power consumption The mammum power (peak power) corresponds to the
highest power consumption value during the test time If the maximum power cx-
cecds certain limits the functionahty of the circuit may be affected temporarily or
cven permanently This parameter 1s used to size power buscs to meet worst casc
noisc margms The Root Mean Square (RMS) power 1s used for circuit sizing to
meet clectromigration guidcelimes The nstantaneous power 1s used to determinc
the allowable parasitic inductance prescented in the device These values are used
for the mimimization of ground bounce effects

The nstantaneous power, p(t), 1 the power dissipation at any time mstant ¢
p(t) = o(t) x v(t), where 2(¢) and v(¢) are the mnstantancous current and voltage
m the circmt  The voltage 1 general docs not vary and 1s cqual to the power
supply, 1€ v(t) = Vyu I p,(t) 15 the imnstantaneous power dissipation of test ¢, and
p,(t) 1s the mstantaneous power dissipation of test ¢,, then the power dissipation of
a test scssion consisting of just thesc two tests being overlapped 1s the sum of the
mstantancous power of test ¢, and ¢, as can be secn n figure 3 4 depicted 1n [CSA97]
Usually this instantaneous power is constrained so as not to excced a maximum
power dissipation himut, Pr., However, in reality the mstantancous power for each
test vector 1s hard to obtain since it depends 1n a CMOS circutt on the number of
zcro-to-one and one-to-zero transitions, which mn turn could be dependent on the
order of exccution of test vectors (sce subscetion 32 1)  Consequently, different
test schedules will result 1n different instantaneous power dissipation profiles for the

same test In [CSA97], in order to simphfy the analysis, a fixed power value P, was
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Pmax

Figure 34 Power Dissipation as a Function of Time

assigned to all test vectors m ¢, such that at any time instant when the test ¢, 15 1n
progress the power dissipation was no higher than £

In this thesis the above described approach for power analysis 1s adapted to work
with the proposed PTS algorithms At high-level, accurate power cvaluation 1s 1m-
possible and the only solution 1s power estimation Thus, a constant additive model
1s cmployed for power cstimation A constant power dissipation valuc 1s associated
with each block-test ¢, The total power dissipation at a certain moment of the
test schedule 15 computed by simply summing the power dissipation of the running
block-tests The power dissipation P, of a test , could be estimated at a high-level
m three ways Furstly, P, can be defined as the average power dissipation over all
test vectors in £, This defimtion might be overly optimistic 1n the analysis of power
dissipation when many test vectors arc simultancously apphed, smnce the average
value cannot reflect the instantancous power dissipation of each test vector Hence,
1t might lead to an undesirable test schedule which exceeds the power dissipation
limut of the device at some time nstants Sccondly, P, can be defined as the maz-
vnum power dissipation (peak power) over all test vectors in t, This 1s the upper
bound power dissipation in ¢, and its defimition 1s pessimistic 1n this casc since 1t
chsallows two tests ¢, and t,, whosc peak power occur at different time 1nstants, from

being scheduled 1in the same test session as shown m figure 34 However, the test
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schedule obtained with this defimition guarantees the maximum power dissipation
limit of the device to be observed at all times Thirdly, an RMS power dissipation
can be employed when the mstantancous power dissipation 1s prone to power spikes
and a more accurate estimation i1s sought The RMS power formula 1s given n
cquation 31 The RMS power valuc 1s located between the average and maximum
power valuecs and 1t 1s sometimes called the effective power value The higher the
number of spikes in the power distribution, the smaller the difference between the
RMS and maximum power values Though, as 1t will be secn in chapter 6, the RMS

power valuc 18 usually closer to the average power valuc

81

3.3.2 PTS Problem Formulation

In the test environment, the difference between the above different power estimation
values for each test 1s often small [CSA97] since the objective 15 to maximize the
circuit activity so that the circuit can be thoroughly tested in the shortest possible
time This aspect 1s true especially with the approach proposed in this thesis where
the lowest level block considered in the test hierarchy 1s the RTL and, at this level
1t 15 assumed that a test-step level scheduling has already been applied Morcover,
using the approach proposcd herc to optimize the blocks i the test hierarchy from
the lowest level (RTL) to the top level (system level), the differences between the
power values could be further 1gnored That 15 because at each level, after the PTS
algorithm 1s applied, 1t 15 beheved that the aircuit activity (power consumption) 1s
maximized and balanced

Therefore, 1t 15 reasonable to define P, as the maximum power dissipation over
all test vectors in ¢, [CSA97] Hence, in the subsequent analysis, P, is assumed to be
the maximum power dissipation of test £, However, the statement of the problem
and the constraints given are independent of the method of assigning values to P,
for a test £, Thus, the power dissipation P; for a test scssion s, can be defined as
P,=3c s, P2, while the power constraint n test schedulmg as defined n [CSA97]
18 P, < Pne V7 To cnsurc the rchabibty of the system, the PTS problem
1s formulated as the approach used to schedule tests i such a way that the power

dissipation limit 1s not excecded at all times during test Basically, by test scheduling
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all the time compatible block-tests arc found and, their overlaying and/or sequencing
1s carried out with the goal of determining a sequence exhibiting a minimum total
test apphcation time When power dissipation 1s also considered 1n the scheduling of
tests, the block-tests scheduled 1n the same test session may not be compatible from
the power dissipation point of view, because, by executing all tests in the same test
subsession, the accumulated power dissipation might cxceed the maximum power
hmit imposed by the technology To overcome this problem an efficient scheme
for overlaying the block-tests, called extended tree grounng technique, 1s proposed
n the next subscction to work togcther with some classical scheduling algorithms
adapted in the next two chapters to find near-optimal solutions 1n a polynomial time

From this point, throughout the thesis, by test (when used) 1s meant block-test for

stmplicity

333 Tree Growing Techmque

Duc to the wide range of test lengths cxhibited by the block-test set applied to
a complex VLSI aircwit, 1t 1s possible to schedule some short tests to begin when
subcircuits with shorter testing time have fimished testing, while other subcircuits
with longer testing time have not (if they are compatible) The tree grounng tech-
nque given 1 [JPP89] 1s very productive from this pomnt of view That 1s because
1t 15 used to cxploit the potential of test parallelism by merging and constructing
the Concurrent Test Set (CTS) This 1s achieved by means of a binary tree struc-
ture (not nccessarly complete), called compatibilsty tree, which 1s based on the
compatibihity relations between tests

Nevertheless, a big drawback in [JPP89] 1s that the compatibility trec 1s a bi-
nary on¢ This limits the number of children test nodes that could be overlapped to
the parent test node to only two In reahty the number of children test nodes can
be much larger, as in the example depicted n figure 35 Therefore an Extended
Compatibility Tree (ECT), given by means of a generalized tree, 15 proposcd here
to overcome this problem The scquence of nodes contained 1n the same tree path
of an ECT represents an cxpansion of the CTS Given a partial scheduling chart of
a CTS, a test t can be merged in this CTS if and only 1if there 15 at lcast one tree
path P in the corresponding compatibility tree of the CTS, such that cvery test
contained in the nodes of P 15 compatible with ¢ The compatibility relationship

has thrce components Firstly, tests have to be compatible from a resources point
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of view. Appendix A gives a comprehensive analysis of the test resource compat-
ibility problem. Secondly, the test length of the nodes in a tree path have to be
monotonously decreasing from root to leaf. Thirdly, the power dissipation accumu-
lated on the above tree path should be less than or equal to the power dissipation
constraint Pmax-

A merging step example is given in figure 3.5. The partial test schedule chart is
given at the top, while the partially grown compatibility tree is given at the bottom.
Let us assume that tests t2, (3 and (4 are compatible with t\, while they are not
compatible with each other. Also assume that TI5 T2, T3 and T4 are, respectively,
the test lengths of tests t\, t2, ;3 and (4, and say T2-- T3 < T\. Finally, assume
that test ¢4 has to be scheduled in the partial test schedule depicted in figure 3.5(a).
As can be seen, there is a gap GAP\ given by the following test length difference:
GAPi = T\ —(T2+ T3). Thus, a merging step can be achieved, if T4 < GAP\, by
inserting ¢4 in the partial test schedule and its associated ECT as in figure 3.5(b).

The process of constructing CTSs is implemented by growing the ECT from the
roots to their leaf nodes. The root nodes arc considered test sessions, while the
expanded tree paths are considered their test subsessions. When a new test has to
be merged to the CTS, the algorithm should avail of all possible paths in the ECT.
In order to keep track of the available tree paths and to avoid the complexity of the
generalized tree travel problem, a list of potentially Expandable Tree Path (ETP)
is kept. This list is kept by means of special nodes that are inserted as leaf nodes
in each ETP of the expanded compatibility tree. These leaf nodes are called gaps
and are depicted as hatched or shaded nodes in figure 3.5. There are two types of
gaps. The first set of gaps (hatched) are those ‘rest gaps” left behind each merging
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Rest (Hatched) Gap

Shaded Gap

Figure 3.6: Test Scheduling Chart and ECT Example

step, as in the cases of GAP\ and GAP\ —t4 in the above example. They are
similar to the incomplete branches of the binary tree from [JPP89]. The second set
of gaps (shaded), are actually bogus gaps generated as the superposition of the leaf
nodes and their twins as in the equivalence given at the right in figure 3.5. They
are generated in order to keep track of “non-saturatcd” tree paths, which arc also
potential ETPs. By ‘non-saturated” tree path is meant any ETP with accumulated
power dissipation still under the given power dissipation limit. The root nodes (test
sessions) are considered by default “shaded” gaps before being expanded.

3.3.4 Power-Test Scheduling Chart

The test scheduling chart example given in figure 3.6 is the test schedule solution
generated by the List Scheduling Based PTS Algorithm (PTS-LS) (detailed in chap-
ter 4) on its application to the 20 Block-Test Set (BTS) depicted in figure 3.7 and
given in subsection 4.1.3. In order to have a more intuitive representation, the test
scheduling chart in figure 3.6 can be easily translated into a PTS chart in figure
3.8. This representation gives a clear view of the power dissipation distribution over
the test application time. The power-test characteristics of the schedule solution
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Figure 3.7: Second Example of Node Under Test

in figure 3.8(a) are given in figure 3.8(b). These characteristics are defined and
explained next.

3.3.5 Power-Test Scheduling Chart Characteristics

The characteristics of a power-test scheduling chart (e.g., figure 3.8(a)) are de-
fined as follows (see figure 3.8(b)): Test Length (TL), Maximal Accumulated Power
Dissipation (MPD), Average Power Dissipation (APD), Power Dissipation Disper-
sion (PDD), and RMS power dissipation (RMS). TL represents the total test ap-
plication time of the test scheduling solution. MPD is the maximum power dissi-
pation over the final power-test scheduling solution. APD is considered the ideal
MPD when all the ETPs exhibit the same accumulated power dissipation, that is,
the power dissipation is fully balanced over the power-test scheduling chart. It is
calculated with formula: APD = (J2iLPi *Ti)/TL. The rectangle given by APD
and TL would be the ideal power-test scheduling chart and, therefore, the ideal test
scheduling profile. PDD is directly proportional to the accumulated power dissi-
pation dispersion over the power-test scheduling chart, which is considered to be
given by the area left unused inside the power-test rectangle having MPD and TL as
sides. PDD is calculated as the difference between MPD and APD. RMS gives the
root mean square value for the power dissipation distribution of a scheduling chart
(see formula 3.1). All these power-test characteristics are used by PTS algorithms
(see chapters 4 and 5) to analyze and improve their scheduling solutions.

PDD - I\/IPD*TL_—I_L « -V MPD , MPD - APD

TL
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Figure 3.8: PTS Charts of PTS-LS Approach Solution
3.3.6 Adapted Classical Scheduling Algorithms

A clear parallel between the HLS scheduling problem and the power-constrained test
scheduling (PTS) problem can be noticed by looking at the similarities between the
c-steps in HLS and the test sessions (subsessions) in PTS, between operations (HLS)
and block-tests (PTS), and between hardware resource constraints (HLS) and power
dissipation constraints (PTS). Therefore, there is an obvious coincidence between
the process of assigning operations to c-steps (HLS scheduling) and the process of
assigning block-tests to test (sub)sessions (PTS). The biggest achievement of the
tree growing technique is that proven efficient HLS algorithms can be easily applied
to the PTS problem modelled as an extended tree growing process.

A classical HLS register allocation algorithm such as the Left-Edge Algorithm
(LEA) is firstly adapted in chapter 4. The approach, consisting of three algorithms,
is named Left-Edge Algorithm Based PTS Approach (PTS-LEA). The HLS List
Scheduling (LS) algorithm is employed in chapter 4 as a greedy List Scheduling
Based PTS Algorithm (PTS-LS). In PTS-LS, the next test session expansion is
carried out using a local priority function. The local priority function is given by
a system of two lists. The first one is the list of block-tests left at a ccrtain mo-
ment to be scheduled, which are ordered by the block-test mobility. The second
one is the list of test (sub)sessions to be expanded that are ordered by their ac-
cumulated power dissipation. Local priority functions do not render all the time
optimal solutions. Therefore, global priority functions are preferable. The main
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difference between List Scheduling (LS) and Force-Directed Scheduling (FDS) ap-
proaches 1s the forccasting ability of their priority functions A Force function s
cmployed 1n Force-Directed Scheduling Based PTS Algorithm (PTS-FDS) (sce chap-
ter 5) to steer the test scheduling so that the final solution has a more balanced
test power-dissipation  The Distribution Variance Based PTS Approach (PTS-DV),
given 1n chapter 5, 1s aimed at achicving a balanced schedule by merely assessing the
Power-Concurrency Distribution Graphs (PCDG) and the cffect of block-test /test-
subscssion assignments Unlike the PTS-FDS approach, the time consuming stage
of Forces calculations 15 avoided by using the Distribution Variance (DV) function,
resulting 1 a more computationally ctheient solution Finally, a mixed classical
scheduling approach 1s also proposed 1n chapter 5 1n order to improve the test con-
currency having assigned power dissipation hmits It 1s called Mixed LS - FDS Based
PTS Approach (PTS-LSFDS) In this casc a sequence of list and distribution-graph
based scheduling algorithms, mentioned above, 1s adapted to tackle the PTS prob-
lem Firstly, a PTS-LS algorithm 1s run 1n order to rapidly achicve a test scheduling
solution with a ncar-optimal test application time¢ Then the power dissipation dis-
tribution of this solution 1s balanced by applying a PTS-FDS algornithm

In conclusion the work described in this thesis comes as an answer to the call
for proposals enunciated 1n [CSA97] In the next two chapters algonithmic solutions

arc given to solve the PTS problem modelled 1n this chapter
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Chapter 4
List Scheduling Based Approaches

In this chapter two list scheduling based PTS approaches arc proposed and dctailed
The first approach 15 bascd on a left-cdge algorithm and has threc different imple-
mentations Then a hst scheduling algorithm 1s implemented to solve the same PTS

problem

4.1 Left-Edge Algorithm Based Approach

The PTS problem stated in [CSA97] 1s by far an NP-complete problem The goal
n this section 1s to project the Left-Edge Algonthm (LEA) [HS71, KP87| onto the
block-level test scheduling problem as a greedy approach The algorithm is supposed
to be apphed at the node level of the modular test hierarchy described in chapter
3 The LEA algonthm 1s well known for its application in channcl-routing tools for
physical-design automation [HS71] The goal of the channcl routing problem was
to minimize the number of tracks used to connect points on the channel boundary
Two points on the channcl boundary are connected with one horizontal (1 e , parallel
to the channcl) and two vertical (1¢, orthogonal to the channel) wirc segments
Since the channel width depends on the number of horizontal tracks used, the LEA
algonthm trics to pack the horizontal segments mto as few tracks as possible The
LEA algonthm was first applied in the field of high-level synthesis to solve the
register-allocation problem [KP87], in which vanable hfetime mtervals correspond
to horizontal wire segments and registers to wiring tracks The mput to the LEA
algorithm, given 1in [KP87), was a list of variables to be allocated with registers A

lifetime mterval, with start time and end time, was associated with each varable
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The hst of variables was sorted on two keys the start time of the variables as the
primary key to sort them in ascending order, and the end time as the secondary key
to sort 1n descending order the vaniables with the same start time The algorithm
had to run through the list of variables scveral times until all variables had becn
assigned to registers

The high level of stmilaritics between the register allocation task and the kind
of block-test scheduling problem tackled 1n this thesis led to the application of LEA
algornithm to the Power-Constramed Block-Test Scheduling (PTS) problem In the
PTS version of LEA algonthm (PTS-LEA) block-tests take the place of variables,
while the test sessions (subscssions) are the former registers Thus, the mput to
the PTS-LEA algorithm 15 a list of tests to be allocated to different test scssions
(subsessions) with the goal to minimize the total test application time, while kecping
the power dissipation within the given hmits The test resource compatibility 1s
compiled for cach test entry in the BTS table before the algorithm 1s run as n
appendix 7 3 3

The “variables hist” 1n this algorithm 15 a list of tests sorted by the following
two keys their test application time (test length) 1s used as the primary key to sort
the list in a descending order, and their estimated power dissipation 1s used as the
sccondary key to sort the tests with the same test application time 1n a descending
order as well During cach run through the list, tests arc assigned to test sessions
(subscssions) by gencrating other test subsessions m order to obtain better packing
density Throughout the algorithm, the power dissipation accumulated along each
test session (subsession) has to comply with the given power dissipation constraint
There arc three travel approaches that can be followed through the test scssion
hst The first onc assumes a travelling down through the test list once for every
gencrated gap (hatched or shaded, see subsection 3 3 3) until further merging cannot
be performed anymore within the cxastent gaps (test subscessions) This approach
uses cxactly the list travelling approach from the LEA algorithm Every newly
generated gap is considered a newly “allocated register” The second approach
assumes thc allocation of a new test session anytime a test from the list cannot
be assigned to the cxistent gaps The new test scssion consists of the test that
can not be accommodated within the existent gaps Every newly gencrated gap 1s
considered a ncwly “allocated register” as well The third approach 1s a mixture of

the two mentioned above The 1dea 1s to consider only the test scesions as “allocated
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registers” That 1s, once a new test session has been allocated, a run through the full
test list 1s carried out to check for the remaimng tests that could be accommodated
m the current sct of gaps A ncw test session 1s allocated only when there are no

more tests 1n the list compatible with the gaps existent in the current test session

411 Algorithm Pseudocode

PSEUDOCODE 1
osort all the tests by theirr mobility 1n two steps (test length, power dissipation),
ommtialize the GrowingTree and the GapsList,
owhile there are unscheduled tests { /*BlockTestList 1s not empty*/

o 1if (GapsList 1s empty) then {
— CurTest = head of BlockTestILast,
~ msert CurTest as the tail of GrouwngTree roots, /*new test session*/
— make CurTest “used”,
— remove CurTest from BlockTestList,
— generate a TuwnGap gap as the twin of CurTest,

— msert TwinGap mto GapsList, }/*if*/

e else {

CurGap = head of GapsList,

— CurTest = head of Comp Listcurgap,

while CurGap 1s the head of GapsList AND CurTest did not reach the end
of Comp L1stcyrcap {

* af (TCurTesL < TCurG’ap AND PDCurGap +PDCurTest < PDMAX AND
CurTest NOT “used”) then {

SCHEDULE(Cur Test,CurGap,GrowingTree,GapsList,
BlockTestList), /*schedules CurTest into the power-test scheduling

chart and 1nserts 1t into the GrowingTree, marks CurTest “used”*/
break,}

* else CurTest = CurTest — next, /*next in the Comp Listcyrgap™/
- } /*while*/
— 1f (CurGap 1s still the head of GapsList) then

/*1t means there are no compatible tests left for CurGap */

* remove CurGap from the GapsLast,

e } /*else*/ } /*while*/
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The pscudocodes of all three approachcs arc given below m this subsection The
data structures used to implement them are the following the GrowingTree to
model the ECT, the GapsLest to model the hst of potentially expandable gaps
(shaded and hatched gaps), and the BlockTestList to keep the ordered but not
yet merged tests CurTest 1s the test to be merged at cach iteration CurGap
1s the gap under focus at each 1teration 1n order to sce whether 1t 15 expandable
(compatible) with the CurTest In the pseudocode the term “used” means that
the test has alrcady been merged in the ECT TwinGap 1s the newly generated
shaded gap at cvery iteration 1t will not be inserted 1n the GapsLest anymore after
its generation if 1ts resulting compatibility list 1s null, 1¢ 1t will not be an ETP
RestGap 1s meant to keep the hatched gap gencrated at every iteration if 1t 1s not
null, 1e CurTest docs not cover completely CurGap, that 18 Toyurgep > TCurTest
Additionally, Tyode, PDnode and Comp List,oqg. arc, respectively, the test length, the
power dissipation and the compatibihity hist of the node, which can be cither a test
or a gap If a new gap (test subsession) 1s generated nside the current one, the new
one replaces the current gap in the GapsList and GrowingT'ree, and the procedure
1s repeated having a new GapsList The first approach of the PTS-LEA approach
1s given above

As can be figured out from the pseudocode itself, the algorithm is repcated
until all the tests in the mmtial BlockTestList are scheduled in the ECT If the
hist of currently available gaps (GapsList) 1s empty then a new test session (and
indirectly a new gap) 1s generated with the current test which 1s removed from
the BlockTestList 1f the GapsList 1s not empty then the first gap in the hst 15
taken for further expansion Its compatibility list 1s spanned starting with the test
exhibiting the lowest mobility (long test length and high power dissipation) The
first unscheduled yet test i the BlockTestLast which turns out to be compatible
with the current gap 1s scheduled 1n the Growing Tree generating two ncw gaps
(twin and rest) BlockT'estList and GapsList structures are updated then as well
If the current gap turns out to be uncxpandable 1t 1s removed from the GapsList
and the process 1s repcated for the next gap n the hst

The sccond approach of the PTS-LEA algorithm 1s following below  Its algo-
rithm 18 proven in chapter 6, by experimental results, to be the most different to
the first approach out of the PTS-LEA algorithms If in the first approach the algo-
rnithm was trying to find a block-test in the BlockTestList to be accommodated 1n
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the current gap, m the sccond pseudocode 1t 1s the other way around That 1s, for
the current test the algorithm tries to find a suitable gap to accommodatc 1t out of
the already existent oncs 1n the GapsList The algorithm 1s repeated for each test
left 1n the BlockTestList The SCHEDULE procedure 1s the same with the one
mvoked 1 the first pseudocode and will be detailed after the third pscudocode

PSEUDOCODE 2
osort all the tests by their mobility 1n two steps (test length, power dissipation),
cimtialize the GrowingTree and the Gapslast,
oCurTest = head of BlockTestList
owhile there are unscheduled tests { /*BlockTestList 1s not empty*/

o CurGap = head of GapsList,
e while CurGap did not reach the end of GapsList AND CurTest NOT “used” {
—of (Tourrest € TourGap AND CurTest COMPATIBLE comp listcurgay AND
PDCu‘rCap +PDCurTest < PDmaa:) then {

* SCHEDULE(CurTest,CurGap,GroungTree,GapsLast,
BlockTestList), [*schedules CurTest mnto the power-test scheduling

chart and 1inserts it into the GrounngTree, marks CurTest “used”*/

* break,}
— else CurGap = CurGap —> next, /* next m the GapsList*/
e } /*while*/
o 1If (CurTest NOT “used”) then {
— msert CurTest as the tail of GrowmngTree roots, /*new test session*/
— make CurTest “used”,
— remove CurTest from BlockTestList,
— generate a NewGap gap as the twin of CurTest,
— msert NewGap as the tail of GapsLst, }
o CurTest = the new head of BlockTestLust,

o} /*while*/

The third pseudocode approach, detailed below, 18 a hybrid of the first two

Here, both hists, BlockT'estlest and GapsLast, are run through at the same time
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For cach test in the BlockTestList a gap 1s sought in the GapsList to be expanded
with it

PSEUDOCODE 3
osort all the tests by their mobility 1n two steps (test length, power dissipation),
ommtiahze the GrowingTree and the GapsList,
owhile there are unscheduled tests { /*BlockTestList 1s not empty*/

o if (GapsList 1s empty (1nitiahized)) then {

— CurTest = head of BlockTestLust,

msert CurTest as the tail of GrowingTree roots, /*new test session*/

|

make CurTest “used”,

remove CurTest from BlockTestLust,

|

generate a TwinGap gap as the twin of CurTest,

msert TwinGap ito Gapslist, } /*1f*/
e for all the tests left in the BlockTestList {

— CurTest = head of BlockTestlast,
— CurGap = head of GapsLast,
— while CurGap did not reach the end of GapsList AND CurTest NOT “used”

{

* 1if (ToyrTest € TourGap AND CurTest COMPATIBLE Comp Listcurgap
AND PDCurGap + PDcyrrest < PDma:c) then {

SCHEDULE(CurTest,CurGap,GrowingTree,Gaps List,
BlockTestLast), /*schedules CurTest into the power-test scheduling

chart and nserts 1t into the GrowingTree, marks CurTest “used”*/
break,}
* else CurGap = CurGap — nezxt, /*next i the GapsList*/

— } /*while*/

— CurTest = CurTest — next, /*next in the BlockTestList*/
o } /*for*/
e update the GapsList,

o} /*whle*/
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The difference between the first and the third pscudocode 1s small, which will also
be proved experimentally In the third pseudocode a new test session 1s gencrated
only when therc 1s no test in the BlockTestList to be accommodated 1n any of the
available gaps (test subsessions) of the current test session to be expanded On the
other hand, i the first pseudocode a new test session 1s gencrated only when there
18 no test to be accommodated 1n any of the available gaps (possibly from different
test sessions) i the GapsList at each iteration However, the experiments prove n
chapter 6 the similanty between these two approaches, which also proves the fact
that usually most of the gaps available for expansion at cach 1teration belong to one
test session  This 1s not the case m the second pscudocode, which 1s experimentally
proved to gencrate most of the time better results than the other two approaches
This could be explained by the fact that the sccond approach can sclect the next
test-to-test subscssion assignment from a wider range of options (gaps belonging to

different test scssions)

SCHEDULE(CurTest, CurGap, GrowwmngTree, GapsLust, BlockTestList) {
o generate RestGap = CurGap — CurTest only if resulting TrestGap # 0

- TRestGap = TCurGap - TCuTTest?

- PDRestGap = PDCuTGu.p)

— Comp ListpestGap = Comp Listcurcaps

e generate TwnGap as the twin gap of CurTest,

— TruinGap = TCurTests

— PDryinGap = PDcurrest + PDcurGaps

— Comp ListruinGep = Comp ListcurreaN Comp LastcurGaps
e remove CurGap from the GrowwngTree,
e 1nsert CurTest and RestGap 1n place of CurGap, /*if TrestGap 1S NOt zero*/
e 1nsert TwinGap nto the GrowingTree as the unique offspring of CurTest,
e remove CurGap from the GapsList,

e INSERT(TwinGap,RestGap,GapsList), /*mserts the newly generated gaps into
the GapsList*/

e make CurTest “used” (merged),

e remove CurTest from BlockTestLast},
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The pseudocode of the SCHEDULE 1s given above The SCHEDULE proce-
dure schedules (merges) the current test into the GrowingTree, and subsequently
removes 1t from the BlockTestList As can be scen 1n figure 3 5 from section 3 3 3,
the merging step 1mplics the generation of shaded and hatched gaps The hatched
gap m the SCHEDULE procedure 1s called RestGap 1t represents the space (gap)
left behind cach merging step Therefore 1t inherits the accumulated power dissipa-
tion and compatibility list data from the former test subsession, but, on the other
hand, the test length 15 the rest of test time left after the merging step If the test
time lcft 1s null, there 1s no RestGap gencrated TwinGap represcnts the twin of
the just merged test and, therefore, their test length 1s the same TwinGap’s power
dissipation value 18 the sum of the power dissipation of the test scheduled in the
former gap and the power dissipation of the gap TwinGap’s compatibility hist 1s
the interscction between the compatibility hist of the previous ETP (gap) and the
compatibility list of the just merged test If the resulting compatibility List 15 null
1t means that the newly gencrated TwinGap 1s born “saturated” and there 15 no
pomnt to take 1t mto account for further expansion Thus, 1t 1s inserted into the
GrowwngTree, but not into the GapsList Another way of avoiding the useless
assignation of TwinGap to the Gapslast 1s to check the difference between the
power dissipation constraint and TwinGap’s accumulated power dissipation The
tests left unscheduled yet which have power dissipation characteristics higher than
this difference arc removed from TwinGap’s compatibility hist  If 1ts compatibility
list becomes empty after this step then the TwinGap 1s not inscrted in the GapsList
anymore

The INSERT procedure mentioned 1n the above pscudocodc 1s meant to update
the GapsLast anytime another gap 1s generated and mserted There arce five different

approaches which can be used to insert the newly generated gaps into the GapsLast

e the Most Recently Used (MRU) inscrtion - the newly generated gaps arc
mscerted at the beginning (head) of the GapsLast so that they would be the

first to be processed at the subscquent 1terations,

e the Least Recently Used (LRU) nscrtion - the newly gencrated gaps are -
serted at the end (tail) of the GapsList so that they would be the last to be

processed at the subsequent iterations,

e the In-Situ (INSITU) insertion - the newly generated gaps are inscrted right
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in the place of the gap cxpanded with the current test For cxample, if the
current gap 15 at the :** position in the GapsList then the newly gencrated

gaps (rest and twin) take up the 2** and ¢ + 1** positions n the list,

e thc Random (RAND) insertion - the newly generated gaps are randomly 1n-
serted 1n the GapsLlist This approach would resemble a simulated anncaling

approach 1f a smart search engine 1s employed,

o the ORD nsertion - the newly generated gaps are kept ordered in the GapsLast
by their power dissipation

However 1t should be mentioned here that, basically, different power-test schedul-
ing charts are obtained running the same algorithm by choosing different 1inscrtion
approaches for the GapsList This 1s due to the fact that the GapsList gives the
sequence of processing the gaps within the algonithm The MRU approach of the
INSFERT procedure 1s detailed next

INSERT (TuwinGap, RestGap, GapsLust) { /*mserts the newly generated gaps into
the GapsList*/

e nsert RestGap as the head of GapsList, /*If Trestcqp 15 not null*/

e sert TwinGap as the head of GapsLust,
/*1f Comp Lt pupncap 16 Dot null OR 1s not consisted of tests ¢,, such that PD;, >
PDposz — PDTmeaptht € Cmnp LZStTmeap*/}

412 Algorithm Complexity

The complexatics of all three LEA approaches 1s given next The complexity of the
first pscudocode 18 O(N?%) This 1s given by the two nested whale loops, onc to run
through the GapsList and another onc to run through the BlockTestList The
number of tests i the BlockTestList 15 mmtially N, but 1t decreases each step by
one Thcoretically, the number of gaps 1n the GapsList can be at most N for all
three pscudocodes, when either all the tests arc run sequentially or they are run all
concurrcntly and their test lengths are all different  These two extremes hardly ever
happen during the real test scts However, by the time the tests arc scheduled the
BlockTestLast 1s empty Therefore the order of computational complexity of O(N?)
18 too pessimistic for this algorithm  The complexity of the sccond pseudocode 1s

O(N?) as well In this case this 1s given by the two nested whale loops, one to travel
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inside the BlockTestList and the other one to travel inside the GapsList. The
arguments given above about the dimensions of the BlockTestList and GapsList
are true here as well. The complexity of the third pseudocode is 0(N 3) because
it contains three nested loops and each of them has a maximum length oi N. N
is the number of initial tests to be scheduled. The external while loop is used
to repeat the solution search until all the tests are scheduled. The middle for
loop travels through the BlockTestList for every newly generated test session. The
inner most while loop travels through the GapsList. However, the dimension of
BlockTestList is decreasing at each step and therefore 0 (N 3) is a pessimistic order
of computational complexity as well.

4.1.3 Test Scheduling Example

NO POAER

DISSIPATION

CGONSTRAINT
TOTAL TEST APPLICATION TIME

(a) First Approach - MRU Insertion (b) Second Approach - MRU Insertion
Figure 4.1: PTS Charts Without Power Constraints - 10 BTS

The following example should provide a deeper insight into the working and the
results of these three algorithms. Figure 4.1 depicts comparatively the power-test
scheduling results of the first and second pseudocodes generated without any power
dissipation constraint for the BTS given next. Suppose the following ten tests (10
BTS) are to be scheduled under an average power constraint (PDC = 12) with the
second algorithm using a MRU insertion approach and that their parameters are
specified in the order: power dissipation, test length and their compatibility list.

testi(power dissipation, test length, {compatibility list})
For simplicity reasons, the tests listed below are already ordered by test length
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and power dissipation keys as depicted mn figure 3 2 from chapter 3

£1(9,9, {t2, t3, ts, 6, ts, to })
t2(4,8, {t1, t3, t7, s})

t3(1,8, {t1, 2,4, t7, t9, t10})
t4(6,6, {t3,ts5,t7, ta})

ts5(5,5, {t1,t4, L0, t10})

t6(2,4, {t1,t7,1s8,t0})

t2(1,3, {t2, t3, L4, te, tgs to })
ts(4,2, {t1, 2, ta, te, t7, to, t10})
to(12,1, {t1, ts, ts, ts, t7, t3, t10})
t0(7,1, {ts3,t5,ts,10})

The mtial valucs for the data structurcs used mside the algorithm arc
GrowmgTree(GT) = 0, Gapslwst(GL) = 0, BlockTestlist(BTL) =
{t1,t2,t3,ta, s, te, t7, s, ta, tro}, CurrentTest(ct) = 0, CurrentGap(cg) = 0,
TwinGap(tw) = 0, RestGap(rg) = 0, while PD,,,, = 12 1s the powcr dissipa-
t10n constraint Since the number of tests to be scheduled is ten, there are ten mam

steps all together, which are depicted 1n figure 4 2

Step 1 The first test 18 selected from BTL (¢t = t1) 1n order to merge 1t to
the GT but, since GL 1s imtially empty, the first test session 1s gencrated (see the
first step from hgure 4 2) A twin gap tw,, 18 generated and mserted tn GL so that
GL = {tw, }, while the ; node mserted into GT 1s shaded

Step 2 At the beginming of the sccond step BT L = {to, 3,4, t5, t6, t7, ts, g, t10}
and GL = {tw;} Thus, ¢t = t; and cg = tw,, Even though ct and cg are
compatible from the test length and the rcsource pont of view, the accumulate
power dissipation would be PD;, + PDy,, = 13, which 1s lugher than the PD, s
constramnt Therefore, ¢; and £, cannot run 1n parallel and the solution 1s sequential
as 1 the second step of igure 4 2 After this step BT L = {3, 84, 5, te, t7, ts, Lo, t10}
and GL = {twy,, twy, }

Step 3 The next test to be scheduled 18 ¢t = t3, while the head of GL 1s
cg = tw,, Bccausc ¢t and cg are compatible from all points of view, they can be

scheduled 1n parallel A rest gap rg 1s not generated here because 7, — T4y, = 0,
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TEST SCHEDULE CHARTS TREE GROWING STEPS BLOCK TEST LIST
() (b) ()

Figure 4.2: Tree Growing Steps Example (Second Pseudocode with MRU Insertion)

thus t2 (twt2) and (3 overlap completely. A twin gap tw = twi2s is generated though
with the following parameters: Ttw = Ti3, PDtW23 = PDtW2 + PDt3 = 5 and
Comp.Listtwtza = Comp.Listewe fl Comp.Liste = {t\,t7}. The new GapsList is
GL = {twts,twtl}, while the test list is BTL = ¢.,4,i5, t7,tg,19,;10}.

Step 4. During the 4th step, the test ct = t4 has to be scheduled. Initially, eg =
twws is checked for compatibility with ct = 14, but they are not compatible because
Comp.Listtwed = {127}, and (4 0 Comp.ListtWw23. Thus, the algorithm proceeds
to the next gap in GL, that is eg = twtl, but 4 is not compatible with ti either.

Therefore, a new test session is generated for f4 and, consequently, a twin gap tww is
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also generated, updating GL = {twy,, twe,,, twy, } and BTL = {ts, te, t7, s, e, t10}

Step 5 For this step ¢t = t5 and cg = tw,,, and they are compatible from all
points of view Thus, a RestGap and a TwinGap have to be subsequently generated
and then mserted nto the GapsList and GrowingTree structurcs The RestGap
Tgi, has the followng parameters Ty, = T, — T;y = 1, PD,y, = PDy, = 6
and Comp Last,,, = Comp List,, = {ts, ts,t7,ts} The TwinGap tw,,, has the
following parameters T, = Ti, = 5, PDu,, = Ptht4 + PD,, = 11 and
Comp Listy,,, = Comp Last;, N Comp Lust,, = {©}, and ,therefore, 1t will not be
mserted nto the GapsList anymore Thus, after this step GL = {rg,,, tws,,, twe, }
and BTL = {tg, 17,18, t9, ti0}

Step 6 Durning this step the test ¢t = &g has to be scheduled The algo-
rithm goes through the GapsList starting with ¢g = rg;, (not compatible from
the resource pomnt of view), then cg = twy,, (not compatible from the resource
point of view), and ending with cg = tw;, The last gap, cg = tw,,, 1s compatiblc
with ¢t = tg A RestGap rg = rg;, 18 generated having the following paramcters
Trq, = Tyy = Tty = 5, PDrg, = PDy, = 9 and Comp Last,,, = Comp Listy, =
{t2,t3,t5,t6,ts, 89} The TwinGap twy,, 1s generated with the followng param-
eters Tthw =Ty = 4, PDuy,,, = PDu,, + PD,, = 11 and Comp Lzstm,,16 =
Comp Lasty,, N Comp Listy, = {ts,te} Then both gaps will be mserted into the
GapsList GL = {tWiyq, TG, " Gts, tWeys }, While BTL = {t7,tg,t9,t10}

Step 7 In order to schedule ¢t = t7, the algorithm has to find firstly a
gap compatible with 1t ¢7 1s mncompatible with c¢g = tw;,, and cg = rg,, from
test resources point of view  #7 18 also incompatible with c¢¢ = r¢g;, because the
gap’s test length 1s shorter than the test length of ¢t However, t7 1s compati-
ble with ¢g = tw,,, Thercfore, a RestGap rg = rg;,, 15 generated having the
following parametcrs Trgl23 = Ttw.% — Ty, = 5, PD,.g,23 = PD“,,223 = 5 and
Comp Last,,,, = Comp Lasty,,, = {ti,t7} Because both ¢, and ¢7 have already
been scheduled at this stage, and rgy,, 1s not compatible with any other tests, 1t
would be pointless to wnsert this gap into the GapsList The TwinGap tw,,,, has
the following parameters Tiy,,,, = Ttw, = 3, PDuuy,, = PDu,,, + PD, = 6 and
Comp Listy,,,, = Comp Listyy,,, N Comp Listy, = {@} Because 1ts compatibil-
ity hist 1s empty, 1t will not be mserted 1nto the GapsList either After this step
GL = {tw,5,7Gt,,TG1s }, while BT L = {tg,tg,t10}
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Step 8. The ct = t$ test cannot be scheduled in eg = twus because the ac-
cumulated power dissipation would overflow, it cannot be merged with eg = rgtl
for the same reason, and cannot be scheduled in eg = rgti because the test length
left Trgu = 1 is not enough for Tts = 2. Thus, a new test session ts is gen-
erated together with its twin gap twi% (PDtW = PDt = 4). Consequently,
GL = {twta, twtie,rgtl,rgti} and BTL = {£9,;10}*

Step 9. Virtually the same happens during this step because the power dis-
sipation of ct = tg is PDw = 12, which is already equal to PDmax so that
ct = tg could not be power dissipation compatible with any of the existing gaps:
twt8,twtl6, rgtl,rgu. Therefore, a new test session tg is generated together with its
twin gap twtg. Consequently, GL = {twt9,twt8, twtl6,rgtl,rgu} and BTL = {;i0}.

(a) Power-Test Scheduling Chart (b) Characteristics of the PTS Chart
Figure 4.3: PTS Charts With Power Constraints (PDC = 12) - 10 BTS

Step 10. During the last step ct —;10 is scheduled in gap eg = tw18, because it is
not compatible with eg = twto for the same power dissipation reasons. A RestGap
rg = rgt is generated having the following parameters: Trglg — Tts  Ttio — 1,
PDrggt = PDt#8 = 4 and Comp.Listrgs = Comp.Listts = {ii,t2,*4,*657,i9,ii0}-
Since all tests in the compatibility list have already been scheduled it would be
pointless to insert this RestGap into the GapsList. The TwinGap twts 10 has the
following parameters: TtWs io = TtWio = 1, PDtWs 10 = PDtWs 4 PDto = 11 and
Comp.Listtwts = Comp.Listems n Comp.Listtio = {tg}.

The final power-test scheduling chart for this example is given in figure 4.3. Fig-
ure 4.3(a) depicts the final power-test scheduling chart for the stepwise test schedul-
ing example described above. Figure 4.3(b) depicts the power-test characteristics
of the test scheduling solution given in figure 4.3(a).

Another example is given below where the number of tests is doubled. For this
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TOTAL TEST APPLICATION TIME = 41 TOTAL TEST APPLICATION TIME = 49

(@) Without Power Constraints (b) With Power Constraints PDC =15
Figure 4.4: PTS Charts of First PTS-LEA Approach - 20 BTS

example only the power-test charts of the final test scheduling solutions are given.
This example is depicted in figure 3.7. The BTS is given below:

testi(power dissipation, test length, {compatibility list})
l(3, 12, {£4, 5, ;89 107:122,15? 16? ;17? (19?7 ; 20})
¢2(5, 11, {¢32442:52, 97122137 ;147 (177 ;197 ; 20})

¢3(9, 9, {2,657 ¢7? (107 (117 127 ;137 4147 4177 ;18})
¢M12,8,{¢1,i2,i7,i9:112:142 15?7 (177 ;19})
¢5(4,8,{;1,:2,:3? 62,77 (82122157 (177 ¢18? ; 20})

¢6(2, 8,{*5,:7,™9,;11, 14, ;17?7 ; 20})

oT(L1,8,{;3, (47:5,,62:97 ;122,147 ;157 ;167 ;187 ;197 ; 20})
¢8(7,6, {i1,¢5,:9:107, 112,147 ; 162;17? ;197 ; 20})

(96,6, {1, (2,627 8:117:12? ;157 ;177 ; 19})

Jlo(7, 5, {¢1,3,:87:112:15? ;162,177 ;18})

(5,5, {3, ¢4, 67 (8? (9? ; 10°:14? ; 167 187 20})

¢12(H? 4,{;1,i2,i32 5?77 (R 13?7 (147 0167 19})

¢13(2,4, {2,637 (127 4157 4167 ;177 ;187 ¢ 19})

J14(3, 3, {;2, 37 (4?2 (6?7 ;77 (82 ;112,122,162 18?7, 20})

15(1? 3, {¢l, ¢4, ¢5? ;7? (9? ;107,137 ( 162177 ; 18})

¢16(5, 2, {;1,¢7,00,0 100112 4127 4137 4147 ;157 (177 ¢19? . 20})
¢17(4,2, {¢1,02%3? (42 (52 (67 (8?2 (X 107,137 (157 ;167 ; 182197 ; 20})
e18(12, 1, {¢37 ¢5? (712 4107 ;117 4137 4147 (157 (177 19? ;. 20})
¢19(8, 17 {¢1? (22 (42 ;17 (82 (M (127 ;137 ;167 ;17? (187 ; 20})
¢20(7, 1, {;17:2%:5? 167 ;77 ;8 ;117 ;147 ;167 ;177 ;187 ¢ 19})
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NO MAXIMAL POWER CONSUMPTION CONSTRAINT

" D%« 2 MAXIMAL POWER DISSIPATION CONSTRAINT = 15
e B e g B
w7 B I
D i ,;; W s
o e
TOTAL TEST APPLICATION TIME = 46 TOTAL TEST APPLICATION TIME = 49
(@ Without Power Constraints (b) With Power Constraints PDC = 15

Figure 4.5: PTS Charts of Second PTS-LEA Approach - 20 BTS

Figures 4.4, 45 and 4.6 are the scheduling results of the 20 BTS example using
the first, the second and the third approaches, respectively, and employing the
MRU gap insertion. Figures 4.4(a), 4.5(a), and 4.6(a) are the scheduling results
without power constraints. Figures 4.4(b), 4.5(b), and 4.6(b) are the scheduling
results with a maximum power constraints of 15. It can be seen that a power
dissipation constraint forces the power-test scheduling to a more balanced power
dissipation throughout the test application time, while obvious power dissipation
spikes could be seen in figures 4.4(a), 4.5(a) and 4.6(a) due to the lack of power
constraints. However, when there are power constraints, the total test application
time increases as in figures 4.4(b), 4.5(b) and 4.6(b). Therefore, it is obvious that the
power constraint is the only mechanism for cutting the spikes from the power-test
scheduling charts, but this mechanism also increases the total test application time.
Even though the test scheduling solutions of the first and third pseudocodes are not
the same in these examples, chapter 6 will experimentally prove their similarity.

Bfnay
NO MAXIMAL POWER DISSIP, CONSTRAINT
- B#H
7 nﬁ;——--——--ﬁ%‘ﬂ MAXIMAL POWER DISSIPATION CONSTRAINT = 15

NS
oSO s s MR Ry
’ﬂl 116 *19
D
B1ldr
TOTAL TEST APPLICATION TIME = 41 TOTAL TEST APPLICATION TIME = 50
(@ Without Power Constraints (b) With Power Constraints PDC = 15

Figure 4.6: PTS Charts of Third PTS-LEA Approach - 20 BTS
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4.2 List Scheduling Approach

This scction describes the projection of the HLS version of the LS algorithm on
the PTS problem This approach 1s therefore called PTS-LS In the List Schedul-
ing (LS) algorithm [Dav81] a hardware constramnt was specified and the algorithm
attcmpted to mimimize the total execution time by using a local priority function
to dcfer operations when resource conflicts occurred The operations were sorted
in topological order (top to bottom) using the precedences dictated by data and
control dependencies in the Control/Data-Flow Graph (CDFG) The sorted opera-
tions were then iteratively scheduled into control steps The set of operations that
could be placed 1n a control step (c-step) were then evaluated These operations
were called ready operations If the number of ready operations of a single type
exceeded the number of hardware modules available to perform them, then one or
more operations had to be deferred The selection of the deferred operation was
determined by a local priority function which depended on all operations that could
be scheduled 1n the current control step The priority function was called mobility
or urgency n [Dav81]

In terms of running through the hist structures, the LS approach is similar to the
PTS-LEA approach given in section 4 1 where an 1tcrative tree growing technique
was proposed to mimmuze the total test application time by deferring the tests
when the power dissipation was exceeded during merging a new test to one of the
Expandable Trec Path (ETP)s Actually, the first PTS-LEA pseudocode turned
out to be almost the same as the PTS-LS algorithm In the PTS-LS algorithm, the
tests are mrtially also ordered by their test length as the first key and then by power
dissipation as the second key The sorted tests are then iteratively scheduled into
test (sub)sessions (ETPs) and when the power dissipation 1s exceeded the tests to
be currently scheduled are deferred to another test (sub)session (ETP)

Applying the LS approach on the PTS problem, a power dissipation constraint
1s also specified The local priority function 1s considered to be the test mobility
modelled 1n the next section, while the compatibility relation has three components
as well (power dissipation, test length and resource conflicts) A test 1s ready for
scheduling mto a test (sub)session 1f 1t 1s not 1n conflict (1 e, 1t 15 compatible) with
all the tests already scheduled 1n the aforementioned test (sub)session The algo-
rithm attempts also to mimmize the total test application time by using a local

priority function to defer ready tests when compatibihity conflicts occur as a result
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of scheduling one of them In contrast to the HLS version of the LS approach, the
surplus of ready tests 1n ecach iteration 1in the PTS-LS approach 1s not deferred di-
rectly They are indirectly deferred when they cannot be scheduled to the currently
cxpanding test subsession due to the newly accumulated parameters of the new ETP
after the scheduling of one of them Conflicts can arise when one has to schedule
the remaining of the previously ready tests Firstly, the accumulated power dissipa-
tion 1n the new test subsession 1s getting closc to the power disstpation constraint
and, thercfore, the previously recady tests might not be able to be accommodated
anymore 1n the power dissipation space left after scheduling onc rcady test The
power dissipation space left after scheduling the last test 1s the difference between
the powcr dissipation constraint and the newly accumulated power dissipation in
the expanded test subsessions Secondly, the test length of the newly generated
test subsessions may be shorter than the test length of the previously ready tests
Finally, the compatibility lists of the test subsessions generated after a test assign-
ment may not still contain the previous ready tests It was observed that some
ready tests could become incompatible (1 ¢ , become not ready) to the resulting test
subscssions (ETPs) after the scheduling of one of them  Thus, the fastest and most
efficient way 1s to firstly schedulc during each iteration in the current gap (ETP)
the test “ready” for that gap with the lowest mobility Then, after the new ETPs
arc generated, new scts of ready tests are compiled for them And most probably
some of the previously ready tests become not rcady anymore Thus, the imtially
ready tests that could not be scheduled anymore in the new resulting ETPs are

considered indirectly deferred during each 1teration

Test Mobility Function

A parallel can be drawn between the test scheduling under power dissipation con-
straints and the opcration scheduling under hardwarc resource constraints A mo-
bility function can be defined for the power-constrained test scheduling problem as
well Since every test ¢, has a test length 7, and a power dissipation P, a local pri-
onty function called test mobility T M, can be defined for each test ¢, as the mverse
of the product of the test length 7, and their power dissipation P, TM, = 7‘317,
Intuitively, the probability of scheduling a test into a test subscssion 1s higher the
higher the test mobiity 7'M, 1s The mobility of a test ¢, 1s inverscly proportional

to 1ts dimensions In figure 3 2 the dimension of a test ¢, 1s the arca of the rectangle
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having 1ts test length T, and 1ts power dissipation P, as sides The bigger this area
the smaller the mobility By simply employing this test mobility function modcl the
experimental results proved that it 1s unproductive This can be explained by the
fact that in the tree growing approach the tests’ length in an ETP 1s monotonously
decrcasing from root to leaf A test can not be scheduled in an ETP, where the
leaf’s test length 1s shorter than the test length of the test This 1s due to the fact
that tests have to be scheduled 1n an ETP 1n the order of their test lengths There-
fore, the runaround solution for the tree growing approach was to spht test mobility
into two, 1ts test length component and 1ts power dissipation component Thus,
like in PTS-LEA, 11 PTS-LS tests are sorted in topological order by using their test
length as primary key to order in descending order, and their power dissipation as
secondary key, to order tests having the same test length 1n a descending order as
well  Therefore, the PTS-LS approach 1s similar to the PTS-LEA approach, the

main difference being the ordering of gaps list by gaps’ power dissipation

421 Algorithm Pseudocode

The data structures used 1n the pseudocode are the same as the ones used n
the PTS-LEA approach The Growing Tree to modcel the ECT, Gapslist to
model the ordered list of potentially cxpandable gaps (shaded and hatched gaps),
BlockTestLast to keep the ordered tests CurTest 1s the test to be scheduled
(merged) at a certain iteration CurGap 1s the gap under focus at a certain 1teration
to see whether 1t 1s expandable (compatible) with the CurTest In the pseudocode
“used” means that the test has alrcady been merged in the ECT TwinGap 1s the
newly generated shaded gap at every iteration and 1t will not be inserted 1 the
GapslLast anymore after 1ts generation, if 1ts resulting compatibihity list 1s null or
the accumulated power dissipation 1s not less than the maximum power dissipation
constraint minus the total power dissipation of all tests RestGap 1s meant to keep
the hatched gap generated at every 1teration if 1t 1s not null, 1 e CurTest does not
cover completely CurGap

In the PTS-LS pseudocode the tests are mtially sorted by their moblity and
then storcd in the BlockTestList At the same timc the growing tree structure
and the gaps hist are mitiahzed as well Two versions of the PTS algorithm can
be proposed Firstly, the PTS-LS approach does not have an mtial set of test

sessions (roots 1n the growing tree) to start with and builds 1t during the algorithm’s
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cxccution In this case the growing tree and the gaps list are mmitially sct to the
first (longest test length) test from the already sorted BlockTestList Secondly, the
PTS-LS approach can be apphed on a power-test schedule generated by a first run of
PTS-LS In this case only the set of roots from the above mentioned schedule 1s used
as the set of imitial test sessions on which further power-test expansion optimization
will be carried out Thus, the growing trec and the gaps list arc set to this roots
list This approach 1s called Squared List Scheduling PTS Algorithm (PTS-LS?)
becausc the PTS-LS algorithm 1s run twice on the BTS

Throughout the algorithm the GapsLzest 1s kept ordered in ascending order by
the gap’s (test subsessions) accumulated power dissipation as the first key, and
also 1n ascending order, by their test length, for the gaps which have the samc
accumulated power dissipation This 1s carried out 1n order to select for further
cxpansion at each 1teration the test subsessions which consume less power Thus,
there 1s a higher probability of decreasing the power dissipation difference between
the test subsessions (ETPs) of the growing tree  Consequently, the power dissipation
would be more balanced

The algorithm 1s 1terative Every 1teration looks for the test with the longest test
length and the lowest mobility to be scheduled 1n the test subsession (ETP) with the
lowest accumulated power dissipation CurGap 1s the first gap from the GapsLast,
which 1s the one with the lowest accumulated power dissipation Next, CurGap’s
mduced compatibility hist 18 run through from the test with the lowest mobility to
the onc with the highest mobihty The first test (CurTest) which 1s assignable
(compatible from all points of view) to the CurGap 15 scheduled 1n 1t Another pair
of gaps (twin and rest) 1s gencrated and they have to be mserted m the GapsList
so that the st 1s still ordered by gaps’ accumulated power dissipation If no test in
the CurGap’s compatibility list can be scheduled then the CurGap 1s removed from
the GapsList and the algorithm continues with the next gap from the hst, which 1s
actually the new head of the ist When all the gaps from the GapsList are removed
a new tcst session 1s generated exactly like at the beginming of the algorithm during
the imtiahzation of the GapsList Namely, the GapsList 1s set to TwinGap of the
first (the one with the lowest test mobility among those tests with the longest test
length) test still m the sorted BlockTestList The GrowingTree expands with a
new test scssion generated to run the same test The SCHEDULE procedure n

the above pseudocode 15 stmilar to the one used by the PTS approach, but mn this
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mplementation the gaps are kept ordered i the GapsList by their accumulated

power dissipation

PSEUDOQCODE of PTS-LS ALGORITHM
osort all the tests by their mobility 1in two steps (test length, power dissipation),
omitialize the GrowwngTree, the BlockTestList and the GapslLast,
omitialize the time constramt to the imtial number of test subsessions,
-Gapslast 1s ordered by gaps’ power dissipation,
-while (there are unscheduled tests) do { /*BlockTestList 1s not empty*/

o 1f (GapsList 1s empty) then {

— CurTest = head of BlockTestLast,

— msert CurTest as the tail of GrowingTree roots, /*new test session*/
— make CurTest “used”,

— remove CurTest from BlockTestList,

— generate a TwinGap gap as the twin of CurTest,

— 1nsert TwinGap mto GapsLust, } [*1f*/
e else {

— CurGap = the head of GapsList,
— CurTest = the head of Comp Listcurgap,

- Whlle(TCurTest > TCurGap OR PDCurGap + PDgyrrest > PDmor OR CurTest
“used”) do

* CurTest = CurTest — next, /*next i the Comp Listcurcap™/

—f (a CurTest was found AND Teourest < TcurGep AND PDeurGap +

PDcurrest £ PDpmor AND CurTest NOT “used”) then {

* SCHEDULE(CurTest, CurGap, GrowwmgTree, GapsList, BlockTestLst),
* break, }

— else remove CurGap from Gapslzst,

o}/ *while*/

422 Algorithin Complexity

The complexity of this approach 15 O(N?) because 1t 1s structured on two nested
while loops (onc to run through thc BlockTestList and another one to run

through the GapsList) which are dependant on the 1ntial number of tests in the
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BlockTestList. However, as for the PTS-LEA algorithms described in the previous
section, the above order of computational complexity is rather pessimistic since the
number of gaps in the GapsList virtually never gets to a degree of N, which is the
initial number of tests (see subsection 4.1.2).

4.2.3 Test Scheduling Example

(&) PTS-LS Algorithm Chart (b) PTS-LS2 Algorithm Chart
Figure 4.7. PTS Charts of LS-based Algs. No Power Constraints - 10 BTS

The two examples in subsection 4.1.3 are experimented in this subsection with
the LS-based approaches. For the first example (10 BTS example) figure 4.7(a)
depicts the PTS solution given by the PTS-LS algorithm. It is similar to the ones
given by the first and third PTS-LEA pseudocodes. Figure 4.7(b) depicts the im-
proved solution after the second run of the PTS-LS algorithm. It can be seen that
test ig is shifted and accommodated in the test session running test t§. This change
generates a power-test scheduling chart which exhibits balanced power dissipation
characteristics for the same test application time. Both power-test charts in figure
4.7 are generated without power constraints. As for the solutions generated with
power dissipation constraints, this very small BTS example is not the best example
because the solutions for a small number of tests (thus a small solution space) are
similar under power dissipation constraints. The second example is run for the 20
BTS initially given in subsection 4.1.3, and is commented on in order to point out
the advantages and disadvantages of the PTS-LS and PTS-LS2 approaches.

This second BTS example is meant to provide the reader with a better un-
derstanding of the results generated by the PTS-LS-based algorithms. In figures
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E%Tmlm POWER DISSIPATION CONSTRAINT

MAXIMAL POWER DISSIPATION CONSTRAINT = 15
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TOTAL TEST APPLICATION TIME = 41 TOTAL TEST APPLICATION TIME = 50
(&) Without Power Constraints (b) With Power Constraints PDC = 15

Figure 4.8: PTS Charts of PTS-LS Approach - 20 BTS

4.8 and 4.9 the results of the PTS-LS algorithm are given, both, without (fig-
ures 4.8(a), 4.9(a)) and with (figures 4.8(b), 4.9(b)) power dissipation constraints
(PDmax = 15). Figure 4.8 depicts the power-test scheduling charts, while figure 4.9
exhibits the power-test characteristics of the aforementioned charts.

It can be seen in figures 4.8(b) and 4.9(b) that a tighter power dissipation con-
straint forces the power-test scheduling results generated by the PTS-LS algorithm
to exhibit a more balanced power dissipation characteristic throughout the test ap-
plication time. At the same time obvious power dissipation spikes could be seen in
figures 4.8(a), 4.9(a) due to the lack of power dissipation constraints. This means
the power dissipation is less balanced when the PTS-LS algorithm is loosely con-
strained. This is a big disadvantage of the PTS solutions generated by the PTS-LS
algorithm. Intuitively, when there are tighter power dissipation constraints the total
test application time increases.

On the other hand, it can be seen that the PTS charts given in figure 4.10 are

* IMAXIMAL POWER DISSIPATION CONSTRAINT = 15

TOTAL TEST APPLICATION TIME = 50

(a) Without Power Constraints (b) With Power Constraints PDC = 15
Figure 4.9: PTS Charts’ Characteristics of PTS-LS Algorithm - 20 BTS
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NO MAXIMAL POWER DISSIPATION CONSTRAINT MAXIMAL POWER DISSIPATION CONSTRAINT = 15
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TOTAL TEST APPLICATION TIME = 44 TOTAL TEST APPLICATION TIME = 50
(@) Without Power Constraints (b) With Power Constraints PDC = 15

Figure 4.10: PTS Charts of PTS-LS2 Approach - 20 BTS

improved by a second run of the PTS-LS algorithm. Thus, the PTS-LS2 approach
gives a more balanced power-test scheduling chart even without power dissipation
constraints. However, the disadvantage of it is that the total test application time
also increases even for loose power dissipation constraints. This is due to the greedy
characteristic of the PTS-LS algorithm. This characteristic is rendered by the local
priority function which steers these algorithms. The PTS approaches proposed in
the next chapter can overcome this problem by employing a global priority function.

3 MAXIMAL POWER DISSIPATION CONSTRAINT = 15

=

TOTAL TEST APPLICATION TIME = 44 TOTAL TEST APPLICATION TIME

(@) Without Power Constraints (b) With Power Constraints PDC = 15
Figure 4.11: PTS Charts’ Characteristics of PTS-LS2 Approach - 20 BTS
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Chapter 5

Distribution-Graph Based
Approaches

A distribution-graph based approach 1s adapted in this chapter to tackle the prob-
lem of unequal-length block-test scheduling under power dissipation constraints
As 1n the previous chapter, the extended tree growing technique 1s also used n
combination with classical HLS scheduling algorithms in order to improve the test
concurrency having assigned power dissipation limits The goal 1s to achicve a bal-
anced test power dissipation by cmploying a distribution-graph based global priority
function hike force [PK89] or distribution variance [KAHA97)

As presented 1 the previous chapter, with the LS-based algorithms the tests
are 1mtially ordered by their test mobility beforc bemng scheduled The sorted
tests are then iteratively scheduled into the available test (sub)scssions The next
test (sub)session expansion 1s carricd out using the test mobility as a local prior-
iy function Local priority functions do not render all the time optimal solutions
Therefore, global priority functions arc preferable The main difference between
the LS algorithm and the Force-Directed Scheduling (FDS) algorithm 1s the fore-
casting ability of their priority functions For example, the FDS algorithm given 1n
[PK89] uses a global priority function called Force The time consuming stage of
Force calculations can be avoided by using a Distribution Variance (DV) function,
resulting 1n a morc computationally efficient solution The so-called Mean Square
Error (MSE) function employed in [KAHA97] 1s also a distribution-graph based
global prionty function

Efficient distribution-graph based algonthms have been presented in [PK87,
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PKg9, KAHA97! In thesc algorithms, a global time constraint was speafied and

the algorithms attempted to munmimize the number of resources required to meet
that constraint The time constraint was typically given in terms of the number of
control steps allowed for the execution of a specified behaviour The main strength
of the algorithm 1s the usc of a global measure of concurrency to guide the schedul-
g process In this chapter, the Force function 1s firstly cmployed to steer the
assignment of tests to test (sub)sessions The selection of a test subsession 1 which
a sclected test will be placed 1s based on the objective to achieve a balanced dis-
tribution of power dissipation and test concurrency Then, 1n the following section
the DV function 1s employed to achieve a balanced schedule merely by assessing
the Power-Concurrency Distribution Graphs (PCDG) and the effect of test/test-
subsession assignments Finally, the aforementioned classical scheduling algorithms
are combined 1n order to further improve the test concurrency Actually, for this
last case a sequence of list and distribution-graph based scheduling algorithms 1s
adapted to tackle the PTS problem

5.1 Force-directed Scheduling Approach

The mtent of the FDS algorithm 1in [PK89] was to reduce the number of required
functional units (registers and buses) by balancing the concurrency of the operations
assigned to them, but without lengthening the total execution time In contrast to
other constructive approaches like the LS-based ones, the FDS algorithm docs global
analysis of the operations and control steps when selecting the next operation to
be scheduled and therefore it 138 more computationally expensive but renders better
results

Concurrency balancing helps to achieve high utilization - or low 1dle time - of
structural umts, which in turn minimizes the number of units required This 1dea
1s adapted here to carry out a power-constrained test scheduling The objectives
here arc to achicve a test concurrency and power dissipation balance along with
test application time mimmization, given ccrtain power dissipation limits Thus,
the opcrations to be scheduled in High-Level Synthesis (HLS) arc equivalent to the
tests to be scheduled mn Power-Constrained Block-Test Scheduling (PTS), the con-
trol steps (or c-steps in HLS scheduling) are similar to test (sub)sessions (PTS),
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and the hardware resource constramnts (HLS) are similar to power dissipation con-
straints (PTS) A tree growing techmque [JPP89] 1s also used together with the
FDS algorithm m order to generate and keep track of the test subsessions of the
Extended Compatibility Tree (ECT) It can be noticed that the set of Expandable
Tree Paths ETPs mn the growing trec changes throughout the algorithm’s execution
because they arc expanded and then replaced with new test subsessions (hatched
and shaded nodes) Consequently, the sct of test subsessions 1s dynamic for the
PTS-FDS approach, while their equivalent in FDS (the set of c-steps) 1s static
This 15 one of the three main differences that cxist between FDS and PTS-FDS
The PTS-FDS algonthm 1s 1terative, with one test scheduled 1n each 1teration
It has been seen 1n section 4 2 when 1t came to talk about the fest mobifity function,
that the order of test assignments affects the scheduling process That 1s duc to
the fact that a test can not be scheduled in an ETP, where the test subsession’s
test length 1s shorter than test’s test length The following approach 1s adapted
to obtan optimum results First, all tests are ordered by their test mobility as in
scction 4 2 At each 1teration the PTS-FDS algorithm schedules the first test in
the sorted hist The sclection of the test subsession 1n which this test will be placed
15 based on the objective of achieving a balanced distribution of power dissipation
and test concurrency in each test subsession This 1s achieved by cmploying a
Total Force global priority function This function 1s obtained by using the threc
step algornithm proposed with the FDS approach [PK89] Next, the adapted FDS
algorithm to tackle the PTS problem 1s presented by analogy with the onginal HLS

version of FDS algonthm

Determimation of time frames (test subsession sets)

In the FDS approach, the first step consists of determuning the time frames of
cach operation by evaluating the As Soon As Possible (ASAP) and As Late As
Possible (ALAP) schedules The time frames are contiguous in FDS and represent
the sequence of c-steps where opcrations could be scheduled On the other hand,
in the PTS-FDS approach the time frame of a test 1s the set of test subsessions
(ETPs) wherc the test can be placed The ETPs expandable at a certain moment
with a test do not have to be adjacent and, thercfore, the time frame of a test in
PTS-FDS 1s not or does not have to be contiguous This 1s the sccond outstanding
difference between the FDS and PTS-FDS approaches
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The objective of FDS 1s to achicve a balanced operation concurrency In FDS
the probability of assigning an operation to any of the c-steps in 1ts time frame 1s
assumed to be equal For example, 1if an operation’s time frame contains 3 c-steps,
then the probability of assigning this operation to any of the 3 c-steps 1s 1/3 On
the other hand, the goal of PTS-FDS 1s mainly to balance the power dissipation
and, indirectly, the test concurrency, while keeping the test application time as
tight as possible In order to balance the power dissipation, the heuristic should
avall at each 1teration of a means of predicting the power dissipation distribution
along the test application time in the next iteration Kach test ¢, to subsession is,
assignment affects the power dissipation distribution in a different way Therefore,
at cach 1teration this prediction 1s mandatory in order to select the test-to-test sub-
session assignment that exhibits the most balanced prediction of power dissipation
distribution This will help the algorithm to choose the assignment which will most
probably balance the power dissipation distribution This prediction 1s called in this
thesis Power-Concurrency Distribution Graphs (PCDG) because 1t 1s meant to give
a mcasure of both power dissipation and, indirectly, test concurrency distribution

The probable power dissipation distribution of the new schedule after assigning
test ¢, to subscssion ts, 1s obtained by adding the probable power dissipation contri-
bution of test £, to the power dissipation already accumulated 1n test subsession ts,
A simple uniform probability was used by FDS to give the probability of assigning
an operation to a c-step In PTS-FDS this 1s replaced by the probabihity of t,’s
power dissipation that would be added to the power dissipation accumulated 1n test
subsession ts,, if test £, was assigned to subscssion ts; Intwitively, this probability
has to be proportional to ¢,’s power dissipation and the probability of assigning test
t, to subsession ts, Therefore, 1t 15 calculated as the product between ¢,’s power

dissipation and 1ts assignment probability Assignpros(t,, ts,)

PCDG(t,,ts,)) = P, * Assignprop(ts, ts,), (51)

The assignment probability Assignpres(t,,ts,) 1s proportional to the umform
probabihity of assigning test t, to one of the test subsessions from 1ts current time
frame At the same time the assignment probability should have a component to
give a prediction of the compatibility between test £, and other tests in the compat-
1ibility list of test subsession ts, Unfortunatcly, the test clustering related problems

are proven to be NP-complete (see subsection 2 5 5) Therefore, only a probabihistic
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measure of the test compatibility between tests can be ecmployed To model com-
prehensively even this probabilistic measure 1s a difficult task m 1tself [MD, JY00]

It 1s considered a general problem of random graph theory and combinatorics This
conclusion was drawn 1n collaboration with a group of mathematicians The task
of modelling probabilistically the test compatibility has proven to be very complex,
even though eventually some formulas have been generated However, these formu-
las are very complex themselves with a lot of factorial (computationally heavy) com-
ponents Instead, a very sumplified version of these formulas 1s used in the approach
proposed 1n this chapter, and 1t 1s described below Having this prediction problem
sorted out by probabihstic means, the assignment probability Assignpre(t,,ts;) of

a test t, to a test subsession ts, 1s defined as the product of

e compatibility probability Compp,e(t,,ts,) between t, and other tests

assignable to the same test subsession ts, (tests in the compatibihity list of
ts.?))

e uniform probabihty Prob(t,) of assigning test ¢, to one of its time frame’s

subsessions This probability 1s the same as the one employed m FDS

Asstgnprop(te, ts,) = Comppros(t,, ts,) * Prob(t,) (52)

The compatibility probability be-

ty

tween test t, and subsession s, 15 s1m- " : %
phficd to the probability that test t, Sy S

twy  twy; twy TE,
' { { 1 compatibility

m ts,’s compatibility hst For mstance, lists

would be compatible with other tests

take the partial schedule 1n figurc 5 1 as tl "
an example It 1s the partial schedule t

obtamed 1n figure 35 from subsection 7 tests

3 3 3 after the merging step  Suppose 11 tests
now that test ¢, 1s next to be scheduled 15 tests

Say 1t exists 1n the compatibility Lists of Figure 51 Partial Test Schedule
test subsessions twya, twis and rgq, but

not 1 tw,4’s compatibihity ist The question 1s which test subsession out of twsz,

twia and rg; 1s the best to be further considered for expansion with ¢,? The more
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tests 1 the compatibility lists, the harder 1t 15 to answer this question Intuitively,
mn order to know exactly which test subsession ts, should be expanded at this stage
with ¢,, all the test compatibility cliques including ¢, should be generated for cach
test subsession compatibility list This way 1t would be known which of the other
tests from ¢s,’s compatibility list could be further scheduled 1n the twin gap of ¢,
and the rest gap of £s, after ,’s scheduling 1n ts, Unfortunately, the chque parti-
tioning problem 1s NP-completc and this algorithmic option 1s out of the question
Morcover, one scheduling decision taken at each eration based on the set of parti-
tioned cliques would not guarantee the final optimal solution On the other hand,
the goal of PTS 1s to mimmize the total test application time while keeping the
power dissipation under the given limit Therefore, intuitively, the goal would be
here, that by scheduling ¢, in any of the available test subsessions, to leave as many
as possible open options for further expansion 1n the existing test subsessions Oth-
erwise, if test subsessions are “saturated” prematurely with the tests scheduled at
each 1teration, then the rest of the tests in the compatibility list will be forced to
generate new test scssions This way the number of test scssions (roots) that would
be generated mcreases and so does the total test application time This leads to the
conclusion that test £, should be scheduled to the test subsession that has i test
subscssions’ compatibihty list the highest number of tests compatible with ¢,

For example, suppose now that in figure 5 1 twy, contains 7 tests, tw;s contains
15 tests, and rg; contains 11 tests Intuitively, tt can be stated that therc 1s a higher
probability of finding tests compatible with t, in twq3 because tw;g has the highest
number of tests i the compatibility list The following formula 1s employed as an
approximation to measurc the probability that £, 1s compatible with other tests in

ts,’s compatibility list

0 1f t, INCOMPATIBLE TO ts,,
cK-1
C'Omppmb(tl, tSJ) = 1-—- _%%c:o—;"‘;‘ 'lf K 7& 1 AND Nzncamp > K- 11 (5 3)
1 2f K=10R Nypeomy < K ~ 1

where Nypeomp 18 the mumber of tests from t,’s  wncompatibilety hist, N 1s the total
number of tests left unscheduled and K 1s the number of tests compatible with
test subsession ts; The incompatibility hst of ¢, mcludes the other tests incom-
patible with 1t from all points of view, that 1s power dissipation, test length and
test resources The way the above formula 1s given 1s equivalent to calculating the

improbability that test ¢, would be incompatible with all the other tests mn ts,’s
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compatibility list The reasoning behind formula 5 3 1s simple Firstly, the proba-
bility that ¢, would be mmcompatible with all the other tests 1n ¢s,’s compatibility

CK~1
hst 1s calculated This probability corresponds to % m formula 53 Then,

the 1nverse of this probability 1s calculated to get the [;);‘z)bablllstlc formula of test
compatibiity This inversc gives the probability that ¢, would be compatible with
at least one test 1n ts,’s compatibility list

At cach 1teration 1t 1s known how many unscheduled tests are incompatible with
t, (Nincomp), and how many tests are 1n the compatibility list of subsession ts,; (K)
The question 1s, what 1s the probability that the rest of K — 1 tests from ts,’s
compatibility hist are all incompatible with ¢,7 To answer this question, two other
questions have to be answered  Firstly, in how many ways K —1 tests can be chosen
out of the N — 1 (without test ¢,) unscheduled tests? The answer 18 1n (K — 1)-
combinations of N—1 tests Secondly, in how many ways K —1 tests can be chosen to
be all incompatible with test ¢,? The answer 18 m (K — 1)-combinations of Nyucomp
tests known to be incompatible with ¢, Knowing the answer to the latter two
questions, the probability that test ¢, would be incompatible with all the other tests

CK—l
n ¢s,’s compatibility list can be calculated by —Zumcomp  Then, the improbabihty of

R—1
this event 18 casily calculated (zmprobabzl’ztye,,emci_1l — probabilityeypent)

Intuitively, the probability 1n formula 5 3 1s 1 when ¢, 1s the only test n ts,’s
compatibility hst, that 1s, K = 1 This 1s also equivalent with saying that ¢, has
the highest chance of being scheduled to ts, without affecting the time frame of any
other test The probability 1s also 1 when Nypeomp < K —1 That 1s, ¢, 15 known to
be mcompatible with a number of tests (Nypeomp) and this number 1s less than the
number of other tests i ts,’s compatibiity hst Thus, ¢, can not be incompatible
with all other tests in ts,’s compatibility hst

It 15 1mportant to say that mathcmatically speaking, the above assumptions
arc an oversumplification of the compatibiity problem described here That 1s, 1n
the presented compatibility problem, the Ny,comp Values above are not independent
outcomes and the compatibility probability problem becomes a lot more complex
Mathematically speaking, if an event must result 1n one of the mutually exclusive
(independent) outcomes 01,03, ,0, with probabilities P, P, ,P,, respcc-
tively, than the probabihty of this cvent 18 Poyeny = P * P+ * P, This 1s not

the case mn the test compatibility problem described in this thesis For example,
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say there are £i,£2, ===f% unscheduled tests at a certain iteration. Say the probabil-
ity of the outcome that tu is incompatible with all the other tests is Pu, and the
probability of the outcome that tv is incompatible with all the other tests is Pv.
For the test compatibility problem described in this thesis, the probability Puv of
the outcome that tu and tv are incompatible with all the other tests is not equal
to the product of Pu and Pv probabilities. Therefore, formula 5.3 is far from being
exact when the incompatibility relations between all the tests in the Block-Test
Set (BTS) are simultaneously taken into account. However, the higher the number
of assumptions/relations included in the probability formula, the more complex it
gets. This work proves that formula 5.3 is a good trade-off between its precision
and its computation complexity and this will be seen in chapter 6.

Consider the example from figure
5.2 where the block-tests are the same
as those given in chapter 1. Suppose we
have the following test resource compat-
ibilities: t\ is compatible with £3 (1?4 =
CBILBO, R2 ™ PRPG), (2 is compati-
ble with £3 (R3 = PRPG) and 4 (R$ =
CBILBO), £3is compatible with £1 and
£2, and 4 is compatible with £2. Figure
5.3 depicts the test compatibility graph Figure 5.2: PTS Example |
built for the example described above. Using formula 5.3 the following com patibility

probabilities are determined and explained in table 5.1.

Creation of distribution graphs

_ _ _ the b*2
The next step in the FDS algorithm is to /
take the sum of the same type operations’ /
scheduling probabilities foreach c-step ofthe ~ —eeen -t4

Control/Data-Flow Graph (CDFG). The re-

. o o _ Figure 5.3: Compatibility Graph
suiting Distribution Graphs (DGs) indicate in

FDS the concurrency of similar operations. For each Distribution Graphs (DG), the
distribution in c-step i is given by: DG(i) = J2ojmtyRe Prob(Opn, z), where the sum
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ti <=tSj Probability Compprob(ti,tSj) Reasons (N = 2 in all cases)
of Compatibility values K, Nificompti values because

ts  twi Compprob(h, twi) = 1 K=1 CompListtM = {t3}

Nincompt, = 1 IncompListt3 = {¢4}

(3 <ptw2 Compprob (¢3,tw2) = K=2 CompListt\2 = {ts,t4}

=1- Cl/IClI =0 #Yincompta — % IncomplListt3 = {4}

t4 <>tW2 CompprobiU,twz) — K=2 CompListt\e = {;35*4}

=1- C\IC\=0 NincomptA A IncomplListt4 = {3}

Table 5.1: Compatibility Probabilities for Figure 5.2 Example

is taken over all operations of a given type and ProbiOpn,i) is the probability of
an operation to be assigned in the z-th c-step.

On the other hand, the next step
in PTS-FDS is to take the sum of PCDG
the power-test probabilities for all fea- pepG. =4s
sible test/test subsession assignments
and add them on top of the power
dissipation accumulated already in the
partial power-test chart. The result-
ing Power-Concurrency Distribution

Graphs (PCDG) indicate the power dis-

sipation expectations and, indirectly, EXPANDABLE
. . TEST
the possible test concurrency distribu- SUBSESSION

tion of the future test scheduling solu-
tion. PCDG’s formula in each test sub- Figure 5.4: PCDG Example
session tSj is:

PCDG(tSj) = Pt§ + ~ PCDGk{tSj), where (5.4)
tk

PCDGtk(tSj) = Ptk * CompProb(tk, tSj) * Prob(tk,tsj), (5.5)

with tk being the set of tests assignable to tS;j.
For the above example, the PCDG values for tw\ and tw2 are calculated next

based on formulas 5.4 and 5.5 and depicted in figure 5.4.
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PCDG(tw;) = Pu, + PCDGy,(tw;)
= Py, + B, * Comppros(ts, twy) * Prob(ts)
= 124+5x1%x05=145,
PCDG(tws) = Puy, + PCDGy, (twe) + PCDGy,(tws)
= Py, + Fiy » Comppros(ts, twa) * Prob(ts) + Py, * Compprop(ts, twa) * Prob(ts)
= 144+5+x0x05+6+0x1=14

An mteresting aspect that has to be emphasized here 1s that PCDG,, (tws) =
Py, That 15, there are no other PCDGy,(tws) and PCDG,,(tws) values to be
added to P, This s due to the fact Comppros(ts, twy) = Comppres(ts, twe) =
0, because t3 and t4 arc the only tests in tws’s compatibility list and they are
mncompatible with cach other However, 1t can be seen 1n figurc 5 2 that ¢3 and
t4 could be executed sequentially 1n #ws, cven though they are not test resource
compatible Probably a non-null compatibility probabihity would be more adequate
For the above small example this test length compatibility between t3 and #4 15
obvious and easy to check, but in general it would be harder to check for cases
when ts,’s compatibility list 1s large However, instead of predicting this case by
the PCDG formula, the algorithm checks this by temporanly assigning a test to a
test subsession and recalculating all the probabilities

Another intwitive aspect of the PCDG formula given 1n 5 5 1s that 1t should also
include a time component The test time length component has not been employed
in this algorithm for several reasons For example, if the P, * T,, component 1s
used 1n formula 55 mstead of the power P, component, then PCDG turns into
an energy distribution graph On the other hand, the PTS algorithms proposed 1n
this thesis are meant to balance the power dissipation by reducing the power spikes
Moreover, the mam goal of the hierarchical approach proposed here 1s to optimize
the power and test characteristics of the test hmerarchy by parsing the modular test
hierarchy 1n a bottom-up fashion (sec subsection 3 32) Now an overall optimized
power dissipation can be obtained throughout the system’s testing mainly by bal-
ancing the power dissipation at cach level of the system’s modular test hierarchy
Thus, at any level in the test hierarchy the power dissipation 1s considered balanced
if the differences between the maximum, average and RMS power dissipation val-
ues (see subsection 3 3 1) are mimmzed Therefore, since the PCDG formula 1s a

prediction component 1 the cost function (Force) m order to achieve minimized
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power differences 1t should predict the power dissipation distribution rather than
the energy consumption distribution On the other hand, speaking 1n terms of tech-
nology, power dissipation spikes could be sometimes neglected 1if they are isolated
In this case the distribution graph has to look at the overall cnergy consumption
rather than at the difference between maximum and average values of the power
dissipation thorughout the test application tume

The PTS approach proposed here docs not yet tackle any technological pecu-
hanty Such a technological case necessitates a more complex formulation to both
predict the energy consumption and ignore the power dissipation spikes Morcover,
a complex fine tuning would have to be carried out on the formulation dedicated to
the aforementioned particular technological cases These approaches are not cov-

ered 1n this thesis and are left for future research

Calculation of Forces

The final step in FDS is to calculate the force associated with scheduling unsched-
uled operations to every possible c-steps The final step in PTS-FDS 1s to calculate
the force associated with scheduling the first test from the ordered list to each com-
patible test subsession In PTS-FDS, for a given test ¢, the force in test subsession

ts; 1s given by

Forcey, (ts,) = PCDG(ts;) * x4, (), (56)

where PCDG(ts,) 1s the predicted power dissipation value 1n ts; and x4, (t,) 15 the
mncrease (or decrcase) of t,’s probability n ts, after assignment The assignment
15 done by temporanly reducing t,’s time frame (expandable test subsession sct) to
the test subsession selected for expansion

The Self Force in FDS 1s a quantity that reflects the effect of an operation-
to-c-step assignment on the overall operation concurrency In PTS-FDS, the Self
Force 18 a quantity that reflects the effect of a test-to-test subsession assignment on
the overall power dissipation distribution and, indirectly, on the test concurrency
distribution  This  Self Force 1s positive if the assignment causcs an increase of
power dissipation dissimilarity, and is negative for a decrcase The Self Force

associated with the assignment of test ¢, to one of the test subsessions ts, 1s
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Self Forcey, s, = Z Forcey,(ts,), (57)

ts, € SETSL'

where ts, € SETS,, 15 the Sct Of Expandable Test Subsessions ts, with which ¢, 1s

compatible For the example given above the following forces arc calculated

Self Force,—tuw,

Self Forceg—iw,

Self Forcey,mpw, =

Forceyy ., + Forcey,-wtw,

PCDG(tun) * Ty, (t3) + PCDG (tws) * Ty, (t3)
145%(5%1%1 —5%1%05)+14%(5%x0*x0~5%0%05)
145x5%x1%x05 =36 25,

Forcey, i, + Forcey,miw,

PCDG(tws) * Ty, (t3) + PCDG(twy) * Tewy, (t3)
14%(5%1%x1—5x0%05)+145%(5%x0x0—5x1%05)
14%5+145%(—25) =70 — 36 25 = 33 75,

Forcey, oy,

PCDG(tws) * Ty, (t4)
14%x(6%1%x1—-6+x0%1)=14%x6=284

where, for example, the term PCDG(tw,) * Ty, (t3) 18 arrived at as below

PCDG (tun) * Ty, (t3)

where PCDG, (tw,) =

assigned to tw; In this

= PCDG(tw,) * (PCDG;,(tw,) — PCDG,(tw,))

= PCDG(twy) *x (PCDGy—t, — PCDGy,(twy))

= PCDG(tw,) * (P, * Complp,,(ta, tw1) * Prob'(t3) —
— Py, ¥ Compprob(ts, twr) * Prob(ts))

= 145x(5x1x1—-5%1%05) =36 25,

PCDGy, 4w, 18 the PCDGy,(tw;) valuc after t3 has been

casc both Complp,,(t3,tw1) and Prob/(t3) values become 1

(Comppros(ts, twy) was 1 before the t3 — tw; assignment as well)

The Self Force was demonstrated in the FDS approach to be cqual to the

difference between the average distribution for the c-steps bounded by the new time

frame, and the average for the c-stops of the mitial one {PK89] By analogy, the
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same formulation stands for PTS-FDS, as can be seen in the formula § 8 below
Using the FDS formulation, the force associated in PTS-FDS with the reduction of
an mitial time frame (bounded by the initial sct of cxpandable test subscssions) to
a new tume frame (bounded by the final sct of expandable test subsessions) 1s given

by the following cquation

PCDG'(ts)) Z PCDG(ts,) (58)

F —ts; = ’
SelfForcey,—us, = ) NFS,, NS¢

ts,€F St t5,€15s
where F'Sys and 1.5y are, respectively, the final and the initial set of test subscssions

expandable with ¢,, having, respectively, NF'Sy; and NIS;, clements

Incompatibility Forces

In order to optimize the power dissipation (test concurrency) throughout the test
application time, 1t 18 necessary to assign tests to test subsessions such that the
power-dissipation/test-concurrcncy distribution 1s balanced However, assigning a
test to a specific gap (expandable test subsession) often affects the time frames
(1e, the set of test subscssions to where they can be assigned) of the other nitially
“ready” tests, which may become imcompatible with the test subsessions (twin gap
or shaded gap) newly gencrated after the assignment This can happen because
scheduling a test, say ¢,, 1s equivalent to reducing its test subsession sct to one test
subsession, say ts, This modification could propagatc to the test subsession sct
of the other tests (1mitially assignable to ¢s;) which may become unassignable to
subscssion ts, (actually the test subscssions generated mside ¢s, after the inscrtion
of ¢, to 1t) hereafter

The above mentioned tests (1mtially assignable to ts,) could become incompati-
ble with the newly generated test subscssions from different points of view Firstly,
the accumulated power dissipation has almost reached the limit and conscquently
no other tests can be scheduled 1n the new test subsession (twin gap) Sccondly,
the test length of the newly gencrated test subscssions (rest gap and twin gap) is
smaller than the test length of the tests left to be scheduled Thirdly, they are sim-
ply mcompatible with the test just assigned, from a test resource utilization point
of view, and 1mpheitly they are incompatible with the test subscssion (twin gap)

resulting from the assignment
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Thus, a test-totest subsession as-
signment usually creates additional
forces that can reduce or even counter
the globally intended improvement.
Therefore it is important that they are
accounted for. The force calculation
must be performed for all tests which
become incompatible. These forces are
named incompatibility forces in this ap-

proach and they are calculated like the

93

Figure 5.5: PTS Example Il

normal forces and added to the Self Force. After forces of all incompatible tests
have been calculated and added to the Self Force, the test subsession exhibiting the
lowest Total Force is selected for test assignment. It has been seen in section 4.2,

when it came to talk about the test mobility function, that initially all tests are
ordered by their mobility. Then, at each iteration the PTS-FDS algorithm sched-
ules the first unscheduled test from the sorted list to the test subsession, giving the

lowest Total Force.

The partial PTS schedule from fig-
ure 55 is taken as an example to
show how Total Forces arc calculated.
The difference between the partial PTS
schedule from figure 5.5 and the partial
PTS schedule from figure 5.2 is test £4.
In figure 5.5, test £4 has a lower mo-
bility, that is Tl = 8, Pu = 9, and
ComplListti = {;1,”2}* At this stage of
the partial PTS schedule, test U has to
be scheduled. It can be scheduled to ei-
ther tw\ or tW2The unscheduled tests

Figure 5.6: PCDG Before Scheduling

arc 4 and £3, and their time frames are 2 for both, i.e. {tw2,twi}. Their compati-

bility probabilities are given in table 5.2.
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ti <>tsj Probability CompProb (ti, tSj) Reasons (N = 2 in all cases)
of Compatibility values K 1 Nincompti values because
3 <>tui\ Compprob (£32twi) = K=2 CompListtM = {£3, ¢4}
=1-Cl/ICl=0 N ncomptr =1 IncompListta= {£4}
t\ «> tui\ Compprob{t4,tWi) = K=2 CompListtM = {¢3, ¢4}
=1- ClIClI=0 NincomptA ~ 1 IncompListta = {£3}
(3 <>tw2 Compprob (£35tw2) = K=2 CompListtW2 —1735%}
=1-Cl/ICl=0 Nincompn = 1 IncomplListta = {;4}
t\ <tw2 Compprob (¢4,tw2) = K=2 ComplListt\2 = {¢3, ¢4}
=1-CliCl=0 Afncompta =1 IncomplList® = {£3}

Table 5.2: Compatibility Probabilities for Figure 5.5 Example

The PCDG before scheduling t4 is depicted in figure 5.6. If t\ is scheduled in
tw2, then two test gaps are generated: tw24 {Ttws = 8, Ptws = 14 + 9 = 23,
CompListtwea = {0 }) and rg2 (Trg2 = 10- 8= 2, Prg2 = 14, CompListrg2 = {;3})-
¢3 can be scheduled to neither tw24 nor rg2. If (/4 is scheduled then Comppr~ts, tw\)
becomes 1 because K = 1 for tw\s compatibility list and A“roonpt3 becomes 0. Then
¢3 could be scheduled only to tw\ and the new compatibility probability would be
Compprob(t3,twi) = 1. The new PCDG is depicted in figure 5.7(a). Then the
Total Force is given in the equation below by ;4's Self Force (first two components)
and ;3's Incompatibility Force generated by the fact that £3 can not be scheduled
anymore in tw2.

(@ If ¢4 is Scheduled in tw2 (b) If t+ is Scheduled in tw\
Figure 5.7: PCDGs After i4’s Scheduling
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Total Forcey—pw, = Forcey, iy, + Force, m, + IncompFi, _uy, + IncompF, 4,
= 14x(9+1%1-9%0%x05)+12x(9+x0%x0—-9x0%05)+
+14% (5x0%x0—5%x0%05) + 12 (5*1 %1 —-5x0%05)
= 1264+ 040460 =186

where, for example, the term Forcey, .y, 15 calculated as presented next

Forcey—tw, = PCDG(tws)* (PCDGY,(twz) — PCDG,,(tw,))
—  PCDG(tws) * (PCDG4,y .y — PCDG, (tw2))
= PCDG(twy) * (P, ¥ Complp,q,(ta, twa) * Prob’(ts) —
—P,, * Compproy(ta, twa) x Prob(ts))
= 14%x(9*x1x1-~-9x0x05) =126,

If £4 15 scheduled 1n twy, then the test gap 18 twia (T, = 8, Piw,, = 1249 =21,
CompLust,,,, = {@}) Rest gap rg; 1s not generated anymore because (T, =
8—8 =0) t3 can not be scheduled to twy4 If #4 15 scheduled then Compp,gp(ts, tws)
becomes 1 because K = 1 for twy’s compatibility hist and Nyncomp,, becomes 0 Then
t3 could be scheduled only to tw, and the new compatibility probabihity would be
Comppro(ts,tws) = 1 The new PCDG 1s depicted 1n figure 5 7(b) In this casc
the Total Force 1s given below by t4’s Self Force and t3’s Incompatibility Force

gencrated by the fact that 3 can not be scheduled anymore 1 tw,

Total Forcery—tw, = Forces iy, + Force, miw, + IncompFi, i, + IncompFi,—iw,
= 12%{9%1%x1—-9%0x05)+14%x(9x0x0-9x0x05) +
+12x (5% 0x0—5%x0%05)+14%(5x1x1—-5%x0%005)
= 108+0+0+70=178

Total Forcey,—u,, 15 smaller than Total Force,—,iu,, thus t4 will be scheduled

m tw1

511 Algorithm Pseudocode

To make 1t clear 1t 1s emphasized here that there 1s an important conceptual dif-
ference between the original FDS algorithms and the PTS-FDS algorithm This 1s
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considered to be the third difference between the FDS and PTS-FDS algorithms
Basically, this difference 1s given by the fact that in the former algorithm the Total
Forces for each fcasible test-to-test subscssion assignment are calculated and the
one with the lowest force 1s taken for scheduling On the other hand, in PTS-FDS,
only the first test in the ordered test mobility list 1s considered for scheduling at
cach 1tcration The Total Forces of all 1ts feasible test subsession assignments arc
calculated and the lowest force dictates the choice of the test subsession to be cx-

panded next

PSEUDQCODE of PTS-FDS ALGORITHM
osort all the tests by their mobility in two steps (test length, power dissipation),
ommtiahize the GrounngTree, the BlockTestList and the GapsLast,
owhile (there are unscheduled tests) do { /*BlockTestList 1s not empty*/

e evaluate time frames for all tests,

e while (there are tests having null time frames) do{

— CurTest = the first out of BlockTestL1st having null time frame

— msert CurTest as the tail of GrouwingTree roots /*¥new test session*/ and

make CurTest “used”,
— remove CurTest from BlockTestList,
— generate a TuwwinGap gap as the twin of CurTest,
— msert TwimGap into Gapslast,

- evaluate time frames for all tests, } /*while*/
o CurTest = the head of BlockTestList,

e update power/concurrency distribution graphs,

o 1if (there are more than one test subsessions in CurTest's time frame) do{

— calculate CurTest's Self Forces for every feasible test subsession assign-

ment,
—~ add mmcompatibility forces to Self Forces,

— SCHEDULE CurTest to the test subsession exhibiting the lowest Total

Force at assignment, } /*if*/

e else SCHEDULE CurTest to the test subsession,

o} /*while*/
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The PTS-FDS algorithm 1s iterative, with one test scheduled 1n cach iteration
The data structures used in 1t arc the samec as m the LS-bascd approaches (sce
subsection 41 1) Its pscudocode 1s given above Tests arc imtially ordered before
being scheduled The sorted tests arc then iteratively scheduled into the available
test (sub)sessions (ETPs) The first stage of the algorithm detects the test having
null time frames These tests will be considered as test sessions and inscrted as
roots into the Growing Tree In the second stage, CurTest is assigned cach time
with the first test from the BlockTestList, which 1s the one with the longest test
length (and then highest power dissipation) Then, the time frames of all the tests
arc updated and they arc further used to update thc PCDG The latter 1s then
uscd to calculate the Forces for every feasible CurTest-CurGap assignment, where
CurGap 1s iteratively assigned with all the gaps from GapsList The CurGap, that
cxhibits the lowest Total Force for the assignment with CurTest test, 1s finally
expanded with CurTest, which 1s then removed from BlockT estList

The SCHEDULE procedure 1s the same as the one implemented in the LS-
bascd approaches 1 the previous chapter It carries out the scheduling of a test
mto the GrounngTree and 1its subsequent removal from the BlockTestList As it
can be scen 1n hgure 3 5, the merging step imphes the generation of shaded and
hatched gaps The hatched gap i the SCHEDULE procedure 1s called RestGap
It represents the space (gap) left behind cach merging step  Thercfore 1t 1nhernts
the accumulated power dissipation and test resource compatibihity list data from the
former test subsession, but, on the other hand, the test length 1s the test time left
after the merging step Obviously, if the test time left 15 null, there 1s no RestGap
gencrated TwinGap represents the twin of the just merged test and, thercfore,
its test length 1s the same as the newly scheduled test Its power disstpation 1s
the sum of the test subscssion’s power dissipation before assignment and the power
dissipation of the test just scheduled Its compatibility list 1s the intersection of
the previous ETP’s compatibility hst with the compatibility list of the just merged
test If the resulting compatibihity list 1s null it means that the newly gencrated
TwwnGap 1s born “saturated”, and there i1s no pomnt n taking 1t into account for
further expansion Thus, 1t 1s serted into the GrowingTree, but not mnto the
GapsList
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512 Algorithm Complexity

The complexity of the PTS-FDS algorithm can be derived m the same way as the
complexity of FDS Firstly, each iteration of the algorithm schedules at least one
test This imples there can be at most N iterations, where N is the mitial
number of tests Secondly, within each iteration, for a test to be scheduled, there
arc at most N test subsession (gaps) for which forces must be calculated This
assumption 1s a very conscrvative upper bound because 1t is only m the worst
case, where all tests arc totally incompatible, that the maximum possible number
of test subsessions making up the test’s tume frame 1s cqual to N (total number
of tests) Finally, for each tentative test-to-test subscssion assignment, there may
be at most N-1 tests incompatible with the current one to be affected, and theuwr
incompatibility force must also be calculated The combined effect of the above
three considerations yields the combined O(N?) complexity For the PTS-FDS,
onc method can be applied m order to reduce substantially the complexity and
15 sumilar to the one presented in [PK89] In [PK89] the complexity was reduced
by performing a preliminary reduction of all time frames which exceed a constant
maximum allowable height H Forces are then calculated in the usual fashion, and
all long time frames are reduced simply by removing from the time frame the c-steps
exhibiting the highest forces Similarly in the PTS, approach the test subsessions
sets can be limited to a certamn number H and the scheduling complexity would
then be reduced to O(HN?), where H 15 a predefined constant Forces are then
calculated in the usual fashion as well That 15, all big test subsession sets arc
reduced by removing from the test subsession set, the test subsessions exhibiting

the highest forces

5.1 3 Test Scheduling Example

The same two BTS examples given 1n subscction 4 1 3 arc used herc to provide a
decper msight into the workings and the results of this algorithm The 10 BTS
1s repeated below  For this example, the imitial values for the data structures are
GT =0,GL =0, BTL = {t1,t3,t3,t4,s, 6, t7, ts, t9, t10} The algorithm 1s repeated
untal all the tests arc scheduled FEach iteration starts with the scheduling of the
unassigned tests that have null time frames Thus, the lowest mobility tests with null

time frames are made roots of the GT and the tume frames are then updated This
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rcpeats until every unuscd test from BT L has a non-zero time frame Then, tests are
scheduled according to their mobility Since the number of tests to be scheduled 1s
ten, there arc ten main steps all together, which are depicted 1n figure 5 8 Following
this the scheduling steps from figure 5 8 executed by the first algorithm of the PTS-
LEA approach arc dctailed

test,(power dissipation,test length, {compatibalaty last})
11(9,9, {t2, t3, ts, t6, ts, tg })
t2(4,8, {t1, 13, t7, ts})

t3(1,8, {t1, 2, ts, t7, 9, t10})
t4(6,6, {t3,t5,t7,t3})

t5(5,5, {t1, t4, to, t10})

t6(2,4, {t1,t7,ts,t9})

t7(1,3, {t2, t3, ta, te, tg, to})
ts(4,2, {t1, 2, ta, 6, t7, tg, t10})
to(12,1, {t1, t3, ts, te, t7, ts, tin})
t10(7,1, {t3,ts, s, to})

BTL [ & | &2 | ts | ta | t5 | te | tz | & | £ | to Step 1 Time frames of all tests
TF 0 0 0 0 [+) [t} 0 0 [¢] [¢]

GL e} in BTL arc null because there are no
GT {@}

test (sub)sessions in GL  Therefore,

Table 53 Data Structures (Step 0) the first test (¢1) 15 selected from BTL
for scheduling 1t 1s merged to GT as root A twin gap tw, 1s gencrated and nserted
n GL so that GL = {tw;}, while node t;, inscrted mto GT, 1s shaded Then ¢, 1s

removed from BT L

BTL |[ta | ts [ ta | ts [ te | tr | ta | ts | tro Step 2 The time frames of
1k 1 1 v 1 1 0 1 1 Q

GL {tw1) the unused tests from BT L arc up-
GT t; 18 merged as root

dated Their new time frames are
Table 54 Data Structures (After Step 1) TF, = 1,TF, = 1,TF,, = 0,TF,, =
1,TF, = 1,TF, = 0,TF, = 1,TF, = 1,TF,;, = 0 t41s the ncxt test in the
sorted BT L having null time frame Consequently, 1t 1s sclected for schedule during
this step The structures become GL = {tw,tws}, while BT L consists of the tests
left with the following updated time frames TF, = 1,TF,, =1,TF, =2,TF,, =
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TEST SCHEDULE CHARTS TREE GROWING STEPS BLOCK TEST LIST

@ O ©
Figure 5.8: Tree Growing Steps Example (PTS-FDS Approach)

1,TFe = 1,TFi8= 2,TFw = 1,TFuo = 0.

BTL < =3 < & * 8 * <0 Step 3. tio is scheduled next be-
TF 1 1 2 1 1 2 1 0
6L {ttuj, twa) cause it is the only test left having
GT (“+is merged as root i

null time frame. The structures are

Table 5.5: Data Structures (After Step 2) now: GL = {tWutws,tw10}, while

BTL consists of the tests left, with the following updated time frames: TF{2 =
1TF3=I,TFh = 2,TFt6= 1,TFt/= 1, TFig= 2, TFig= 2.
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BTL [ ta [ta [ 6, [ ta [ tr [ 25 | ta Step 4 As can be scen above there
TF 1 3 2 1 1 2 2

GL {tw) twy twig) arc no tests left with null time frames
GT tjo 18 merged as root

Thus t; 1s to be scheduled next be-
causc 1t 18 the next in the sorted BT L

Force valucs arc to be calculated for 1ts assignments to each test subsession (gap)

Table 5 6 Data Structurcs (After Step 3)

from 1ts time frame, and thc one with the lowest Total Force value gives the
test subsession where ¢ will be scheduled The PCDG 1s updated during each
stecp using formula 54 Because 1ts time frame 1s equal to one test subscssion
(tw), there 1s no nced to update the PCDG and subsequently, there 1s no need
to calculate the Total Force of assigning ts to tw; The structures bccome
GL = {rg:,tws,twy, twyg}, while tests left 1n BTL have the following updated
time frames TF,, = 1,TF, =1,TF,=0,TF,=1,TF,=2TF,=2

BTL [ ta [ ¢s [to [tz [ ta | to Step 5 Test tg has now a null
TF 1 1 0 1 2 2

GL (r91 tws twq twio) time framc  Therefore, 1t will be
GT t2 18 scheduled 1n tw)

scheduled as root in GT' and removed
Table 57 Data Structures (After Step 4) g0 BTL  GL becomes GL

{twg, g1, twe, twy, twio}, while BT L’s tests have the following time frames TF,, =
1,TEK, =1,TF,=2,TF,=3,TF,=3

BTL || ta [ ts | tr | ta | ts Step 6 Tcst t3 15 to be scheduled
TF 1 1 2 3 3

GL_ || {ras twz tws twio twe} next Its time frame 1s one (twe) Af-
GT tg 18 merged as root

ter 1ts scheduling to tws, GL becomes
Table 5 8 Data Structurcs (After Step 5) {twe, g1, tws, two) tws 15 not gener-
ated because 1ts resulting compatibility list 1s empty Then, r¢2 15 not gencrated
either because 1ts test length 1s zero, ta and t3 having the same test length Now,
BT L’s tests have the following time frames TF,, = 1,TF,, =2, TF,, =2,TF,,=3
As can be scen, therc 1s no need to calculate the Total Force in this step either
However, 1t 15 going to be calculated here i order to give an cxample of how the
Total Force and 1ts components {Sclf and Incompatibihity Forces) arc gencrated

In order to calculate any force, the PCDG has to be calculated first For the
PCDG, the compatibility probability 1s nceded The calculations arec made ac-
cording to formulas 53, 54, 56, and 57 and arc given below The first sct of

calculations are made on thc Comppro(t,,ts;) values The first set represents
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the Comppres(t., ts,) values before the scheduling of ¢35 1 tws, while the sccond
sct of Comppre(t,,ts,)s arc calculated after the scheduling of ¢3 mn twy; The

Comppras(ty, s,)s before scheduling ¢35 to tw, arc calculated as mn table 5 9

t, o ts, Prob Compprop(ts, ts;) Reasons (N =5 wn all cases)
of Comp values K, chomp,lvalues ] because
t5 > tuy CO‘"Lpprob(tg,, tw4) = K=3 C'O’I'T!,I)L’lsttw4 = {ts, t7, tg}
=1-C2/C?=05 Nincompe, = 3 Incomplast,, = {t3,t7,ts}
t7 — tw, Comppros(tr,tws) =1 K=3 Complasty,, = {ts,t7,t3}
Nuncomp,, = 1 I'ncompLast,, = {ts}
tg « twy Compp,-ob(tg,tw4) = K=3 CO’!an’LSth‘ = {t5,t7,t3}
=1-C2/C?=083 Nincompy, = 2 IncompListy, = {t3,ts5}
tg — twm Comppmb(tg,twlg) =1 K=1 CompLzstt,,,w = {tg}
Nincomp,, =0 Incomplast,, = {@}
t3 & twy Compprep(ts, tws) = K=2 CompLasty,, = {t3,ts}
=1-C}/C} =05 Nincomp,, = 2 Incomplast,, = {ts,1s}
tg « twy Comppmb(tg,th) = K=2 C'OWL})L’I,.Sttw,z = {t3,t8}
=1-C}/Ct=05 Nancomp,, = 2 IncompLast,, = {t3,ts}
ty < Tg Comppros(te,Tg1) = 1 K=1 ComplListr, = {ts}
Nincomp, =0 Incomplast,, = {@}
tr « twg Compprop(tz, tws) = 1 K=3 CompLastyy,, = {t7,ts,t9}
Nuncomp,, =1 Incomplast,, = {t5}
tg — twg Comppros(ts, tws) = K=3 CompLusty, = {t7,ts,t0}
=1-C2/C;=083 Nincomp,, = 2 Incomplast,, = {t3,t5}
tg «— tws Compprob(ty, twe) = 1 K=3 Complastiy, = {t7,t8,t0}
ch,,mp,g =0 IncompLast,, = {@}

Tablec 59 Compatibility Probabihitics Before Scheduling £3 to tws

The below figurce gives by means of two tables an overview of the change of
Compprab(ti, ts,) values before and after scheduling ¢3 to twq  After scheduling ¢5

to twg, the Compprop(t,, ts,)s arc calculated as mn table 5 10

[ Compproy |l Test Subsessions ]
{___"Testa I twa [ twig [ twz T rar [ twe || [ Coemppron |l Test Subsessions
) 05 il Tests | fwq T twyo twy | r92 | ro1 twe ||
i, 0o T, 067
t7 1 1 ty 1 1
18 083 05 1 ts i 1
To T 1 i to T 1 1
(a) Compprop Before t3’s Scheduling (b) Comppro» After tz’s Scheduling

Figurc 59 Comppre Values in Step 6

In figure 5 10 the PCDG valucs before the scheduling of test £3 into test subses-
s1on twy arc depicted Figurc 5 11 depicts the PCDG values after the scheduling of
test £3 1nto test subsession twy 7¢g2 15 not gencrated because 1ts test length 1s null
(Trgy = Tow, — Tty =8-8=10)
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ti <>tsj Prob, Comppraob(ti, tsj) Reasons (N = 4 in all cases)
of Comp. values K i Nincomptivalues because
ts <+tw3 CompProb{tg,twz) = 0 K=o ComplListtWin= {0}
HnconptR =1 IncomplListt8 = {£5}
tg <> rg2 CompProb{tg,rg2) = 0 rresi = 0
£5 <ptWa Compprob (£5, 84) = /IC =3 CompListtM = {£5, £7, £s}
= 1-cf/Cf =067 Nincomptr, = ~ IncomplListtg = {£7£s}
£l <> £uY Compprob{tT,tw4) = 1 K =3 CornpListtM = {£5 £7~ 8
Nincompt7 = 1 IncomplListt7 = {£5}
B8 twd Compprob(tg,tWas) = 1 K =3 CompListtW4 = {£5, £7, £8}
YtncomptH =14 IncompListte = {£5}
tg  tWio Corapprob”riwio) = 1 x =1 CompListtMo = {tg}
Nincomptn ~ O IncomplListtg = {0 }
tg «e rgi ComppTh(tg,rg\) 1 =1 ComplListrgi = {£9}
NincomptQ = 0 IncompListtg = {0}
£ £16 Compprob(t7,tws) = 1 if=3 CompListtwe = {£7,£8,£%
Nincompt7 ~ 1 IncomplListt7 = {£5}
< f\e Compprob (tg, fitte) = 1 K=3 CornpListtW6 = {£7,£s, £9}
Nincompm = A IncomplListts = {£5}
£9 <twb6 Compprob(tg,tw6) = 1 K=3 CompListtwQ = ¢£7, £8, £9}
NincomptQ ~ 0 IncompListtg = {0 }

Table 5.10: Compatibility Probabilities After Scheduling (3 to tw2

Figure 5.10: PCDG Before i3's Scheduling - Step 6
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w3 3 wa w6 twD
Figure 5.11: PCDG After ~’'s Scheduling - Step 6

Then the Total Force of assigning i3 to tw2 is given below. It is the sum of

i3's Self Force of assigning it to the test subsession tw2 and the Incompatibility

Forces. One Incompatibility Force is given by the fact that scheduling test (3 to

test subsession tw2, means that test tg can not be scheduled in this test subsession
anymore. That is due to the fact that the new twin gap tw$ is not compatible with
tg, because (3 is not compatible with tg, and the rest gap rg23 has a null test length
(7i2 = Tt3). Another Incompatibility Force is given by the possible assignment of
test tg to the other two test subsession (tw4 and tw”).

TF3Mtw2 =

Ft3-+w2 + IncompFt8-, 8\ + IncompFt8" tw2 + IncompFt8" twd
PCDG[tw2) * Xt$—=tw + PCDG(twA) *xtg—*tw + PCDG(tw2) *xt8" t\2 +
+PCDG(tg) * xt8-*tw6

1417*@2*1*1- 1*05*1) + 1011 *(4*1*0.5- 4*0.8(3) *0.33) +
+14.17*(4*0*05- 4*05*0.33) + 761 *(4*1*0.5- 4*0.83 *0.33)
7.08 + 8.99 - 9.4+ 6.77 = 13.39.

The value of TF©3 — tw2 is positive, that is Vs assignment to tw2 is not an

attractive choice. However, this is the only choice for test t%to be scheduled in the

actual test schedule without increasing the total test application time. This is the
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PTS-FDS algorithm’s peculiarity that tests arc scheduled by their order in the test
mobility list

BTL [[ t, [ t7 |t | s Step 7 During this step, test
TF 1 2 2 4
GL || {rg1 twa twio twe} ts 1s scheduled to the only test sub-
GT t3 18 merged n twg

sesston (tw,) of its time frame Af-
Table 5 11 Data Structures (After Step 6) 4.1 1ts scheduling to twy, GL becomes
{rg1,twip,tws} tws 15 not gencrated because 1ts resulting compatibility list 1s
cmpty g4 1s not genecrated cither because 1its test length T'L,4, = 1 could accom-
modatc only test ¢g, but the latter i1s not test resource compatible to rgy BT L's

tests have the following time frames TF;, = 1,TF,, =1,TF,, =3

BTL || & | ts | to Step 8 After this step, test &7
TF 1 1 3

GL || {ra1 twio twg} 18 also scheduled to the only test sub-
GT t, 18 merged in twy

session (twg) of its time frame GL

Table 5 12 Data Structures (After Step 7)  yocomes GL = {rg1,79s, twr, twie}

BT L'’s tests have the following time frames TF,, =1,TF;, =4

BTL ts ta Step 9 Now, test tg 1s becing
TF 1 4

GL || {rgy rge twr twig} scheduled to the only test subsession
GT t7 18 merged 1n twg

(twr) of 1ts time frame GL becomes

Table 5 13 Data Structures (After Step 8) {rg1,79s, 797, tws, twio} The only test

left has the following time frame TFy, =5

BTL ta Step 10 In the last step,
TC 5

GL_|| troy rus ror tws twio} test fg could be scheduled to one
GT tg 13 merged m twy

of GL's test subsessions (GL =

Table 5 14 Data Structures (After Step 9) {rg1,7G6, 7g7, tws, twye})  Thus, the

first step 1s to update the PCDG Using formula 53 the following values have

been calculated

Compprop(ty, twyg) = 1 00, while Prob(tg, twio) = 0 2,
Compprop(te,rg1) =100, while Prob(tg,rg;) =02,
Compprob(te,rgs) = 100, while Prob(tg,rge) =02,
Comppyos(te,rgr) =100, while Prob(te,rg:) =02,
Comppros(te,twg) =100, while Prob(tg,tws) =02
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PCDGN =14

3
% PCDGjj -11A
PCDGM-11

4 ..
91;3 24 PCDG#QBQA PClXI:I'mQA
] 9*
§ 2.4 2.4
73
7
3 RO A
53
5 FD076: »V
21‘3
= 2.4
‘% Pt,=6 2.4
s P&

rs. W (o7} twf e rg? tw8 v, BepIpeE

SUBSESSION

Figure 5.12: PCDG - Step 10 (PTS-FDS Approach)

SFtg—#wiQ — FtQ=twio ‘T'Mg-"rgi ‘1'Ftg-»rge + Ftg»rg7 +
= 94(12*100*100- 12*100*0.2) + 114(0- 12*100%0.2) +
+.40- 12*100*02) + 54(0- 12*100*0.2) +94(0- 12*100*0.2)
= 024- 271.36- 1056- 1296- 2.5 = 1680;
SR>y = 4080
SRg—=p = -43.20;
SF9>rgr = -22.56;
SF9-+#vd = 1680

Using formula 5.4, PCDG is generated for test tg and depicted in figure 5.12.
Because tg is the last test-block to be scheduled, its compatibility probabilities are
equal (1.00) for all five gaps. The same happens with the uniform probability of
assigning tg to the five gaps, which is 0.2. Thus, the probable distribution calculated
with the sum from formula 5.4 is 12 * 1.00 *0.2 = 2.4. It can be seen that on top
of the already accumulated power dissipation of the gaps, where tg can be assigned,
the probable distribution, which is 2.4 for all gaps, is added. Intuitively, in order
to balance the power dissipation over all the gaps, by assigning tg, the assignment
should be done to rg$. This is demonstrated by calculating above with formula 5.7
the Self Forces (SF) associated with the assignment of tg to each of the five gaps.
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MAMALAGT ML ATEDFONROSPAION MPD =21
D AN AVPD-11 RVB=1149
. MY 1 PNION MPD- 14
D
= / PDD-3
NO POWER
DISSIPATION NO POWER
CONSTRAINT DISSIPATION
= CONSTRAINT

TOATESTARICNIONTIME TL= 20

(@) PTS-LEA (MRU) Solution

TOATESTARICNIONTIME TL =

(b) PTS-FDS Solution

Figure 5.13: PTS Charts Without Power Constraints - 10 BTS

Test 9 is the last unscheduled test. Consequently, it’s Total Force does not
have incompatibility components. Thus, the assignment oftg to rgq gives the lowest
Total Force and, therefore, it is the assignment carried out in the last step of this
example. The final power-test scheduling chart of this example is given in figure
5.13(b) and is compared in figure 5.13(a) with the solution generated by the first
pseudocode of the PTS-LEA algorithm. It can be observed how power dissipation
characteristics can be improved by scheduling test tg into the test session for test ts
instead of scheduling it into the test session for test t\. Comparing with the PTS-LS
algorithm, this is possible in the PTS-FDS algorithm by employing a force-directed
priority function in the gap-selection process of the tree growing technique.

Figure 5.14 gives a comparison between the PTS solution generated by the PTS-
LS algorithm (the best solution generated in chapter 4 for the 20 BTS example)

133 NO POWER DISSIPATION CONSTRAINT

ON
NO MAXIMAL POWER DISSIPATION CONiT%INT

15 . _*9

16) OSSPATION DISIPATICN

u e

M )
SO

TOTAL TEST APPLICATION TIME = 41 TOTAL TEST APPLICATION TIME = 44

(a) PTS-LS Solution (b) PTS-FDS Solution
Figure 5.14: PTS Charts Without Power Constraints - 20 BTS
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(@) PTS-LS Solution (b) PTS-FDS Solution
Figure 5.15: PTS Charts With Power Constraints (PDC = 15) - 20 BTS

and the one generated by the PTS-FDS algorithm for the 20 BTS example, without
power constraints. It can be noticed that the PTS-FDS solution in 5.14(b) exhibits
a more balanced power dissipation than the PTS-LS solution given in figure 5.14(a),
even though the total test application time has increased slightly as well. It will
be seen in chapter 6 that for very loose power constraints, normally, the PTS-FDS
algorithm dramatically improves the power dissipation characteristics (comparing to
PTS-LS and PTS-LEA) usually without increasing the total test application time.
On the other hand, for tighter power constraints as in the case of figure 5.15(b),
it will be seen in chapter 6 that the PTS-FDS algorithm generates solutions with
balanced power dissipation but with longer test application time (comparing again
to the PTS-LS and PTS-LEA approaches). However, the example given in figure
5.15 is again an exception because the total test application time is not increased
by applying the PTS-FDS algorithm comparing to the PTS-LS algorithm).

5.2 Distribution Variance Based Approach

The HLS FDS approach from [KAHA97] was also used the distribution graph con-
cept where a so-called Mean Square Error (MSE) function was used as a priority
function to schedule operations to c-steps, resulting in a computationally efficient
solution. The schedule of this approach was constructed iteratively, each individ-
ual operation was considered, assessed and finally scheduled into the most suitable
c-step. This was unlike the previous HLS FDS algorithm where the influence of
all unscheduled operations on the schedule was evaluated before the most suitable
operation to c-step assignment.
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It was proved in [KAHA97] that higher mobility operations have smaller cffect on
the overall operation distribution because of their long time frames, which result in
lower probability values This means that 1t 1s unnecessary to schedule high mobility
operations early Therefore, the operations were classificd in [KAHA97] into a sorted
list according to operation mobility (from low to high), increasing ASAP time, and
decreasing number of succeeding nodes This hist was used to schedule all operations
one after another without the need to re-sort the list, thus preserving the algorithm’s
low complexity On the other hand, 1t has been explained 1n scction 4 2, that n
the PTS problem, the test mobihity function has to be employed i order to sort
the mmitial test st The other two sorting keys mentioned above arc not applicable
to the PTS problem because the order of test application 1s not important at test
session level

The algorithm 1 [KAHA97] had the following steps The first unscheduled
operation op, was taken out from the sorted hist To establish the optimal c-step into
which this opcration was to be scheduled, the operation was tentatively assigned
to all valid c-steps within its time frame Scheduling an operation into a c-step
might affect the time frames of its preceding and succeeding operations As a
result, the probability values of these opcrations might vary and, thercefore, modified
distribution graph valucs DG (type, 2) had to be determined for each tentative c-step
7 assignment, where type represcented the type of operation op, To investigate the
cffect of diffcrent c-step assignments on the operation distribution, the temporary
DG, was assessed knowing that a good schedule has a balanced DG Let ¢-stepsiype
be the sct of c-steps mto which operations of this type could be scheduled Let
Miype be the number of such c-steps  Then the average DG value of this type of
operation over their possible c-step assignment 1s

1
AVthpe = Mtypc Z DG(type, 7')7 (5 9)

1€c—-stepSeype

Let DG; (type,?) be the distribution graph if operation op, was assigned to c-step
3 Then the so-called Mean Square Error (MSE) of DG (type, ) 1s an mdication of
the balance of the distribution graph of this operation type

1
MSE(y, type) = \/ Z (DG (type,r) — AVGyype)?, (5 10)

Mtype tEC—Stepsiype
There was one MSE value for each operation type and, 1n order to find an overall

rate, all MSE values for all types were added
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MSE(3) =Y Ciype MSE(3,type), (511)

type
where Cyype was an optional constant reflecting the cost of the particular hardware
resource Having determined the MSE values for all valid ¢c-steps, operation op, was
finally scheduled into the c-step 7 which resulted 1n the lowest MSE value This was
followed by adjusting the time frames of its preceding and succceding operations
and updating the DG values This procedurc was repeated until all operations were
scheduled

An aside has to be made herc with regard to the mathematical definition of the
MSE function mentioned above First of all, the formula given mm equation 5 10 1s
not a Mcan Square Error (MSE) but resembles the Standard Deviation (SD) defim-
tion, which 1s the square root of the average squared deviations from the mean On
the other hand, MSE 1s the average of squarcd deviations of the current population
from the valucs of the previous population (see cquation 512) The approach in
[KAHA97] was to calculate the deviation of a new population (1¢, DG’ values)
from the average of the previous population (1 e , DG values) because 1t was aiming
at a balanced distnibution graph This deviation 1s calculated with the Standard
Deviation (SD) formula On the other hand, the MSE formula calculates the devi-
ation of the new population’s values from the valucs of the previous population In
terms of distributron graph, by using the MSE formula the algorithm would aim at
minimizing the difference between the shape of the previous distribution graph and

the new shape of the distribution graph

MSE(y,type) = \/ ! Z (DG, (type,2) — DG, (type, +))?, (512)

Miype 1E€c—stepsiype

Morcover, mathematically speaking the Average Value (AVG) i Standard De-
viation (SD)’s formula should be constant, which 1s not the case in the approach
cmployed 1n formula 5 10 Therefore, the term defined 1n formula 5 10 should be
called a Deviation from a Mean Target, where the mean target (AVG) changes at
each 1tcration

The same 1dea from [KAHA97] 1s employed for the PTS algorithm proposed 1n
this section with some amendments First of all, Standard Deviation (SD) formula
was considered, but 1t turns out that the square root function 1s superfluous This
was duc to the fact that the SD valucs had to be compared, and the ordenng

rclationship (1 e, <,>) between two values 1s the same for the relationship between
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their square or square root values (convex functions) Therefore, the squarc of the
so-called SD from target (AVG) function 1s eventually implemented which comncides
with the mathematical defimtion of Distribution Variance (DV) from Target (AVG)

Inspired by the approach given in [KAHA97] a Distribution Vanance Based PTS
Approach (PTS-DV) 1s proposed m this scction together with the extended tree
growing technique to decal with the problem of uncqual-length block-test scheduling
under power dissipation constraints It aims at achieving a balanced power dissi-
pation throughout the test application time mercly by asscssing the samc Power-
Concurrency Distribution Graphs (PCDG) proposed 1n the previous section PCDG
gives the effect of test/test-subsession assignments Unlike the PTS-FDS approach
given 1n the previous scction, the time consuming Force calculations are avoided
here by using the DV function, resulting in a morc computationally cfficient solution

This 1s achieved using only the two steps summarized below

Determination of time frames

The first step consists again of determining the time frames of cach test by cvalu-
ating the sct of test subsessions (ETPs) where the test can be merged The ETPs
expandable at a certain moment with a test do not have to be adjacent and, therc-
fore, a test’s time framc in PTS-DV, as in PTS-FDS, 1s not or does not have to
be contiguous The goal of PTS-DV 1s also to balance the power dissipation and,
mdirectly, the test concurrency, while keeping the test application time as tight
as possible Therefore, the same power dissipation probability from the PTS-FDS
approach 1s to be employed

For the 4 BTS example given 1n section 5 1 and depicted 1n figure 5 5, both tests
t3 and t4 have two test subsessions (twy and tw,) i which they can be scheduled
That 15, the time frames of both tests ¢3 and ¢4 consist of the test subsessions fw,

and tw,

Creation of distribution graphs

The next step 1s to take the sum of PCDGY (ts,) values for each possible test/test
subscssion assignment and add them on top of the power dissipation accumulated
so far m the partial power-test chart The resulting PCDG indicates the power
dissipation cxpectations PCDG’s formula 1s the same one as formula 5 4 given 1n

scetion 5 1
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First, all tests arc ordered by their mobilitics Scheduling a test ¢, into a certain
test subsession ts; might affect the time frames of other tests As a result, the
probability values of these tests may vary and modified distribution graph values
PCDG'(ts,) should be determned for each possible t, — ts, assignment To 1nves-
tigate the cffect of dufferent test subscssion assignments on the tests’ distribution,
the temporary PCDG'(ts,) 1s assessed knowing that a good schedule has a balanced
PCDG The difference between the PC DG values and the average value AV G pro-
vides an 1ndication of the distribution balance as 1n the [KAHA97] approach The

average value can be obtained from the original PC DG using the following formula

1 Nrg—1
AVG = — S PCDG(), 513
N Z (v) (513)

where Npg 1s the number of test subsessions 1in the schedule The distribution
vartance of the temporary PCDG’ from the AV G value gives an indication of the
balance of the power dissipation distribution The DV function to be calculated for

each tentative assignment of a test ¢, to a test subsessions ts; 1s defincd below

Nrg—1
1 § : i 2
D‘/tl—*ts] = N—Ts ( < (PCDG (tS]) - AVG) ) s (5 14)

where PCDG'(ts,) are the values of thc modified power-concurrency distribution
graph (in each test subsession ts,} for a tentative t, — ts, assignment As in
[KAHA97], having determined the DV}, ., values for all vahd test subscssions ts,
(to which test ¢, can be assigned), the test t, 1s finally scheduled nto the test
subsession exhibiting the lowest DV;, ., value This is followed by adjusting the
time frames of the remaining tests m ¢s;’s compatibility bist and updating the
PCDG values The above steps are repeated until all tests are scheduled

Thus far a umform time length (one time unit) has been considered for all the
test subsessions i which the PCDG has been calculated Recall that in the PTS-
FDS approach, the time length has not been employed in the calculation of the
Force function The rcason behind this 1s the fact that the PTS algorithms deal
with the 1dealistic technological case, where cach power spike has to be minimized
On the other hand, in the PTS-DV approach tcst subsessions’ time length can be
cmployed for the calculation of AV G and DV,,_,, values in order to better discretise

thc PCDG over the test applhcation time
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Nts—
AVG=— Y, TtSi*PCDG(i), (5.15)
t=0

Thus, an improvement of formulas 5.13 and 5.14 to also take into account the
time component of test subsessions is given, respectively, in formulas 5.15 and 5.16.
The AVG value of the PCDG was calculated before in formula 5.13 by uniformly
(by one time unit) sampling the PCDG values for each test subsession (in total Nts
test subsessions). On the other hand, in formula 5.15 the AVG value of the PCDG
is calculated this time by sampling the predicted PCDG values for each time unit of
the total application time or total test length TL (where TL = YlIflo 1 That
is, the predicted PCDG value of test subsession tsj will be sampled Tt times and
will have the same constant value PCDG (tSj). The DVti-tsj values are calculated
in the same way as in formula 5.16. The distribution is now discretised TL times.
Therefore, its population has TL values. Within each test subsession tSj the new
PCDG values are constant (PCD G '(tSj)) for Tt§ time units.

1 (NTS-1 \
DVt* Ui= Y1 I £ Tt.*(PCDG'(tSj) - AVG)2J , (5.16)

In figure 5.16 are given the PCDG charts for the example given in section 5.1
and depicted in figure 5.5. Figures 5.16(a) and 5.16(b) are the correspondents, re-
spectively, of figures 5.6 and 5.7(a) after formulas 5.15 and 5.16 have been employed.

PCDG
EXPANDABLE
TEST
SUBSESSION
(a) Before ;4 is Scheduled in tw: (b) After ;4 is Scheduled in tw2

Figure 5.16: PCDGs with Test Length Component

Thus, the PCDG before tentatively scheduling test t\ to any of the expandable
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test subsessions (fwp or tw;) 1s depicted m figure 5 16(a) The average valuc of
PCDG 1s now AVG = (T, * PCDG(twsy) + Ty, * PCDG(tw1))/(Tews, + Ttw;) =
(140 + 96)/(10 + 8) = 1311 The PCDG after the tcntative scheduling of test
ty 1 test subscssion tws 1s given m figure 516(b) The DV valucs generated by
tentatively scheduling test ¢4 to tws and tw; arc calculated below From these DV
values 1t can be concluded that the smallest deviation 1s given by the £4 — tw;
assignment That 1s, the power distnibution deviation DVi, ¢, = 50 28 from thc
average valuc AVG = 1311 of the previous PCDG given by the assignment of
ty — twy 15 bigger than the deviation DV}, _,;,, = 46 94 gencrated 1n the PCDG by

the t4 — tw; assignment

1
DV, — w ! _ 2
Viamtus Trws + Trgy + Ttu, (Tuw, * (PODG (te) — AVGY'+

+Trg, * (PCDG'(1g2) — AVG)? + Ty, * (PCDG'(tw1) — AVG)?)

1

= 35 (B*(2B-1311)" +2x (1413 11) + 8+ (17 - 13 11)?)

78254 158+ 12106 905 14
18 T8

Tiw, * (PCDG' (tws) — AVG)*+

= 50 28,
1

Toon + Tows ¥ Trgy ¢

+Trg, * (PCDG'(rg1) — AVG)? + Ty, x (PCDG'(tws) — AVG)?)

= %(10*(19—1311)2+0*(12—1311)2+8*(21—1311)2)
_ 34692:—849801=4694

5.21 Algorithm Pseudocode

The pscudocode of the PTS-DV algorithm 1s given below The data structures used
in 1t arc the same as 1n all previous PTS approaches (sce subscction 41 1) As it can
be seen 1 the pscudocode, tests are firstly sorted by their test mobihity The schedule
15 1teratively developed while individual tests arc considered in order, assessed and
finally scheduled into the most suitable test subsessions At each iteration onc test
1s scheduled  The first stage of each 1teration detects (as in the PTS-FDS approach)
the tests having null time frames These tests will be considered as test sessions
and mserted as roots mto the Growwng Tree When all the tests left unscheduled
have time frames different than zero, the first unscheduled test 1s picked up from the
sorted list To cstabhish the optimal test subsession into which 1t will be scheduled,

tost ¢, 15 tentatively assigned to cach cxpandable test subsession within 1ts time
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framc Subsequently, time frames are updated for all tests affected by the tentative
t, — ts, assignment and the PCDG 1s constructed Eventually, the result of cach
tentative assignment 1s a DV value At each 1iteration, ¢, 1s scheduled 1nto the test
subsession ts, for which the lowest DV value was found Then the time frames
of the unscheduled tests are consequently updated together with the distribution
graph PCDG

PSEUDOCODE of PTS-DV Algorithm
omitialize and sort all tests according to their test mobility with two keys (test length
and power dissipation),
ommtiahize the GrowingTree, the BlockTestList and the GapsList,
owhile there are unscheduled tests do { /*BlockTestList 1s not empty*/

e take the next test out from the sorted hst,
e evaluate time frames for all tests,

e while (there are tests having null time frames) do{

— CurTest = the first out of BlockTestList having null time frame

~ msert CurTest as the tail of GrourngTree roots /*new test session*/ and

make CurTest “used”,
— remove CurTest from BlockTestLust,
— generate a TwinGap gap as the twin of CurTest,

— msert TuwnGap mmto GapsList,

evaluate time frames for all tests, } /*while*/

for each test subsession into which the test could be scheduled do {

— assign test ¢, tentatively to test subsession ts,,
— update time frames of remaining tests 1n ts;’s compatibihity hst,
— calculate distribution graph for the modified growing tree,
— evalnate the distribution varance (DV) function,
} /*for*/

o Schedule test into the test subsession for which the lowest DV value was found,

e update time frames of remamning tests 1n ts;’s compatibility hst,
e update distribution graph,
o} /*whle*/
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5.2.2 Algorithm Complexity

The complexity of the PTS-DV algorithm can be derived in the following way.
Firstly, each iteration of the algorithm schedules one test. This implies there are N
iterations (N is the initial number of tests). Secondly, within each iteration, for a
test to be scheduled, there are at most N test subsessions (gaps) for which PCDG
must be calculated. Finally, for each tentative test-to-test subscssion assignment,
there may be at most N test subsessions for which the new PCD G’ values have
to be calculated. This assumption is a conservative upper bound. The combined

effect of the above three considerations yields the combined 0 (N 3) complexity.

5.2.3 Test Scheduling Example

Figure 5.17: PCDG - Step 10 (PTS-DV Approach)

The PTS solution generated by the PTS-DV algorithm for the 10 BTS example
given in subsection 4.1.3 is the same as the solution generated by the PTS-FDS
algorithm in figure 5.13(b). This is the same for both algorithms because the BTS
size is too small and both algorithms converge this time to the same solution inside
a small solution space. Test scheduling steps of this example happen to be exactly
the same as in figure 5.8. That is mainly due to the fact that for this BTS example
only in the last step are taken calculations-based decisions. However, the decision

in step 10 is not based on Forces anymore, but on DV calculations. First of all, the
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PCDG 1s constructed as in figure 5 17, which 1s an update of figure 5 12 Then, 1ts

average power dissipation 1s calculated according to formula 5 15 as below

TL = ngx + Ttws + Ttw5 + TT.‘M + ngs + ng7 + TttUs + T:‘-wlm

Nrg—1

3 T *PCDG(t) = Ty, * PCDG(rg:) + Touy * PCDG (tws) + Tow, * PCDG (tws) +
1=0

+Trg, ¥ PCDG(rgs) + Trgs ¥ PCDG(rgs) + Ty, * PCDG(rg7) +
+Ttws ¥ PCDG(tws) + Tiw,o * PCDG(twro),

8—1
—_ l >,
AVG = TL;]T,S,UCDG(Z)

1114 +8«14+5+11+1%64+1%44+1+54+2%94+1%94
1+845+14+14+142+41

222 4
= — =1112
20

Then the DV values are calculated for cach tentative tg — s, assignment using
formula 5 14 Test tg 18 the last to be scheduled The set of test subsessions at this
stage 1s twig,Tg1, 786, tws, rg; After any of the tentative assignments the number
of gaps increases because a test subsession 1s replaced with two test subsessions (1 ¢,
a twin gap and a rest gap) For example, the assignment of £9 to twig exchanges
the latter with rgy9 and twg as 1n the below calculations of DVy_,,, The lcast

DV value 1s given by the tg — rge assignment (see below)

Npg=-1

> T, *(PCDG'(ts,) — AVG)* =
1=0

= Trgo * (PCDG(rg10) — AVG)? + Ty * (PCDG (twg) — AVG)? +
+Tyg, * (PCDG(rgy) — AVG)? + Tha, * (PCDG(tws) — AVG)® +
4T * (PCDG(tws) — AVG)? + Ty, ¥ (PCDG(rgq) — AVG)? +
4Ty g * (PCDG(rgs) — AVG)? + Ty, * (PCDG(tws) — AVG)? +
+Trq, * (PCDG(rg7) — AVG)?,

1
DVigmtwny = 55 (0% (7-1112)%+ 1% (19 -8 875)% + 1+ (9 — 11 12)*+

+8% (14 —1112)2 45 (11 —1112)2 + 1% (6 — 11 12)*+

42 2
+1x(2-11 12)2+2*(7—1112)2+1*(3-1112)2)=3209=1711,
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(@) Without Power Constraints (b) With Power Constraints = 15
Figure 5.18: PTS Charts of PTS-DV Approach - 20 BTS

DVi9>rgi = 1951
DVtg-trge = 11.11;
Dvig—=¢8 = 1710

DVtirg7 = 123L

In figure 5.18 are depicted the PTS chart solutions given by the PTS-DV algo-
rithm for the 20 BTS example without (figure 5.18(a)) and with (figure 5.18(b))
power constraints (PDmax = 15). Comparing the PTS charts from figures 5.18,
5.14, and 5.15 it can be noticed for the 20 BTS that the PTS-DV approach outputs
more or less the same power-test scheduling charts as generated by the PTS-FDS
algorithm. This is also due to the fact that the 20 BTS example is still small to be
able to fully differentiate the characteristics of PTS-FDS and DV algorithms. This
can be done later on with the examples given in chapter 6.

5.3 Mixed List and Force-directed Approach

Mixed classical scheduling algorithms are proposed here to further improve the
test concurrency having assigned loose power dissipation limits. A sequence of
list and distribution-graph based scheduling algorithms is adapted to tackle the
power-test scheduling problem. The extended tree growing technique is again the
background technique for these algorithms in order to model the PTS problem. This
mixed scheduling approach contains mainly two steps. Firstly, a list scheduling-
based algorithm (PTS-LEA, PTS-LS) is run in order to rapidly achieve a power-
test scheduling solution with a near-optimal test application time. Then the power
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dissipation distribution of this solution 1s balanced by applying a distribution-graph
based scheduling algorithm (PTS-FDS, PTS-DV)

It has been noticed in [MWMV00] (see chapter 6) that the hist scheduling-based
approaches (PTS-LEA and PTS-LS) rapidly gencerate results which usually exhibit
very good test application times The shortcoming of their solutions is that their
power dissipation characteristics are poor That 1s because the power dissipation dis-
tribution 1s not balanced These characteristics can be improved by the distribution-
graph based approaches (PTS-FDS and PTS-DV) The distribution-graph based ap-
proaches take more computational time on calculating the global priority function
(Forces or Distribution Variance (DV)) but render solutions without power spikes
This 1s the goal of the two-step approach proposed 1n this section Firstly, to gen-
eratc a solution exhibiting a good test application time using hst scheduling-based
approaches And sccondly, to balance the powcer dissipation distribution of this so-
lution by running on 1t distribution-graph based approaches With the algorithms

available 1n this thesis four versions of this approach can be named

e Mixed LEA - FDS Bascd PTS Approach (PTS-LEAFDS) - PTS-LEA to ac-
complish the first step and PTS-FDS for the second step,

e Mixed LEA - DV Bascd PTS Approach (PTS-LEADV) - PTS-LEA for the
first step and PTS-DV for the second step,

e Mixed LS - FDS Based PTS Approach (PTS-LSFDS) - PTS-LS for the first
step an d PTS-FDS for the second step,

e Mixed LS - DV Based PTS Approach (PTS-LSDV) - PTS-LS for the first step
and PTS-DV for the second step

531 Algorithm Pseudocode

The pseudocode of PTS-LEAFDS (PTS-LSFDS, PTS-LEADV, PTS-LSDV) algo-
nthms 1s very simple and, basically, assumes the sequential exccution of the PTS-
LEA (PTS-LS) and PTS-FDS (PTS-DV) algorithms Below 1s given the simple
pseudocode of the PTS-LSFDS algorithm, the psecudocode of the other mixed ap-

proaches are very similar
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NO POWER DISSIPATION CONSTRAINT

MAXIMAL POWER DISSIPATION CONSTRAINT = 15

E%SW OEIION
g 2] til
i

TNE * U 13 ti4

TOTAL TEST APPLICATION TIME = 44 TOTAL TEST APPLICATION TIME = 50

49

(a) Without Power Constraints (b) With Power Constraints = 15
Figure 5.19: PTS Charts of PTS-LSFDS Approach - 20 BTS

PSEUDOCODE of PTS-LSFDS Algorithm:
-execute the PTS-LS algorithm on the initial BlockTestList;
-initialize the GrowingTree keeping only its roots in the structure;
-execute the PTS-FDS algorithm on the updated (initialized) GrowingTree;

In the pseudocode, the intermediate step between the two main scheduling steps
assumes the updating of the growing tree. The test application time of a power-test
scheduling solution is equal to the sum of the test lengths given by growing tree’s
roots. In order to keep this time characteristic unchanged, the distribution-graph
based algorithm starts re-shuffiing the tests leaving the root tests (test session set)
unchanged in the growing tree. By using the global priority function the tests are
re-accommodated in the newly updated growing tree (in the roots test sessions) by
generating new test subsessions.

5.3.2 Algorithm Complexity

The complexity of the PTS-LS approach is 0 (N 2), while the complexity of PTS-
FDS is O(N 3). Since this approach runs PTS-LS and PTS-FDS sequentially, its
complexity is 0 (N 3). However, it can be noticed in chapter 6 that even though,
intuitively, the Central Processing Unit (CPU) time of the mixed scheduling ap-
proach should be approximately the sum of the CPU times taken by the sequenced
list and distribution-graph based algorithms, this is not the case. The CPU time
taken by the mixed scheduling algorithms is much longer than the sum of list and
distribution-graph based scheduling algorithms and the discrepancy grows along
with the dimension of the BTS. This increase in CPU time is due to the increase
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of the CPU time component given by the distribution-graph algorithm. This fact
proves the idea that after the first step, by keeping the roots of the growing tree
as an initial (partial) solution for the second step algorithm, the search space has
increased. Intuitively, this can be explained by the fact that keeping the roots in the
growing tree unchanged makes the GapsList bigger from the beginning. Thus, this
new dimension of the GapsList results in more branches during solution searching.

MAXIMAL POWER DISSIPATION CONSTRAINT = 15

0PN OSPNKON 6PN OBHERON

o E’

t13 »4

TOTAL TEST APPLICATION TIME = 50

(a) Without Power Constraints (b) With Power Constraints = 15
Figure 5.20: PTS Charts of PTS-LSDV Approach - 20 BTS

5.3.3 Test Scheduling Example

For the same reasons given in subsection 5.2.3 (similarity among the scheduling
charts generated by PTS-FDS, PTS-DV, and PTS-LSFDS approaches for the 10
BTS example), here are given only the PTS charts generated for the 20 BTS exam-
ple. Figure 5.19 depicts the results of running the PTS-LSFDS algorithm without
and with power constraints, while figure 5.20 gives the results for running the PTS-
LSDV algorithm for the same power constraints conditions.

It can be noticed comparing figures 5.14, 5.15, 5.18, 5.19, and 5.20 that for the 20
BTS example the distribution-graph based approaches exhibit more or less the same
features and it is hard to differentiate them with a relatively small BTS example.
Therefore, in the next chapter more experiments are carried out in order to find out
the differences between them in terms of advantages and disadvantages. However,
one can anticipate one of the conclusions of chapter 6. That is, the PTS-LSFDS
and the PTS-LSDV approaches improve the power dissipation distribution while
keeping constant the total test application time only for loose power constraints.
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Chapter 6

Experimental Results

6.1 Implementation

For the implementation of the algorithms proposed in this thesis and for their ap-
plication on the testbenches, Visual C++ was choscn as the development environ-
ment The rcason for using the Visual C++ environment was the ease of developing
a simple graphical interface Thus, with the graphical interface designed, 1t 1s casy
to handle, stepwise or otherwise, PTS algorithms, testbenches and experimental
results The graphical interface 1s given 1n figure 6 1 It has basically four splt-
windows which are handy when the user tries to follow step by step how the algo-
rithm works A user can visualize the test set in the top spht-window with all 1ts
block-tests and their characteristics (test length, power dissipation, test compatibil-
1ty hist) Then, m the sccond spht-window, the growing tree’s content and structure
can be browsed, expanded or suppressed In the third sphit-window are visualized
charactenstics of the node (one of the growmg-tree’s nodes) selected by the user in
the previous sphit-window The characteristics of the gaps left for expansion while
the algonthm 1s run arc listed 1n the last sphit-wmdow

The user 1s provided 1n the dialog bar with buttons to run algorithms step by
step, to run them at once, to gencrate a test set, and to simulate the results of
all algorithms while power dissipation constraints are ranged from loose to tight
Edit-type dialog fields are provided to give the uscr the facihity of setting the hmits
between which power dissipation constraint 1s decreased during simulation maximal
power dissipation constraint, mimimal power dissipation constraint, and the decre-

ment step size Then, paramcters used in the random gencration of new testbenches
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Figure 6.1: GUI interface

can be set in the dialog bar as well: maximal power dissipation characteristic value,
minimal power dissipation characteristic value, maximal test length value, minimal
test length value and test resource compatibility degree (percentage). If the com-
patibility degree is left at zero, then the generator assigns to it a random value
between 0% and 100%.

Other fields from the dialog bar are the following: number of tests in the BTS to
be generated; number of testbenches generated for the same set of tests, where only
the compatibility degree between tests is changcd for each of the testbenches. This
facility is useful when the user wants to see the behaviour of proposed algorithms
over a range of test resource compatibility degrees. Different random testbenches
can be developed within seconds. However, testbenches can also be manually gener-
ated by means of dialog bar and menu commands, or already generated testbenches

can be modified by the same means.
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The user can also sce at each
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62 Also, the whole set of algo-

rithms can be run automatically on
Figurc 6 2 Results Window the chosen testbenches so that the
user does not have to interact with

the interface The PTS solutions can be saved 1in two formats

o one format to save the structure of the extended growing tree for the currently

generated test schedule,

e another format to save the PTS chart This format 1s saved as a series of data
immportable and further processable in Excel or any other tool similar to 1t
Thus, PTS charts can be visuahzed and processed by Excel-like utihities The

results saved m this format are used to depict picturcs of the PTS charts

6.2 Experimental Results

In practical circuits (e g MCMs) only a few blocks or modules are activated at
a certamn moment, under normal system operation, while other blocks are in the
power-down mode to mimmize the power dissipation However, 1n order to test
the system n the shortest possible time, 1t 15 desirable to concurrently activate as
many blocks as possible provided that the power dissipation limit of the system 1s
not cxceeded For low compatibiity degree BTSs, the PTS algorithms exhibit a
very short run time However, the complexity of the solution space and the time
allocated for optimal solution search increase a lot with the incrcasc of compatibility
degree between tests This convinced the author to focus on the results given by the
testbenches with a high resource compatibility degree between the test resources
Actually, this set of testbenches or real-life cases 1s what the PTS algorithms pro-

posed 1n this thesis 18 aimed at
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Because 1n complex VLSI circuit designs the BTS 1s large and varics in test
length, 1t 1s possible to schedule some short tests to begin when subcircuits with
shorter testing time have finished testing, while other subcircuits with longer testing
time have not (obviously, if they arc resource compatible) The author wants to
prove 1n this chapter by experiments that the extended tree grounng heuristic pro-
posed m chapter 3 1s very productive from this point of view Random testbenches
in which the test length of the BTS 1s ranged are generated The experiments prove
mdeced the efficiency of the proposed algorithms for BTSs with a high resource
compatibility decgree

When PTS algorithms arc cmployed for PTS optimization at higher levels n
the modular test hierarchy, there will be a smaller BTS Intuitively, this 1s due to
longer test length blocks at higher levels At system level the number of blocks
usually does not exceed a dozen The difficulty of the PTS process 1s then believed
to decrease almost exponentially Therefore, the big battle for PTS improvements
1s given at RTL level

The experiments have been run on a Pentium II machine of 600MHz All test-
benches apart from the last set werc randomly generated The structure of thesc
testbenches 1s given 1in appendix A This chapter 1s structured on six main sets of
testbenches The content of the testbenches processed 1n this chapter 1s described

below

e the first experiment 1s run on a 50 BTS randomly generated The degree of
resource compatibility varies for the same BTS within a range from low to
high The maximum power dissipation characteristic value of the tests from
the BTS 1s 20 and the their maximum test length characteristic value 1s 20
The minimum power dissipation value of the tests from the BTS 1s 1 and their
minimum test length valuc 1s 1 The tests’ power and time length values arc
gencrated without regard to their similanity as will be the case 1n subsequent

experiments,

e the sccond cxperiment is run on a 50 BTS randomly generated as well This
time the degree of resource compatibility varies for the same BTS within a
range from low to high, but with a finer increment, namely 10% Thus, 9
testbenches have been gencrated for the same BTS, with the compatibihity
degree ranging from 10% up to 90% The maximum power dissipation value

of the tests from the BTS 1s 100 and their maximum test length value 15 100
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The mimmum power dissipation value of the tests from the BTS 1s 10 and

their mimmmum test length value 1s 10,

e for the third experiment 9 testbenches consisting also of 50 tests arc gencrated
The resource compatibility amongst the tcsts 1s kept constant at 90%, the
maximum test length value of the tests 1s set at 100, and ther mimimum
test length value 1s set at 10 This time a spectrum of tests’ power dissipation
values 1s tried out The maximum power dissipation values of the test from the
BTS are kept at 100 all the time, but their mimimum power dissipation values
are mncreased stepwise by 10 from 10 to 90 These experiments test the impact
of BT'Ss with tests exhibiting, on onec hand, very different power dissipation

valucs and, on the other hand, very simitar power dissipation values,

o the fourth experiment consists of 9 testbenches with 50 tests each The tests’
resource compatibility 1s kept constant at 90%, and also constant 1s kept the
BTS’s power dissipation spectrum This time the mimimum test length value
of the test from the BTS 15 increased stepwise by 10 from 10 to 90 Thus,
the experiments test the impact of BTSs with tests having, on one hand, very

different test length and, on the other hand, very similar test length,

e the fifth experiment 1s the most complex one 27 testbenches are generated for
varied values of power dissipation, test length and test resource compatibility

degree Each characteristic 1s set to one of the three spectra below

— broad range spectrum, in which the minimum value of the test can range

between 10% and 100% of the maximum value,
— average range spectrum, i which the mimmum value of the test can
range between 50% and 100% of the maximum value,

— narrow range spectrum, in which minimum value of the test can range

between 90% and 100% of the maximum value

e the sixth experiment 1s bascd on a practical case test set which 1s an extension
[LPOOb] of the ASIC Z design given in [Zor93] The test set has 27 tests spread
over 9 corcs, employing 11 test resources The BTS has a repetitive structure

and, intwtively, could be clustered 1n indcpendent sets

The following simplified notations and acronyms will be used throughout this

chapter
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e for PTS algorithms

— P1 - first version of PTS-LEA algorithm,

—~ P2 - sccond version of PTS-LEA algorithm,
— P3 - third version of PTS-LEA algonthm,
— LS - PTS-LS algorithm,

— LS2 - PTS-LS? algonthm,

FDS - PTS-FDS algorithm,

DV - PTS-DV algorithm,
— P1FDS - PTS-LEAFDS algorithm firstly running P1 as the PTS-LEA

algorithm,

— P2FDS - PTS-LEAFDS algorithm firstly running P2 as the PTS-LEA

algonthm,

— P3FDS - PTS-LEAFDS algorithm firstly running P3 as the PTS-LEA

algorithm

— P1DV - PTS-LEADYV algonthm firstly running P1 as thc PTS-LEA al-

gonthm,

— P2DV - PTS-LEADV algorithm firstly running P2 as the PTS-LEA al-
gorithm,

— P3DV - PTS-LEADV algorithm firstly running P3 as the PTS-LEA al-
gonthm,

— LEAFDS - general case of PTS-LEAFDS algorithms,
— LEADV - genceral case of PTS-LEADV algorithms,
— LSFDS - PTS-LSFDS algorithm,
— LSDV - PTS-LSDV algorithm,
e for the gap insertion approach employed by the hst scheduling based algo-
rithms (1e, PTS-LEA, PTS-LS)
— MRU - Most Recently Used Inscrtion,
— LRU - Least Recently Uscd Inscrtion,
— INSITU - In-Situ Insertion,

DCU - December 2001



First Experiment 128

— RAND - Random Insertion,
— ORD - Ordcred Insertion,

— combinations of acronyms are used, e g P2LRU means the P2 algorithm

run with the LRU insertion approach for gaps,
e for the power-test characteristics
-~ TL - Test Length,
— MPD - Maximal Accumulated Power Dissipation,
— APD - Average Power Dissipation,
— PDD - Power Dissipation Dispersion,

— RMS - Root Mean Square Power Dissipation,

— CPU - Central Processing Umt tune taken by the algorithm (given 1n

milliseconds}),

e PDC - power dissipation constramnt value

621 First Experiment
e tests’ resource compatibility degrec is ranged from low to high,
e tests’ power and test length values are randomly generated without regard to

their similanty

The first example gives the schedul-

power P1IMRU

cons | TL | MPD | APD | PDD | RMS | GPU g results of the proposed PTS al-
200 401 33 16 17 185 <1
180 || 401 | 3a 6 v | 18. | 10 gorithms for a randemly gencrated 50
160 401 33 16 17 185 <1
T 201 | s | 16 | 1r | s ] 10 BTS Therr degrees of resource compat-
120 401 33 16 17 18 o 10

Too || a0n | 38 | 16 | 37 | 185 | 10 1bility are increased within a range from
80 401 33 16 17 185 10
5o fam | 33 | 16 | 17 | 185 | 10 low to high low (L) 10%, average-low
10 101 33 16 17 185 <1
20 472 20 13 6 64 115 <1 (A-L) 30%, average (AV) 50%, average-

- Th
Table 61 PIMRU Results (L case) 8> (A-H) 70% and ugh (H) 90% The
valucs of the other two characteristics of
the tests from the BTS are randomly gencrated without regard to their values’ sim-
ilarity Section 3 3 5 gives the defimtions of the power-test charactenstics generated

by the PTS algorithms
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Case L: Low (L) resource compatibility case

(a) Power-Test Characteristics (b) PTS Chart (PDC = 200)

Figure 6.3: Typical Results Generated with P IMRU (L case)

For the low resource compatibility case, the power-test characteristics (see figure
6.3(a)) are almost the same for all list-scheduling based algorithms (i.e., all PTS-
LEA versions and PTS-LS). The characteristics’ values of all the list-scheduling
based algorithms are almost constant for any given power limit, apart from the
P2RAND algorithm. For P2MRU, P2INS, P20RD the values are somehow different
from the other list-scheduling based algorithms, but within a very small range of 2-
3%. The typical results of PI MRU over a range of power dissipation constraints from
loose to tight are given in table 6.1. Their power-test characteristics over the same
range of power dissipation constraints are plotted in figure 6.3(a). The curves given
by the power-test characteristics’ values over the power constraints range are almost
flat, that is they are almost constant. These results prove that the PTS algorithms’
effect is diminished by the low degree of test resource compatibility. That is the
scheduling solution space is reduced by a low resource compatibility between tests,
and the schedules exhibit similar power dissipation distributions over similar test
application time values.

The power-test chart of the test schedule obtained by the same algorithm (i.e.
PIMRU) for a very loose power dissipation constraint (PDC = 200) is given as an
example in figure 6.3(b). It can be noticed that the power dissipation distribution
is remotely unbalanced resulting in rather frequent power spikes.

The best results for this test set are obtained for the case without power con-
straints (PDC = 200) and are generated with the P2RAND algorithm. It has to be
emphasized here that this algorithm gives randomly different results at each itera-
tion. The aforementioned best schedule randomly generated after several iterations
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has the following power-test characteristics which are not very far from the ones
presented in figure 6.3: TL = 395, MPD = 33, APD = 16.2, PDD = 16.8, RMS =
18.9, CPU = 10 ms. Its PTS chart is depicted in figure 6.4(a). As it can be seen in
this schedule, there is a big difference between the power constraint value (PDC =
200) and the MPD value (MPD = 33). That proves the fact that power constraints
would take effect (i.e., would start constraint) for the low compatibility degree case
only, when it is set below the MPD = 33 value. The difference between MPD and
the other power characteristics (i.e. APD, PDD, and RMS) is around 50%, that is
the charts are very unbalanced.

(a) Best Result (PDC = 200) (b) Worst Result (PDC = 180)

Figure 6.4: PTS Charts Generated with P2ZRAND (L case)

The worst results are generated by the same P2RAND algorithm for a power
dissipation constraint value of PDC = 180: TL = 414, MPD = 33, APD = 155,
PDD = 17.5, RMS = 18.3, CPU < 1ms. Its PTS chart is given in figure 6.4(b). As it
can be seen the characteristics’ trend of the schedules generated with the P2RAND
algorithm is not monotonous. However, comparing the charts in figure 6.4, it can
be noticed that both the best and the worst generated power-test schedules are
unbalanced for the case of low-degree compatibility. Moreover, the PTS charts
in figures 6.3(b) and 6.4 are similar in terms of power distribution and power-test
characteristics. For example, the total test application time characteristic (TL - test
length), which ranges the most between the previously depicted three PTS charts,
varies with only 3% between the best and the worst PTS solutions generated by the
list-scheduling based algorithms.

The experimental results given by the distribution-graph based PTS algorithms
for the low resource compatibility test set are discussed below. In subsection 5.1.1
it has been theoretically discussed and demonstrated that there was an important
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conceptual difference betwecen the original FDS algornithm and the PTS-FDS al-
gorithm It 1s further emphasized and cxperimentally proven here that the cxact
mplementation of the FDS algorithm does not give good results for the PTS prob-
lem For example, the results generated by this exact implementation for a PDC =
200 (but actually for any power constraint) arc far from the ones given by the other
(hist-scheduling and distribution-graph based) algorithms TL = 426, MPD = 33,
APD =151, PDD =179, RMS = 178, CPU = 300 ms

For the low compatibility degree

power DV

cons || TL [ MPD | APD | PDD | RMS [ GPU testbenches, all the distribution-graph
200 387 33 16 2 16 8 188 271
180 || 397 | 38 | 162 | 168 | 188 | 270 based algorithms (1e, PTS-FDS, PTS-
160 397 33 16 2 16 8 18 8 270
a0 || 397 | 33 | 162 | 168 | 188 | 270 DV) have the same results over the
120 || 397 | 38 | 162 [ 168 | 188 | 260
100 397 33 16 2 16 8 18 8 271 PDC range OIlly the CPU varies
80 397 33 16 2 16 8 18 8 271
60 397 33 16 2 16 8 18 8 281 Sllghtly (see table 6 2) The PTS-
40 ([ 307 | 83 | 162 | 168 | 188 | 201
20 472 20 136 64 114 250 FDS a.lgorlthm generatcd the followmg

schedule characteristics for loosc power
constramnts (PDC = 200) TL = 395,
MPD = 33, APD =16 2, PDD = 16 8, RMS = 18 8, CPU = 301 ms

Table 6 2 DV Results (L case)

Again, for the low resource compat-

power P1IMRU FDS3

cons | TC T %P0 [ a¥D | P00 | RME [ GFO 1ibility testbenches, the further applca-
200 401 | 8 | 16 | 37 | 185 | 4ul tion of the FDS (DV) algorithms on
180 401 33 16 17 185 393

160 |l ot} 93 | 16 | 17 | 185 | 398 the schedules generated by the LS al-
140 401 33 16 17 185 402

120 Jaon | a3 ] 16 | 17 | 185 | 405 gorithms, 1¢  the use of the LSFDS
100 401 33 16 17 18 5 389

80 [l4on ] 38 | 16 | 17 | 185 | 407 (LSDV) algorithms, does not help at
60 401 33 16 17 185 412

a0 401 ] 88 | 16 | 17 | 185 | 409 all However, the typical LSEFDS
20 483 20 133 67 156 410

(LSDV) rcsults are given above 1n table
6 3 for the sequence of PIMRU - FDS

algorithms

Table 6 3 PIMRU-FDS Results (L case)

Case AL Average-low (AL) resource compatibility case

As 1t was experienced 1n the previous example, the characteristics arc almost the
same for all hist-scheduling algorithms This time though, comparing figures 6 3(b)
and 6 5(b), 1t can be noticed that the power distribution n the latter 1s shghtly
less spiky than the former The results generated for this test set are very sim-

ilar to those of the previous test set Firstly, the characteristics’ curves over the
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(a) Characteristics of PLMRU Results (b) Best Result (PDC = 200)
Figure 6.5: Typical Results Generated with PLMRU (A-L test set)

range of power dissipation constraints are almost constant. Secondly, the power-test
characteristics’ values again are slightly different for the P2ZMRU, P2INS, P20RD
algorithms comparing with the other list-scheduling based algorithms. However,
the differences also remain within a 2-3% range.

The typical (apart from the P2 algo-

power P2RAND
const.  TL MPD APD PDD RMS CPU rithms mentioned above) result is again
200 303 46 212 248 28 10 .

180 320 40 20 20 217 10 the one given by PI MRU. For a power
160 309 46 208 252 227 10 ) .

140 30 43 0 28 218 10 constraint of 200 the characteristics are:

120 323 43 19.9 231 216 10

00 320 46 20 % 219 10 TL = 301, MPD - 41, APD = 213,

80 303 48 21.2 26.8 23 10

60 32 40 199 201 218 10 PDD = 19.7, RMS = 235, CPU =
40 320 35 20 15 21.6 10 .

0 34 20 163 37 167 10 10 ms. As for the previous test set,

Table 6.4: P2RAND Results (AV case)  1'C €xceptions arise for the P2 algo-

rithms. For example, the results given
by P2ZMRU (P2INS, P20RD) for a power constraint of 200 are: TL = 312, MPD =
40, APD = 20.6, PDD = 19.4, RMS = 22.1, CPU = 10 ms. An expected exception
are the P2RAND results given in table 6.4.

Again, the results generated by the distribution-graph based algorithms exhibit
more or less the same behaviour as the list-scheduling: the results’ values are almost
constant over a range of power dissipation constraints. For example, for a power
constraint of 200 the characteristics are, for both FDS and DV algorithms: TL =
301, MPD = 41, APD = 21.3, PDD = 19.7, RMS = 23.1, CPU = 1522 ms.

With the LSFDS algorithm, the FDS algorithms do not improve the re-
sults/characteristics of the charts given by the LS algorithms, again because of

the low degree of compatibility amongst test resources.
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A difference worth mentioning 1s the CPU time used by the hst-scheduling based
algorithms and thc distrbution-graph based ones This CPU time difference in-
creases with the increase of resource compatibility as can be seen 1n the following
testbenches This 1s because higher resource compatibility corresponds to more re-
laxed constraints and, therefore, 1t takes a longer time to search through the bigger

solution space
Case AV Average (AV) resource compatibility case

For the first time the powcr-test

power P1IMRU

const || TL [ MPD | APD | PDD | RMS | CPU characteristic curves are not flat This
200 204 79 314 47 6 371 10
180 || 200 | 79 | s14 | ar6 | 374 | 1o trend 1s going to be emphasized with
160 204 79 311 47 6 3741 20
140 204 79 314 | 476 | 374 20 the next two testbenches of this exam-
120 201 79 314 47 6 374 10
w0 || zoa | 7o | 312 | 216 | 372 | 20 ple Beginning roughly with this level of
80 204 79 314 176 374 10
50 || 20 | 58 | so7 | 23 | 35 | 10 resource compatibility degrec (average -
40 242 40 36 1 2 1
e T T e 2375 1?: 12 50%), the PTS algorithms start show-

Table 65 PIMRU Results (AV case) ing thewr effects for tight power con-

straints That 1s, starting with an av-
crage level of resource compatibility, the tight power constraints are a stronger
factor than the compatibihity degrec that drives the PTS algonthm’s solution space
search Thus far the resource compatibility constrants seemed to hmit the solu-
tion space more than the power constraints Morcover, the CPU time 1invested by
these algorithms 1s still around 10 ms for list scheduling-like algorithms, but for
the distribution-graph based algorithms the CPU time has increcased from dozens
of milliseconds to following values FDS = 16 s, DV = 25 s (for PDC = 200) The
LSFDS algornthms take, for the same cxample, CPU times of up to 30 s

This time, the typical results generated by PIMRU are given 1n table 6 5 How-
ever, exceptions again arc the P2 (e g, P20RD) algorithms which exhibit as n the
previous cases a longer (11% for loose PDC) TL, but lower valued power character-
1stics (less than 3 % for loose PDC)

The distribution-based algorithms still do not generate better results than the
list-schedulmg based algorithms The power dissipation constraint is still less sig-
mficant to PTS algorithms’ search enginc than the low compatibility (high conflict)
between the test resources The LSFDS algorithms do not improve the LS results,

but 1ather they woisen the results at this stage
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Case AH Average-high (AH) resource compatibility case

The first obvious thing 1s the CPU

power PIMRU

const || TL [ MPD [ aPD | PDD | RMS [ GPU time increase from previous example
200 1u1 941 41 6 w24 517 20
180 || 154 | 92 ) a16 | 524 | 517 | 20 {average compatibility degree) because
160 154 94 416 524 517 20
0 || toa | 94 | 416 | 524 [ 517 | 20 the scarch space 1s incrcased with higher
120 154 94 416 524 517 20
o || 154 | 4 | 416 | 524 | 517 | 20 compatibility degrec of test resource
80 156 411 79 379 48 3 30
60 159 | 60 | 403 | 197 | a4 30 sets The results are the same for all
40 193 40 332 68 347 30
20 [ 3| 20 | 154 16 [ 86 | 30 five msertion types, for P1, P3 and hst

Table 6 6 P3MRU Results (AH casc) scheduling algorithms The typical re-

sults are given m table 6 6

Agamn, the sccond pseudocode al-

power Dv

const || TL [ MPD [ APD | PDD [ BMS | cPU gonthm generates shightly better re-
200 130 | 85 | 493 | 357 | 551 | 3084
180 130 | 85 | 493 | 357 | 551 | 3085 sults (8% shorter TL and 1% lower
160 130 8o 49 3 357 551 3094
140 || 130 | 85 | 493 | 357 | 551 | 3094 MPD) For example, the RAND inser-
120 130 | 8o | 493 | 357 | w51 | 3004
160 130 85 49 3 357 55 1 3104 tion gives thlS time Constantly the beSt
0 136 | 80 | 472 | 328 | 531 | 2044
60 148 59 13 3 157 46 6 2954 I'eSllltS The dlStrlbuthn- baSed algO—
40 187 40 343 57 353 3205
20 1356 T35 s 2 YRR rithms give for the first time constantly

better results than the list-scheduling
based ones The FDS and DV algo-
nthms give almost the same results For example, table 6 7 gives the results gener-
ated by both FDS and DV algorithms for PDC = 200 Thus, the distribution-graph
based algorithm improved for this example the TL characteristic by 16% (from 154
to 130) and the power characteristics by ~ 10% (e g MPD by 9 57%, from 94 to
85)

As for the LSFDS type of algorithms, a comparison of the P2MRU and P2ZMRU-
DV algorithms 1s given here, as an example, for a power constraint PDC of 200
The mitial result given by P2MRU TL = 151, MPD = 93, APD = 425, PDD =
50 5, RMS = 46 9, CPU = 20 ms has been mmproved with the LSDV algornthm to
TL = 151, MPD = 67, APD = 425, PDD = 24 5, RMS = 44 9, CPU = 31946 ms

Thus, while the TL 1s kept constant, the results’ power characteristics have been

Table 6 7 DV Results (AH case)

improved by 28% at the cxpense of a 32 seconds longer CPU time
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Case H High (H) resource compatibility case

Next the PTS algorithms are run

power P3MRU

const [ TL | MPD | APD | PDD | RMs | GPU for a 50 randomly chosen BTS, where
200 99 197 648 1322 90 9 20
180 | 90 | 180 | 648 | 1162 | 877 | 30 the degrec of test resource compatibil-
160 99 160 648 95 2 84 20
110 || oo | 10 | oas | 742 | 806 | 20 1ty 1s lugh (around 90%) Previous ex-
120 100 120 6141 559 767 20
100 || 108 | 100 | 594 | 06 | 6938 | 30 amples have shown that solution space’s
80 109 80 58 8 212 ol 6 20
60 || 139 | 60 | 461 | 139 | 497 | 30 dimensions arc dircctly proportional to
410 183 10 35 5 364 30
20 345 | 20 | 186 | 14 | 188 | 30 the degree of resource compatibility be-

Table 68 P3MRU Results (H casc) tween tests  The higher the resource
compatibility degree, the larger the so-

lution space 1s expected to be Moreover, 1t 1s expected that the features of the
PTS algorithms could be better distinguished for bigger solution spaces The most
important thing to be cmphasized here after asscssing the results 1s that the PTS-
LS and PTS-LEA algorithms could be classified into two groups The first onc 1s
comprised of P1, P3, and LS algorithms and the sccond one 1s made up by the P2
algorithms

Now, the P1, P3, and LS algorithms are firstly examined in order to analyzc
the characteristics of their results which arc chosen from a big solution space The
typical results generated by these algorithms for a high resource compatibility test
sct are given 1n table 6 8 The other algonthms’ (apart from P2 s) results range
as usual around the aforcmentioned values On the other hand, the P2 algorithms
gencerate invarnably different results for cach test set and for each different insertion
strategy For example, in table 6 9, the results of P2MRU and P20RD algorithms
show how different the characteristics of P2 algorithm’s results for different insertion
strategies are This behaviour has been noticed starting with the previous test set

Namely, for the low, average-low and average resource compatibility testbenches,

power P2MRU P20ORD
cons

200 111 113 0?78 55 2 66 8 30 85 120 7o 1 14 6 81 30
180 111 113 w7 8 552 66 8 30 85 120 754 116 81 30
160 111 113 57 8 55 2 66 8 30 85 120 751 44 6 81 30
140 111 113 57 8 552 66 8 31 85 120 75 4 44 6 81 30
120 111 113 578 55 2 66 8 30 85 120 754 44 6 81 20
100 125 95 51 3 13 7 58 2 30 94 92 68 2 238 725 30
80 125 79 513 277 w6 7 30 121 80 53 27 58 30
60 127 60 50 & 9 52 8 30 131 60 47 9 121 19 6 30
410 189 40 339 61 318 30 190 40 33 8 6 2 347 30
20 356 20 18 2 18 2 20 365 20 17 6 24 177 20

Table 6 9 PTS Charactenistics of P2 Algonthms’ Results (H casc)
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the P2 algorithms’s results were exhibiting longer TL characteristics, but lower
power characteristics. For the last two testbenches (average-high and high), P2
algorithms generate more balanced power distribution results. Some of their results
have even the TL characteristics improved compared with the results given by the
first set of list-scheduling based algorithms (i.e., PI, P3, and LS). In comparison to
the typical P3MRU results from table 6.8, it can be noticed that the MRU insertion
strategy of the P2 algorithm generates 10% longer TL characteristic results with a
43% improvement of the MPD characteristic for loose power constraints. For the
ORD insertion strategy, the P2 algorithm generates a 14% shorter TL characteristic
results improving this time by only 39% the MPD characteristic.

(@) PIMRU Results (b) P2ZMRU Results

Figure 6.6: PTS Characteristics’ Curves Comparison (Pl and P2 Algs., H Case)

The curves of the PTS characteristics featured by the results generated with
the list-scheduling based algorithms, over a range of power constraints from loose
to tight, are depicted in figure 6.6. Comparing the two sets of curves from figure
6.6(a) and figure 6.6(b), there is one interesting aspect. Namely, while the APD
and RMS curves have more or less the same trends in both graphs, it is not the case
of the MPD and PDD curves. In figure 6.6(a) the MPD and PDD curves are rather
strictly decreasing for a more stringent power constraints. On the other hand,
in figure 6.6(b) these curves have a strictly decreasing trend only for the second
part (i.e., for tighter power constraints), whereas in the first part they are flat.
The explanation of this behaviour is that the P2 (for example, P2MRU in figure
6.6(b)) algorithm, with its several insertion strategies, generates for loose power
constraints results that exhibit more balanced power distribution charts. Therefore,
the P2 algorithm is a list-scheduling based algorithm that behaves in alike manner
to the distribution-based algorithms. This is the reason why P2 was exhibiting
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(a) PIMRU chart (b) P2MRU chart (c) P20RD chart
Figure 6.7: PTS Charts of LS-based Algorithms (PDC = 200, H case)

throughout this first experiment slightly better power characteristic results than
the other list-scheduling based algorithms. Unfortunately, the more balanced power
characteristics of P2 algorithm’s results did not preserve for all previous testbenches
the short TL characteristics exhibited by the results of the other list-scheduling
based algorithms.

In order to further emphasize the difference between the P2 algorithm and other
list-scheduling based algorithms, a comparison of PTS chart examples is given in fig-
ures 6.7 and 6.8. Figure 6.7 depicts the PTS charts generated by P IMRU, P2MRU
and P20RD algorithms for loose power constraints (PDC = 200). Figure 6.8 de-
picts the PTS charts generated by PIMRU, P2ZMRU and P20RD algorithms for
tighter power constraints (PDC = 140). It can be noticed that figures 6.7(b) and
6.7(c) are, respectively, identical to figures 6.8(b) and 6.8(c). This is explained by
the fact that P2 algorithms generate more balanced power distribution charts than
the other list-scheduling based algorithms. This observation is reinforced in table
6.9, which proves that the power-test characteristics of the P2 algorithms’ results
are invariantly identical for power constraints ranging from loose (PDC = 200) to
average (PDC = 120). Therefore, it can be stated that the power constraint is not
the most important factor which drives P2 algorithm’s search engine. This is not

(@) PIMRU chart (b) P2ZMRU chart (c) P2ORD chart
Figure 6.8: PTS Charts of LS-based Algorithms (PDC = 140, H case)
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the case for the other list-scheduling based algorithms, where the power constraint
is the most important driving factor. In figure 6.7(a), the power distribution of the
results generated by the PIMRU algorithm is remotely unbalanced because of the
loose power constraint. Figure 6.8(a) shows how the power constraint limits the
maximum power (MPD) characteristic of the chart, bringing it close to the average
power (APD) characteristic.

power FDS DV
cons. TL  MPD APD PDD RMS CPU TL MPD APD PDD RMS CPU

200 88 103 729 301 774 5858 9% 102 675 345 733 4326
180 88 103 729 301 774 5798 %5 102 675 345 733 4366
160 88 103 729 301 774 5808 9% 102 675 345 733 4326
140 88 103 729 301 774 5818 % 102 675 345 733 4356
120 88 103 729 301 774 5809 95 102 675 345 733 4347
100 105 99 611 379 675 4978 108 97 594 376 671 409
80 117 80 548 252 60 Ib 14 B 563 217 506 4186
60 138 60 465 135 492 22973 138 60 465 135 492 3956
40 185 40 347 53 355 738 185 40 347 53 354 4376
20 B2 18.3 17 184 14601 349 20 184 16 185 4346

Table 6.10: PTS Characteristics’ Comparison (Distribution-based Algs., H case)

Amongst the distribution-based PTS algorithms (i.e., FDS and DV) the best
results are given by the FDS algorithm (as can be seen in the time-power char-
acteristics in table 6.10), but at an expense of computation time (see CPU time
characteristic in the same table). The shape of their result characteristic curves
drawn over a range of power dissipation constraints are at first sight somewhat
similar to the ones generated with the PTS-LS and PTS-LEA algorithms. Only
the characteristic values seem to be different (see figure 6.9). A closer comparison
of all the results generated by the PTS algorithms is given in the next conclusive
subsection.

Table 6.11 proves that the LSFDS (e.g.,, PSMRU-FDS, PIMRU-FDS) algorithms
manage to improve the power characteristics of the initial LS (e.g., PSMRU) results.

(a) FDS Results (b) P2ZMRU-FDS Results

Figure 6.9: PTS Characteristics’ Curves Comparison (FDS and LSFDS Algs.)
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power P3MRU-FDS P3MRU-DV
cons. TL MPD  APD PDD RMS CPU TL MPD  APD PDD RMS  CPU

200 103 93 62.3 30.7 67.1 15913 99 114 64.8 49.2 731 5668
180 103 93 62.3 30.7 67.1 15563 99 114 %g 2%% 731 5563
160 103 93 62.3 30.7 67.1 15642 99 114 g s 731 5738
140 103 93 62.3 30.7 67.1 15553 99 114 64.8 49.2 731 5798
120 100 81 64.1 16.9 66.5 17215 100 119 64.1 54.9 73.8 5127
100 108 79 59.4 19.6 62.4 16264 115 100 55.8 442 64.7 5187
80 109 7 58.8 18.2 61.3 16264 124 80 517 28.3 58.9 5628
60 159 60 40.3 19.7 43.2 17825 139 59 46.1 12.9 48.9 5158
40 187 40 34.3 5.7 354 15257 187 40 343 5.7 35.7 4577
20 345 20 18.6 14 18.8 16874 345 20 18.6 14 18.8 3064

Table 6.11: PTS Characteristics’ Comparison (LSFDS Algorithms, H case)

For loose power dissipation constraints, the P3MRU-FDS (or PLMRU-FDS) algo-
rithms balance in most of cases the power dissipation characteristics keeping the TL
characteristic unchanged (i.e., no increase). However, there are cases when, even
though the TL time happens to get slightly increased, it pays off to have a much
better power characteristic as it is the case of PSMRU-FDS results in table 6.11.
This point is arguable though in cases when the power constraint is loose and MPD
is below the constraint because a decreased PDD might not offer a real advantage
or improvement. In this event the solution which gives the lowest TL might be
preferable regardless of other power dissipation balance improvement. It is up to
the user to decide over this TL/PDD trade-off.

The PAMRU-FDS algorithm does not improve the TL characteristic of the initial
P3MRU solution due to the quality of the set of roots taken over by the FDS
algorithm from the solution given by the P3MRU. This is a drawback of LSFDS
algorithms because there are even cases (rare though)when the FDS solution already
exhibits better TL values than the initial LS solutions. In these cases it is a waste
of time to generate the initial solution with the LS algorithm. On the other hand
the PSMRU-DV algorithm improves the power dissipation characteristics without
increasing the TL.

(@) TL Curves (b) MPD Curves

Figure 6.10: PTS Characteristics’ Curves Comparison (H case) |
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(a) APD Curves (b) PDD Curves

Figure 6.11: PTS Characteristics’ Curves Comparison (H case) Il
Conclusions

The shapes of the PTS characteristics’ curves over the range of power constraints
are somewhat similar for all the PTS algorithms, as could be seen in figures 6.6 and
6.9. Figures 6.10, 6.11, 6.12 further emphasize these similarities by depicting and
comparing the PTS characteristics’ curves for all of the PTS algorithms proposed
in this thesis. If the power constraints are reasonably loose, with the increase of
test resource compatibility degree, more tests can be accommodated in parallel. For
the first experiment, these two factors proved to be the key constraining elements.
Therefore, from low (e.g., see figure 6.3(a)) to high (e.g., see figure 6.6(a)) degree
resource compatibility, the total test application time TL values decrease (see figure
6.42(a)). And for high degree resource compatibility in figure 6.10(a), the total test
application time TL increases at the same time with the increase of (e.g., tightening)
power constraints. A notable difference between the PTS algorithms’ results are the
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(@) RMS Curves (b) CPU time Curves

Figure 6.12: PTS Characteristics’ Curves Comparison (H case) Il
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curves of the MPD and PDD charactenstics (see figures 6 10(b) and 6 11(b)) of the
P2 and all distribution-graph based algorithms, on the one hand, and the rest of
hist-scheduling based algorithms on the other hand Namely, in figures 6 10(b) and
6 11(b) the curves of the MPD and PDD characteristics of the PIMRU algorithm
are overall strictly decreasing throughout the power constraint’s increase, which 1s
not the case for the curves of the MPD and PDD characteristics generated by the
other kinds of PTS algorithms for loosc power constraints

The APD curves are depicted 1n figure 6 11(a) They arc almost constant for
loose power constraints This 1s duc to the fact that the TL curves are almost
constant for loose power constraints and APD 1s the ratio between the area taken
by the PTS charts and their total test time TL (see subsection 33 5) The TL
characteristics generated by the hist-scheduling based algorithms are almost constant
for loose power constraints even though the MPD or PDD characteristics arc not
This 1s due to the fact that for loose power constrants the list-scheduling based
algorithms (apart from the P2 algorithm) generate unbalanced solutions (sec figure
6 7(2)) That 1s, the power constraint being the only factor that can be used to get
more balanced power distribution results with the same total application time as 1t
18 the case of the charts generated by PIMRU 1n figures 6 7(a) and 6 8(a) In these
figures, for the same total application time, a better power distribution solution was
obtained by running the PIMRU algorithm with a tighter power constraint (PDC
= 140) This was n contrast with the other kind of PTS algorithms (1 e, P2 and
distribution-graph based algorithms) which gave balanced power distribution charts
without 1mposing a tighter power constraint

Comparcd with the aspects discussed 1n the previous paragraph, the RMS char-
acteristics’ curves 1n figure 6 12(a) for the PIMRU algorithm are somewhere 1n
between the MPD characteristic curve and the APD one This 1s explaincd by the
fact that the RMS values of the PTS results should be between the MPD value and
the APD one This 1s because they are indecpendently calculated using formula 3 1
in subsection 3 3 1 giving a valuc that 1s proportional to the quantity of spikes 1n
the power distribution The less spikes, the closer the RMS value to the APD one
Otherwise, the RMS value increases towards the MPD one

For the first experiment the CPU time of the PTS algorithms range from the
L case to the H case within the following values all the hist-scheduling based algo-

rithms (including the P2 algorithms) take from less than 10 ms (L case) to less than
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(a) P2INS chart (b) FDS chart (c) P2INSFDS chart

(d) P3MRU chart (e) DV chart (f) PBMRUDYV chart
Figure 6.13: PTS Charts (PDC = 200, H case)

35 ms (H case); the FDS algorithms’ CPU time values range between 600 ms (L
case) to 6 - 20 s (H case); the DV algorithms take CPU time range between 400 ms
(L case) to 4 - 55 (H case); the LSFDS algorithms take between 300-400 ms (L case)
to 15 - 40 s (H case); the LSDV algorithms take between 200-300 ms (L case) to 5 -
6 s (H case). The CPU time for the H case over a range of power constraints from
loose to tight is depicted in figure 6.12(b). The FDS-based algorithms are the only
exception from the constant curves exhibited by all the other PTS algorithms. This
exception could be explained by the higher computational complexity of the force
priority function. Intuitively, it was expected that the total CPU time required by a
LSFDS or LSDV algorithm would be the sum of the time spent by the LS algorithm
and the time spent to run the FDS algorithm, plus the reset (initialization) stage
between the algorithms. In reality, the CPU time of the LSFDS (LSDV) algorithms
is longer than the expected accumulated CPU time, especially for the LSFDS ones.
This is due to the fact that the solution search space of the LS and FDS algorithms
is smaller than the one the LSFDS deals with. The computation complexity of the
PTS algorithms is given by the number of tests and the number of gaps at each step.
The LS and FDS algorithms start from scratch without any gap in the list, and at
each step it deals only with a certain number of gaps, which proves to be smaller
than the number of gaps corresponding to the number of roots of the growing tree
generated by the LS algorithm. This increases the computation time of the FDS
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(DV) algorithm and, therefore, the computation time of the overall LSFDS (LSDV)
algorithm as well.

(a) P2INS chart (b) FDS chart (c) P2INSFDS chart

(d) P3MRU chart (e) DV chart (f) PSBMRUDYV chart
Figure 6.14: PTS Charts (PDC = 100, H case)

One of the expected conclusions is that the distribution-graph based algorithms
generate, for reasonably loose power constraints, PTS profiles that exhibit more
balanced power dissipation distributions as shown by the examples in figures 6.13
and 6.14. That is, the solutions given by distribution-graph based algorithms have
smaller PDD and MPD values, but they are more computationally expensive than
the list-scheduling based algorithms. Moreover, while the FDS algorithm is more
computationally expensive than the DV one, the solutions given by the former are
generally more balanced. At the same time, all PTS algorithms exhibit almost
the same scheduling solutions for tight power dissipation limits or low resource
compatibility degrees, when the solution space is actually narrowed.

To conclude this experiment and recapitulate the features of the results given by
the PTS algorithms, let’s compare the PTS charts in figures 6.13 and 6.14. The first
set of PTS solutions (figure 6.13) are generated without power constraints, whereas
the second set (figure 6.14) are generated for an average-tight power constraint. It
can be seen in figure 6.13 that the charts of LSFDS (figure 6.13(c)) and LSDV (fig-
ure 6.13(f)) algorithms are better in terms of PTS characteristics than the results
given by all the list-scheduling based algorithms (see figure 6.13(d)). Only the P2
algorithms (see figure 6.13(a)) make an exception from the above stated rule. It can
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be noticed that there 1s also a sigmificant difference, in terms of the PTS charac-
teristics’ quality, between the hst-scheduling based algorithms (apart from P2) and
the distribution-graph based algorithms (figures 6 13(b) and 6 13(e)) However, the
differences between the distribution-graph bascd algerithms (1 ¢, FDS and DV) and
the combined algorithms LSFDS (LSDV) arc not significant, even though a small
improvement 1s noticed with the combined algorithms But the differences between
the hist-scheduling based algorithms’ (apart from P2) results and the LSFDS (LSDV)
ones arc significant This qualitative differences decrease with tighter power con-
straints as can be seen 1n figure 6 14 For tighter power constraints, the LSFDS
(LSDV) algorithms struggle to both balance the power dissipation distribution of
the mitial PTS charts given by the LS algorithms, and to comply with the power
dissipation constraints, also having this time a time constraint The time constraint
1s given by the total application time of the tests 1n the roots of the resulting grow-
ing tree generated by the LS algorithm When the power dissipation constraint
becomes tight, the FDS step of the LSFDS algornithm fails to comply anymore with
the additional test time constraint given by the solution of the LS step This could
happen, but rarcly, even for loose power dissipation constraints For example, com-
pare the results generated by the PSMRU and PSMRU-FDS algorithms from tables
6 8 and 6 11, respectively In conclusion, the LSFDS algorithms are efficient only for
loose power dissipation constraints and high degrees of test resource compatibility
Therefore, from now on, the LSFDS algorithms are discussed under loose power
constraints, which 1s the context of their apphcability

Another set of PTS algorithms, which were proposed in subscction 4 2 1, arc
the PTS-LS? algorithms However, they proved to generate worse results even than
the ones obtamed by running the mmitial PTS-LS algorithms This 1s explained by
the mability of the local prionity functions employed 1n this kind of algonthms to
render optimal solutions Therefore, these algorithms will not be under focus 1n this
chapter at all

Since the characteristic differences between the PTS results decrease with the
tightening of power dissipation constiaints, for tight power constrants it 1s advisable
to employ the list-scheduling based algorithms rather than the distribution-graph
based ones, because otherwise the CPU time difference between the two types of

algorithms 1s unjustified
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6 2.2 Second Experiment

e tests’ resource compatibility degree 1s ranged from low to high with a finer

granularity than in the first experiment,

e tests’ power and test length values are randomly generated within a wide

range (different test length and power values)

The second experiment 1s similar to the first one The BTS 15 different and
the test resource compatibility degree 1s ranged this time from 10% to 90%, with a
higher resolution, that 1s, with an increment step of 10% Thus, the experiments
are run 1n the second cxample on 9 testbenches The results are similar There are
only a fcw notable 1solated exceptions from the results obtained 1n the first example
and they will be discussed next

For a 20% compatibility degree between the test resources the LSFDS algorithm
succeeds 1 1mproving the power characteristics for the P2 results by 24%, which
was not the casc 1n the first example On the other hand, for a compatibility degree
of 30%, the P2 algornithm gives results for the first time visibly worse than the
other LS algorithms(8% on the TL characteristic and an average 13% on the power
characteristics) For the same casc the FDS algonthms have more or less the same
results as the LS ones For the 40% compatibility degree case 1t was noticed that
the LSFDS algonthms start improving the power characteristics at the same time
with a lengthening of TL. The FDS algorithms also start generating better results
than the LS ones

For the 50% compatibility degree case, the FDS algorithms manage to generate
results exhibiting an average 35% better power dissipation characteristics than the
LS oncs, while the TL characteristic ranges within a 4% increase and a 1% decrease
margms The same features are noticed with the LSFDS results

For the 60% compatibility degree case, another exception of the P2 algorithms
18 noticed in comparison with the LS ones Here the TL characteristic 1s increased
by 10% in order to get an improvement of 27% with the power characteristics No
major changes of the results generated by the FDS and LSFDS compared with the
ones given by the respective algorithms in the previous (50% compatibility degrec)
case arc present

For the 70% compatibihty degree case, the exception of the P2 algorithms men-
tioncd 1n the previous paragraph 15 repeated, but this time TL 15 incrcased up to
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(@) PIMRU Results (b) P2ZMRU Results

Figure 6.15: PTS Characteristics’ Curves (Second Experiment, 90% case) |

10%, while the power characteristics are improved by 46%. The FDS and LSFDS
algorithms do not overrule the trend of the previous cases.

For an 80% test resource compatibility degree, it has been noticed that the FDS
and LSFDS algorithms improve the characteristics as expected, but some of them
happen to increase very slightly the test length (TL).

For the case of 90% test resource compatibility degree the same conclusions can
be drawn as for the previous experiment (i.e., the first experiment). Figure 6.15
depicts the characteristics of the results given by the PI algorithm, as an exponent
of the list-scheduling based algorithms, and the P2 algorithm. The P2 algorithm
generates solutions similar to the distribution-graph based algorithms even though
it belongs to the list-scheduling based algorithms’ category. Figure 6.16 depicts the
characteristics of the results given by the FDS and DV algorithms, as exponents
of the distribution-graph based algorithms. The only notable differences between

the above mentioned figures and the ones depicted for the H case of the previous

(a) FDS Results (b) DV Results

Figure 6.16: PTS Characteristics’ Curves (Second Experiment, 90% case) Il
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experiment (i.e., the first one) are the MPD and PDD characteristics. This is due to
the fact that the PDD values are the arithmetic difference between the MPD values
and the APD values. And the APD characteristics have usually the same shape and
similar values (see figures 6.11(a), 6.21(a) and 6.21(b)) for all the results generated
by different PTS algorithms for the same experimental case. The RMS character-
istics are most of the time similar and slightly higher than the APD characteristics
(compare figures 6.12(a), 6.22(a) and 6.22(b), respectively, with figures 6.11(a),
6.21(a) and 6.21(b)). Thus, the PDD characteristics are considered to reflect in
the usual cases the behaviour of the MPD characteristics (compare figures 6.11(b),
6.20(a) and 6.20(b), respectively, with figures 6.10(b), 6.19(a) and 6.19(b)). There-
fore, from now on, unless exceptions are encountered in the PDD characteristics,
only the MPD characteristics will be employed to discuss the differences between
the results generated by different PTS algorithms.

Comparing the curve of the MPD characteristics generated by PIMRU in figure
6.15(a) with the one generated by the same algorithm for the H case in the previous
experiment (figure 6.10(b)), it can be noticed that the former starts with a flat
region. This is due to the fact that above a power constraint value of PDC = 950
(see figure6.15(a)) it can beconsidered thatthere are no power dissipation limits

(for the 90% testresource compatibleBTSexample given here).

Conclusions

Overall, it can be stated here
that the results of the previous
experiment and the current one
lead to the same conclusions, as
their results are similar. How-
ever, it should be emphasized here

Ve TS that the P2RAND algorithm con-
stantly maintains its already known
Figure 6.17: P2RAND Results (Second Exp.) ) ]

behaviour of generating from the
worst to the best results throughout the experimental cases (see their results’ char-

acteristics in figure 6.17). This way it manages quite often to reach the near-optimal
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solutions by avoiding local minima. This fact supports the idea of employing near-
optimal algorithms to the PTS problem. These algorithms are known to be able
to jump out from the local minima during the search and continue to seek for the
near-optimal solutions. The difference between the P2RAND algorithm and a near-
optimal one is the lack of an intelligent mechanism to steer the search process. An
intelligent mechanism would have the feature of weighing the best solutions at each

iteration in a global manner (global priority function).

6.2.3 Third Experiment

» tests’ power dissipation parameters are ranged from similar to different values;

e tests’ resource compatibility degree and test length values are randomly gen-

erated within a wide range (i.e., different values).

In this experiment the BTSs are generated by ranging their tests’ power dissipa-
tion values (see section 3.1 in chapter 3) from very similar values to very different
ones. Figures 6.18, 6.19, 6.20, 6.21, and 6.22 depict the curves of the characteristics
(TL, MPD, PDD, APD, and RMS) generated by the selected algorithms (P1IMRU,
P20RD, FDS, DV). However, only the extreme cases are compared because the
intermediate ones exhibit results within the metamorphoses of the characteristics’
curves between these two extremes. The curves in figures 6.18(a), 6.19(a), 6.20(a),
6.21(a), and 6.22(a) are given for the case where the BTS consists of tests with a
high resource compatibility degree, very different TL and very different PD values.
On the other extreme, figures 6.18(b), 6.19(b), 6.20(b), 6.21(b), and 6.22(b) are the

characteristics generated by the same algorithms as above for a BTS with different

(a) Different Power Values (b) Similar Power Values

Figure 6.18: TL Characteristics’ Curves Comparison (Third Experiment)
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(a) Different Power Values (b) Similar Power Values

Figure 6.19: MPD Characteristics’ Curves Comparison (Third Experiment)

TL and similar PD values. That is, the algorithms were run in the second set of
figures for the case where the BTSs have tests with high compatibility degree, and
totally different TL and PD values.

In general, these curves demonstrate the previous statement that the TL and
MPD curves characterize almost entirely the results. That is, the curves of the
TL and MPD characteristics can be considered representative for the whole set of
characteristics (TL, MPD, APD, PDD, RMS). For example, the curve of the MPD
characteristic resembles the PDD one (see figures 6.19(a) and 6.20(a)), while the
curve of APD and RMS are similar as well (see figures 6.21 and 6.22). Moreover,
the APD (figure 6.21) and RMS (figure 6.22(a)) curves have the same kind of shape
for all PTS algorithms run on the same BTS, as it is also the case of the TL curves
in figure 6.18. Only the MPD characteristics’ curves in figure 6.19(b) and the
PDD characteristics’ curves in figure 6.20(b) make up a slightly separate case. This
emphasizes again the particular case of having similar power value BTS. Namely, for

(a) Different Power Values (b) Similar Power Values

Figure 6.20: PDD Characteristics’ Curves Comparison (Third Experiment)
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(a) Different Power Values (b) Similar Power Values

Figure 6.21: APD Characteristics’ Curves Comparison (Third Experiment)

the second case presented in this experiment (similar power value tests) the curves
of characteristics generated by all types of PTS algorithms are the same. Therefore,
the general conclusion that can be drawn in this experiment is that for a set of tests
(BTS) with similar power values the (fast but greedy) list-scheduling based PTS
algorithms are a sufficient approach.

By looking at the aforementioned figures it can be noticed that the PTS algo-
rithms generate almost the same results under any power constraint for BTS cases
where tests have similar power values. For example, in figure 6.19(b) the MPD
curves are almost identical for any PTS algorithm, which is not the case in figure
6.19(a). This is further emphasized by the P2RAND algorithm where the zig-zag
curves in figure 6.17 (for the case of tests with different power values) become linear
in figure 6.23 (for the case of tests with similar power dissipation values). More-
over, the power characteristics become linear for all types of algorithms (see figures
6.19(b), 6.21(b), and 6.22(b)).

(a) Different Power Values (b) Similar Power Values

Figure 6.22: RMS Characteristics” Curves Comparison (Third Experiment)
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The PDD characteristics’ curves

(figure 6.20(b)) are different be-

cause it is zoomed closer than

the other characteristics (see power

axe scale wvalues). Only for

very loose power constraints do

the distribution-graph based algo-

rithms generate slightly different

Figure 6.23: P2RAND Results (Third Exp.)  (Petter) results than all (even the
P2 ones) list-scheduling based algo-

rithms. Compared with the results generated by the list-scheduling based algorithms
with loose power constraints, the power dissipation characteristics of the results gen-
erated by the FDS algorithm are up to 9% better, and the TL characteristics are
also improved (decreased) by 4%. Under the same conditions (very loose power
constraints), the DV algorithm achieves a 9% improvement of MPD at the same

time with a 4% improvement of TL.

120
100 VPD-696

m B\ oW A B W A
tddlesi gictionline ot test gdicatiantine
(a) Different Power Dissipation Values (b) Similar Power Dissipation Values

Figure 6.24: PTS Charts’ Comparison (Third Experiment)

The charts from figures 6.24(a) and 6.24(b) are generated by the P2MRU algo-
rithms with loose power constraints. It can be seen that the total test application
time for loose power constraints does not change much. Actually, the total test
application time of all the results generated for the third experiment vary within a
+5% limit. Exceptions are the results generated for very tight power constraints,
where the power constraint value is almost equal to the tests’ power dissipation
parameter. It is an expected result because in this case the schedule is a pure se-

guential application of all the tests in the BTS. This is due to the fact that no tests
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can be run in parallel under the given power limit which is almost equal to the
power dissipation values of all the tests in the BTS.

An important conclusion can be drawn by looking at figures 6.18(b) and 6.19(b).
Namely, the characteristics of the results generated by all PTS algorithms are al-
most the same when tests in the BTS exhibit a high resource compatibility degree,
different TL values, and similar PD values. In these cases the application of list-
scheduling based algorithms is sufficient to achieve good results.

The LSFDS-like algorithms preserve their features drawn in the previous ex-
periments. For example, for the first case, when the BTS has tests with different
power values, the LSFDS algorithms improve the MPD characteristic by 33%, while
keeping the TL characteristic constant. The LSDV algorithms improve by up to
53% the MPD characteristic, by deteriorating the TL characteristic with 16%. For
the second case, when the BTS has tests with similar power values, the figures are
the same for both kinds (i.e., LSFDS and LSDV) of algorithms. Namely, they im-
prove by 10% the MPD characteristic, while keeping the TL constant. The fact that
the results are similar proves again that the solution searching process was slightly

constrained by the similarity between the power values of BTS’s tests.

6.2.4 Fourth Experiment

e tests’ application time (test length) parameters exhibit values within a wide

range, from similar to different values;

e tests’ resource compatibility degree and power values are randomly generated

within a wide range (i.e., different values).

(a) Different Test Length Values (b) Similar Test Length Values

Figure 6.25: MPD Characteristics’ Curves Comparison (Fourth Experiment)
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(a) Different Test Length Values (b) Similar Test Length Values

Figure 6.26: TL Characteristics’ Curves Comparison (Fourth Experiment)

The fourth experiment is meant to bring under focus the behaviour of the results
generated by the PTS algorithms for BTS cases where, this time, the tests’ TL values
vary from different to similar. Figures 6.25, 6.26, 6.27, and 6.28 draw, respectively,
the MPD, TL, PDD, and APD characteristics’ curves for the same PTS algorithms
employed in the previous experiment. The RMS characteristics’ curves are not
depicted here because they have similar shape as the APD ones. Comparing the
curves in figures 6.19(a), 6.25(a), and 6.25(b), it could be concluded that results in
all three cases have similar features. Moreover, it could be stated that no matter
whether the TL values of the tests in the BTS are different or similar, the results
behave the same for high resource compatibility and different PD values. However,
there are a few differences between the curves in figures 6.19(a), 6.25(a), and 6.25(b).
Namely, in figure 6.25(a), the P20RD algorithm’s MPD curve is, for rather loose
power constraints (i.e., the upper-half range), somewhere half way between the
PIMRU’s curve and the other algorithms’ MPD curves, whereas in figure 6.25(b),

(a) Different Test Length Values (b) Similar Test Length Values

Figure 6.27: PDD Characteristics’ Curves Comparison (Fourth Experiment)
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(a) Different Test Length Values (b) Similar Test Length Values

Figure 6.28: APD Characteristics’ Curves Comparison (Fourth Experiment)

surprisingly, the P20RD algorithm exhibits the best results. However, the difference
between the P20RD algorithm’s results and the ones generated by the distribution-
graph based algorithms (FDS and DV) are not major.

The PDD curves follow the same behaviour as the MPD ones, as can be seen in
figures 6.27(a) and 6.27(b). As opposed to the curves of the MPD characteristics,
the TL curves in figure 6.26 exhibit the features already experienced in the previous
experiments. However, the exceptional aspect of the TL characteristics’ curves in
this example, compared with the previous ones, is that the list-scheduling algorithms
(i.e., PIMRU and P20RD) generate results in figure 6.26(a) (apart from the case
of tight power constraints) with obviously shorter total test application times.

The PTS chart solutions generated by the PIMRU and DV algorithms under
very loose power constraint for a BTS example where the tests’ TL values are dif-
ferent (first case of this experiment) are compared in figure 6.29. The most obvious
thing after drawing the charts in figures 6.29(a) and 6.29(b) is the power balance

(a) PIMRU chart (b) DV chart

Figure 6.29: PTS Charts’ Comparison (Fourth Experiment) |
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difference between them. Even though the PIMRU algorithm has shorter total
test application time, its power dissipation distribution is extremely unbalanced,
whereas it is the opposite case for the DV algorithm.

\gzm TL“ 494
MPD =562
baﬁ APD» 462.6
bﬂl’) PDD-99.4
RMS » 470.5
10 CPU«* 35691
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(@) P20RD chart (b) FDS chart

Figure 6.30: PTS Charts’ Comparison (Fourth Experiment) Il

In figure 6.30 the PTS chart solutions generated by the P20RD and FDS al-
gorithms for a power constraint of PDC = 700 are compared, for a BTS example
where the tests’ TL values are similar. The PTS chart generated by P20RD in
figure 6.30(a) is surprisingly almost perfect. This is further emphasized by the very
low PDD characteristic value comparing with the MPD one.

The MPD and TL characteristics exhibited by the results generated by the
LSFDS types of algorithms are presented next. Only the results for loose power
constraints are given, as in the previous experiments. When the BTS has tests
with different test length values, the LSFDS algorithms (e.g., PAMRUFDS) improve
the MPD characteristic by 35% at the same time with the lengthening of the TL
characteristics by 13%. On the other hand, the LSDV algorithms improve by up to
30% the MPD characteristic, by lengthening the TL characteristic with only 8%.
When the BTS is consisted of tests with similar test length values, the LSFDS
algorithms decrease the power (e.g., MPD) characteristics of the results generated
by the LS approaches by 36%, while keeping the TL one constant. The LSDV
algorithms decrease the power characteristics by 34% keeping TL constant again.

6.2.5 Fifth Experiment

e runs experiments on a large number of BTSs, in which all tests’ parameters
(i.e, test length, power dissipation and test resource compatibility) are simul-
taneously ranged and given values from similar to different with each BTS;
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(@) TL Curves (b) MPD Curves

Figure 6.31: PTS Characteristics” Curves Comparison (Fifth Experiment) |

The fifth experiment, which is the largest, is a mixture of all the previous experi-
ments, that is, all three parameters of BTS’s tests (i.e., test length, power dissipation
and test resource compatibility degree) are varied at the same time. The character-
istics of the generated results are not far from the expected combination of the ones
discussed in the previous experiments. Therefore only a few cases will be discussed
in this section. Those experimental cases that previously generated rather excep-
tional results are discussed first in order to see if they conform with the previous
conclusions. Then, the following three cases that have not been considered before
are going to be studied:

e two BTS cases where the minimal values of their TL and PD parameters are
half of the maximal ones;

» a BTS case where the tests’ resource compatibility degree is high, and their
TL and PD parameters have similar values.

Figure 6.31 depicts the TL (figure 6.31(a)) and MPD (figure 6.31(b)) charac-
teristics of the results generated by the representative PTS algorithms, which were
run on a BTS similar to the second case discussed in the third experiment (tests
with high resource compatibility degree, different test length values and similar
power values). Comparing pairwise figure 6.31(a) with figure 6.18(b) and figure
6.31(b) with figure 6.19(b), it can be noticed that they are of similar shape. The
only remarkable difference is that this time the FDS and DV algorithms give better
power characteristics than the P20RD one (by 18% - 19%) a lengthening of the
test application time (by 12% - 14%). Again, both the LSFDS and LSDV types of
algorithms generate the same results improving by 17% the MPD characteristic of
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the list-scheduling based algorithms for an increase by 7% of the TL characteristic.

(@) TL Curves (b) MPD Curves

Figure 6.32: PTS Characteristics’ Curves Comparison (Fifth Experiment) Il

Figure 6.32 depicts the TL (figure 6.32(a)) and MPD (figure 6.32(b)) character-
istics of the results generated by the same PTS algorithms, run on a BTS similar
to the second case discussed in the fourth experiment (tests with high resource
compatibility degree, similar test length and different power values). Comparing
pairwise figure 6.32(a) with figure 6.26(b) and figure 6.32(b) with figure 6.25(b),
it can be noticed again that they are of similar shape. However, this time the re-
sults of the P20RD algorithm do not exhibit better power-test properties than the
distribution-based algorithms as in the fourth experiment. The LSFDS and LSDV
types of algorithms generate again exactly the same results for the same BTS re-
ducing by 47% the MPD characteristic of the list-scheduling based algorithms for
an 16% increase of the TL characteristic.

Figures 6.33 and 6.34 depict the TL (figure 6.33(a)), MPD (figure 6.33(b)), PDD
(figure 6.34(a)), and APD (figure 6.34(b)) characteristics of the results generated

(@) TL Curves (b) MPD Curves

Figure 6.33: PTS Characteristics” Curves Comparison (Fifth Experiment) IlI
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(a) PDD Curves (b) APD Curves

Figure 6.34: PTS Characteristics’ Curves Comparison (Fifth Experiment) IV

by the same PTS algorithms for the BTS described next. In this BTS, the tests’
resource compatibility degree is high, and the minimal values of their TL and PD
parameters are half of the maximal ones. This is a rather exceptional case, because
the results of the P20RD algorithm do exhibit better power-test properties than
the distribution-based algorithms as in the fourth experiment. Figure 6.34(a) proves
that the results of P20RD are more balanced than the others, because the PDD
characteristics’ values are below the ones exhibited by the other PTS algorithms.
However, these unpredictable exceptions fade away with the decrease of test resource
compatibility degree as could be noticed in figure 6.35. Thus, in this figure the curves
of the characteristics start to get flattened over the range of power constraints when
BTS’s resource compatibility reach an average degree. The BTS in this case is
consisted of tests with an average degree of test resource compatibility, and with
the minimal values of their TL and PD parameters being half of the maximal ones.
For the initial case discussed in this paragraph, it can be added that the LSFDS

(@) TL Curves (b) MPD Curves

Figure 6.35: PTS Characteristics’ Curves Comparison (Fifth Experiment) V
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(@) TL Curves (b) MPD Curves

Figure 6.36: PTS Characteristics’ Curves Comparison (Fifth Experiment) VI

and LSDV types of algorithms also generate the same results for this BTS case
improving by 36% the MPD characteristic of the list-scheduling based algorithms
keeping the TL characteristic constant.

Figures 6.36 and 6.37 depict the TL (figure 6.36(a)), MPD (figure 6.36(b)), PDD
(figure 6.37(a)), and APD (figure 6.37(b)) characteristics of the results generated
by the same PTS algorithms for the final BTS case discussed in this experiment.
In this BTS case, the tests’ resource compatibility degree is high, and their TL
and PD parameters are both very similar. If the TL (figure 6.36(a)) and MPD
(figure 6.36(b)) characteristics do not forecast anything special, the PDD (figure
6.37(a)) and APD (figure 6.37(b)) characteristics show the reality behind. Figure
6.37(a) proves that the results of P20RD compete again with the results of the
distribution-graph based algorithms. This kind of BTSs, where the tests’ test length
and, especially, power dissipation values are similar, proved to generate quite often
unpredictable and exceptional results. The only element which neutralizes this effect

(a) PDD Curves (b) APD Curves

Figure 6.37: PTS Characteristics’ Curves Comparison (Fifth Experiment) VII
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is the tests’ resource compatibility degree. Its decrease flattens the characteristics’
curves regardless of the other tests’ parameters.

Finally, it can be added here that the LSFDS and LSDV types of algorithms
seem to generate results with the same behaviour for any kind of BTS cases. In this
particular case, both types of algorithms improve by 19% the MPD characteristic of
the list-scheduling based algorithms keeping the TL characteristic constant. Com-
paring the results generated by all the LSFDS (LSDV) types of algorithms it seems
that the MPD characteristics are improved more for BTSs with similar test time
values than the cases with similar power values. However, this decrease of MPD
values is very often at the cost of a slight increase of the total test application time,

and only for loose power constraints.

6.2.6 Sixth Experiment

* real case example - extended ASIC Z design.

(@) TL Curves (b) MPD Curves

Figure 6.38: PTS Characteristics’ Curves Comparison (Sixth Experiment) |

For the sixth example a real case is considered. An extended case [LPOOb] of
the ASIC Z design given in [Zor93] is experimented with the PTS algorithms. The
test set has 27 tests spread over 9 cores. The whole testbench is listed in appendix
A. Characteristics’ curves results arc depicted in figures 6.38 and 6.39 over a range
of power dissipation constraints. Unfortunately, the results of the experiments run
here cannot be compared with the ones given for the ASIC Z case in [Zor93, CSA97].
That is due to the fact that the test scheduling discipline assumed in [Zor93, CSA97]
is the nonpartitioned testing defined in [CKS88], whereas the one assumed in this
thesis is the partitioned testing with run to completion. The nonpartitioned testing
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(a) APD Curves (b) RMS Curves

Figure 6.39: PTS Characteristics’ Curves Comparison (Sixth Experiment) Il

assumes that no tests can be started until all tests in the previous session are
completed, which is the opposite of the assumption in this thesis.

The test resource compatibility degree for the ASIC-Z case ranges from 30% for
the subset of the tests tu, ¢2* tsi, e, 19i, 34% for the subset of tests ;ie, tie, he, oo,
tge, 85% for ¢26) ¢46, (56, (76, 93% for ¢36, and up to 96% for the subset téb, tgb, t.
This is an interesting case of mixture between the behaviour of results generated
for subsets with low compatibility degree and others with very high compatibility
degree. Therefore the solution space has two parts, one where the search space is
big (for high resource compatibility degree between tests) and another where the
search space is small (for low resource compatibility degree between tests). From the
graphs depicted in figures 6.38 and 6.39 it can be noticed that the power constraint
of 900mW (aimed at in [Zor93]) is too high for a test scheduling discipline with run
to completion for the BTS given in [LPOOb] The difference comes from the different
test scheduling disciplines employed in both, our and their, approaches. For the test

TL =441
MPD- 500
APD =228.2
PDD “ 271.8
RMS =276.7
CPU- 190
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(a) 800 Power Constraint (b) 540 Power Constraint

Figure 6.40: FDS Charts’ Comparison (ASIC-Z, Sixth Experiment)
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scheduling discipline adopted 1n this thesis the maximum power constraint should
be around 600mW

The results are the expected ones, judging by the experiments run beforehand
However, an exceptional shape 1n the charactenstics’ curves can be noticed for the
results gencrated by the FDS algorithm The suboptimal results generated between
600 and 400 can be blamed on the fact that probably the priority function (1 ¢, force)
failled to make the right decision at a certain stage of the iterative solution search
process [igure 6 40 compares thc power-test charts of two solutions generated
by the FDS algorithm before and in the middle of the exceptional part mentioned
above As 1t can be seen the FDS algonthm fails to accommodate some of the
blocks along the chart and piles them up at the beginming of the chart This kind
of sub-optimal decision could be pruned by employing more sophisticated priority
functions, to take mto account such particular experimental cascs

The LSFDS and LSDV types of algorithms generate again exactly the same
results for the ASIC-Z BTS improving by 47% the MPD characteristic of results
generated by the lhst-scheduling based algorithms, keeping the TL characteristic

constant

6 27 Experimmental Conclusions

This chapter ends with a few overall main conclusions over the set of PTS algo-
rithms proposed 1n this thesis First of all 1t 1s recalled that the testbenches used
in most of the cxperiments have been randomly gencrated The valucs (resource
compatibility degree, test length, power dissipation) assigned to BTS’s tests have
been generated with a uniform distribution The proposed PTS algorithms in this
work have been cxperimented taking into account the conclusions and suggestions
of previous work That 1s, 1t has been stated in [CSA97] that 1n the test environ-
ment the difference between the power cstimation values (¢ g, MPD, APD, RMS)
for each test 15 expected to be small since the objective 1s to maximize the circuit
activity so that the circuit can be thoroughly tested 1 the shortest possible time
Therefore, the PTS algorithms try to minimize the differences between the power
estimation valucs, such that the accumulation of these differences 1s minimized 1n
the bottom-up traversing of the test hierarchy (see chapter 3) Thus, PDD is the
power characteristic that was under focus 1n the experiments while the difference

between the MPD and APD values was uscd to judge the quality of stmilar PTS
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results. The smaller the difference the more balanced the power dissipation distri-
bution. [JPP89] estimated but did not prove that the larger the distribution range
(TLmax —TLmin) among the test lengths of the individual tests, the better should
be the performance that could be achieved in terms of balancing the power dissipa-
tion distribution and achieving good overall test application time. This hypothesis
is experimentally proven to be wrong in this thesis (see the fourth and fifth experi-
ments). To further prove this, figure 6.41 shows how the PDD characteristics of the
results generated by the PTS algorithms do not necessarily improve for the variance
from small (90% similarity between TL values) to large (10% similarity between TL
values) distribution ranges of TLmax —TLmin. Moreover, to prove the contrary,
figure 6.41(b), which depicts the PDD characteristics of the results generated by the
FDS algorithms, shows that the extremes (i.e., smallest and largest TL max—T L min
distribution ranges) generally exhibit from the PDD characteristic’s point of view,

the poorest results, i.e. the least balanced.

(a) PIMRU Algorithm (b) FDS Algorithm

Figure 6.41: PDD Characteristics’ Curves for Various Test Length Ranges

The experimental results prove that there are several constraints that implicitly
steer the PTS search process. Moreover, there is a certain order or priority of their
impact or influence on the PTS algorithms’ search engines. Results demonstrate
that the power constraints and the test resource compatibility have more impact
on the PTS solutions, while the tests’ length (TL) and the power dissipation (PD)
have less impact. Figure 6.42 depicts the TL and MPD characteristics’ curves of the
PTS results generated for a variance from small (10%) to large (90%) distribution
ranges of the test resource compatibility degree. It can be noticed here that the
power constraints have the highest influence on the PTS results, but this influence

weakens with the decrease of test resource compatibility degree. The test resource
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(@) TL Characteristics’ Curves (b) MPD Characteristics’ Curves

Figure 6.42: Curves for Various Resource Compatibility Ranges (P20RD)

compatibility degree is overall the second most important constraint and the first
most important test parameter within a BTS judging by the priorities stated above.
The TL and PD test parameters do not have a large impact on the characteristics.
However, they do not exhibit a consistent influence on the behaviour of the PTS
results, as can be seen in figures 6.43, 6.44, 6.45, and 6.46. They show the TL and
MPD characteristics for the results generated for the PI MRU (figures 6.43 and 6.45)
and FDS (figures 6.44 and 6.46) algorithms. This paragraph leads to an important
design recommendation that every effort be made in hardware to maintain the test
parallelism and to insure a high test resource compatibility amongst block-tests.
Two main categories of PTS algorithms have been proposed in this thesis. The
first one is the so-called list-scheduling based PTS algorithms (i.e., PTS-LEA and
PTS-LS) described in detail in chapter 4. The second set of algorithms are the
distribution-graph based PTS algorithms (i.e., PTS-FDS and PTS-DV) and are

(@) TL Characteristics’ Curves (b) MPD Characteristics’ Curves

Figure 6.43: Curves for Various Test Length Ranges (P1IMRU) I
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(@) TL Characteristics’ Curves (b) MPD Characteristics” Curves

Figure 6.44: Curves for Various Test Length Ranges (FDS) Il

thoroughly described in chapter 5. The main difference between these two categories
of PTS algorithms is the priority function used to steer the solution searching pro-
cess. The list-scheduling based algorithms are considered greedy heuristics where a
local (list) priority function is used. The results generated by these algorithms were
expected to be not as good as the ones generated by the distribution-graph based
algorithms which employ a global priority function.

The experiments proved that even the list-scheduling algorithms can be parti-
tioned into two categories. The first one consists of the first and third approaches
of the PTS-LEA algorithm, plus the PTS-LS algorithms itself. The power dissipa-
tion is less balanced when these algorithms are loosely constrained. On the other
hand when there are tighter power dissipation constraints the total test applica-
tion time increases, but the power dissipation characteristics are forced to improve.
The second set of list-scheduling algorithms are the different insertion strategies of

(@) TL Characteristics’ Curves (b) MPD Characteristics” Curves

Figure 6.45: Curves for Various Power Ranges (PIMRU) |
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(@) TL Characteristics” Curves (b) MPD Characteristics” Curves

Figure 6.46: Curves for Various Power Ranges (FDS) Il

the second approach of the PTS-LEA algorithm. These algorithms can occasionally
generate results comparable with that of distribution-graph based algorithms. How-
ever, most of the time their results are qualitatively somewhere between the results
generated by the first category of list-scheduling algorithms and the distribution-
graph based algorithms. Moreover, there are even cases (e.g., those BTSs which
consisted of tests’ with a high degree of resource compatibility, different time length
and similar power values) when these algorithms (P20R D in this chapter) generate
the best results. Otherwise, the PTS-DV algorithms generate more balanced power
distribution results, but take longer time. The PTS-FDS algorithms seem to give
better (balanced) results but with even higher CPU time. However, there are times
when these power balancing achievements are obtained at the expense of a slightly
longer total test application time.

In general, the PTS-LSFDS algorithms (i.e., LSFDS and LSDV) give PTS
solutions exhibiting better power characteristics than both list-scheduling and
distribution-graph based algorithms. Therefore, this algorithm is the most ben-
eficial when the test application time of the solution by list-scheduling based algo-
rithms are shorter than the test application time of the solution by distribution-
graph based algorithms. This benefit would justify the longer run time of the
PTS-LSFDS (LSFDS) and PTS-LSDV (LSDV) type of algorithms, which is longer
than the sum of the time needed to run the list-scheduling and distribution-graph
based algorithms sequentially.

A special category of PTS algorithms is the list-scheduling based algorithms
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which employ the random (RAND) insertion strategy Their random msertion fea-
turc helps them at times to jump out from the local minima and generate surpris-
mgly good results Unfortunately, these algorithms generate bad results with the
same frequency as they generate good results Thus, 1t scems that an ntelligent
solution search engine has to be used so that 1t will always generate near-optimal
solutions This fact leads to the conclusion that near-optimal algorithms can be
successfully employed to generate the best results

Since the dufference between the characteristics of the results generated by dif-
ferent PTS algorithms reduces with the tightening of power dissipation constraints,
1t 15 adwvisable for tight power constraints to use list-scheduling based algorithms
rather than distribution-graph based ones The hst-scheduling based algorithms
take considerably shorter CPU times than the other types of PTS algorithms More-
over, 1t 1s noticed that the CPU times uscd even increase sometimes (cspecially for
the distribution-graph based algorithms) with the mcrease of power constraints
Smce the differences between their results decreases with the tightening of power
constraints, 1t 15 advisable to avord any wastc of time The same advice can be
given when PTS algorithms arc to be apphed on testbenches similar to the sce-
ond testbench of the third experiment (1e, tests with high degree of test resource
compatibility, different test length values and  szmular power values)

When the CPU time invested in running the PTS algorithms to achieve a necar-
optimal powcr-test schedule 1s not an 1ssue, a comprchensive approach can be cm-
ployed This approach would assume the extensive application of all the PTS al-
gorithms 1n order to gencrate all the possible results, under any power constraint
(from very loose to very tight) Then, the user would only nced to select the PTS
solution which suits the design needs best according to the smtable MPD, APD,
RMS, PDD, and TL charactenstics (which normally should be given within some
maximal and minimal himits) Thercfore, the generated results arc supposed to
be studied and weighed by the user in order to find the best suitable power-test
compromise The power dissipation constraint range could also be spanned with a
user-selectable increment of step size depending on the level of complexity the user

18 rcady to pursue for the solution search process
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

The work described in this thesis proposes a polynomial-time solution to the
NP-complete Power-Constrained Block-Test Scheduling (PTS) problem stated in
[CSA97] It 1s actually the first approach proposed as a solution to the aforemen-
tioned problem It 1s based on classical List Scheduling (LS) and Force-Dirccted
Scheduling (FDS) algorithms 1in High-Level Synthesis (HLS) adapted to an eztended
tree growing modelling of the PTS problem

This work focuses only on the high-level PTS problem The proposed algo-
nthms are meant to be part of a system-level block-test approach to be applied
on a modular view of a test hierarchy The modular elements of this hierarchy
could be subsystems, backplanes, boards, Multichip Modules MCMs, ICs (dics),
macro-blocks and Register Transfer Level (RTL) blocks This approach assumes a
bottom-up traversing of the hierarchical test model within a  diide and conquer
optimization style

The algorithms given n the thesis deal with tests for blocks of logic, which do
not have equal test length Thus, they arc  unequal-length block-test scheduling
algorithms The test order within the test scts of various modules 1n a circuit 1s
not considered n the algorithm The test scheduhng disciphine assumed here 1s
the partitioned testing with run to completion as defined mn [CKS88] A constant
additiwe model 18 employed for power dissipation analysis and estimation throughout
the approach

The algorithms implemented here are a projection of the classical LS and FDS
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algorithms on the extended trce growing modelling of the PTS problem The first
category of scheduling algorithms are the LS-based ones, including Left-Edge Algo-
rithm (LEA) and List Scheduling (LS) algorithm, as described n chapter 4 They
have been successfully experimented on the PTS problem Thesc algorithms are
fast but the obtained schedules lack the balanced power dissipation property desir-
able for the PTS solutions The second set of algorithms are the distribution-graph
based PTS algorithms, given in chapter 5 These algorithms use a global priority
function to balance the power dissipation distribution of the PTS solutions The
PTS-FDS algornthm gives overall balanced power-test schedules even for tighter
power constraints The Distribution Vanance (DV)-based PTS approach 1s another
algorithm from the distribution-graph based catcgory It 1s less time consuming
than the FDS-bascd algorithm and gives more balanced power-test schedules than
the LS-based algorithms The mixed PTS approaches given n section 5 3 generate
the best power-test schedules, but only for very loose power constraints However,
they are the most time consuming approaches

All the PTS algorithms proposed 1n this thesis use greedy hcuristics that are able
to generate good schedules 1n a polynomial time This 1s very important for the
rapid system prototyping of today’s VLSI/SOC designs They feature a polynomial
complexity but do not guarantec the optimal solutions Therefore, for more refined
schedules, the near-optimal algorithms will have to be sought and will be more

expensive 11 terms of computation time

7.2 Contributions

The main contribution of this thesis i1s that 1t proposes for the first time a polyno-
mial complexity approach to tackle the NP-complete problem of power-constrained
block-test scheduling [CSA97] The extended tree growing techmque developed 1n
this thesis combined with the adapted classical scheduling algorithms can quickly
gencrate good schedules for the PTS problem Morcover, the modular test hierar-
chy proposed to tackle the PTS problem at system level 1s a flexible and general
approach that can be applied to any kind of system test hierarchy-

In order to achieve all the above mentioned features of the PTS approach defined
n this thesis, a survey of high-level test scheduling and low-power design 1s carned

out and systematically presented in chapter 2 This chapter gave a general view of
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today’s test design problems having in mind power dissipation constraints Then,
a deeper and more dctailed survey 1s presented in chapter 3, where, eventually, the
topic of this thesis 1s 1dentificd, formulated and modeclled This topic 1s chosen from
the field of low-power test design surveyed i section 32 Previous work in the
field of power-constramned block-test scheduling (sec subsection 3 2 2) proved to be
msufficient for the requirements of current technological trends Therefore, the work
in this thesis 1s the first practical solution to the problem analyzed and described
in [CSA97]

An efficient approach 1s then formulated in chapter 4 and chapter 5 that adapt
classical scheduling algorithms to work with an extended tree growing technique
for generating good schedules for the PTS problem These schedules are rapidly
generated but they are not guaranteed to be the optimum PTS solutions  Near-
optimal algorithms that can gencrate optimal or ncar-optimal solutions for the PTS
problem arc proposed 1n the next section They can be the basis of future research
work towards finding efficient solutions to other scheduling problems in the field of

system-level low-power testing design like dynamic power management during test

7.3 Future Work

Future work will be 1n three mam directions One 1s to further research the power-
constrained block-test scheduling field Firstly, a finer tuning of the PTS algorithms
proposed 1n this thesis has to be carried out to take into account real technological
aspects of the PTS problem The second research direction 1s to apply near-optimal
search algorithms to the PTS solution space In order to give full frecdom to these
near-optimal search algorithms a different modelling of the power-test solution space
has to be sought The third direction 1s to investigate the apphcability of the PTS
algorithms to other power-test related scheduling fields like power-test scheduling
with dynamic frequency, multiple voltage supply scheduling or burn-in power-test

scheduling

731 Technological Aspects of PTS Problem

The distribution-graph based PTS algorithms proposed in chapter 5 are aimed at
balancing power dissipation during test application time without taking into account

the technological aspects of particular power dissipation cases For example,
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8
»7
1
%
TOTAL TEST APPLICATION TIME = 20 TOTAL TEST APPLICATION TIME
(a) PTS-LEA (P1MRU) Schedule (b) Another Schedule Example

Figure 7.1: Power-Test Scheduling Charts

figure 7.1 the power dissipation spike given by test (9 in figure 7.1(a) and the obvious
power spike in figure 7.1(b) could be ignored if they do not last for a long period of
time. The mathematical formulation of the Power-Concurrency Distribution Graphs
(PCDG) in chapter 5 is not meant to deal with these particular cases. Therefore,
further research work is needed to tackle the particular technological aspects of
power dissipation during test application time. Moreover, finer tuned mathematical
formulations of the PCDG might be found in this context to emphasize more the
energy consumed during test application time than the power dissipation peaks at a
certain moment. That is, thus far the MPD and PDD values were the characteristic
values used to drive the search for the best solutions. But if the total energy over
test application time is to be more important, then characteristic values like PDD
and RMS should be of more interest.

The PTS algorithms proposed in this thesis were tackling the problem of power-
constrained test scheduling, where the solution search was aiming for the shortest
total test application time, making sure that the power dissipation barrier is not
crossed. Thus, it was a power-constrained total test application time minimization
algorithm. However, there might be cases when the total test application time might
be seen as a constraint and the goal could be to minimize the power dissipation
over the aforementioned application time. This is another research direction to be
pursued in future.
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The PTS algorithms proposed 1n this thesis try to optimize the power-test char-
actenistics of the design 1n the test mode However, these techmques will be re-
scarched 1 future as possible approaches for tackling the power-test optimization
m the normal mode as well Thus, an extrapolation of the power-constramed test
scheduling techniques proposed here will be applied to the problem of scheduling
operations in the normal functional mode In order to make this extrapolation, the
PTS algortthms will have to deal with another level of constraint, which will be the

precedence relationship between the operations to be scheduled

73 2 Near-Optimal PTS Approaches

The biggest drawback of the trec growing hcuristic 1s that the solution space 1s
shrunk by the fact that the power-test scheduling charts should have low-mobility
tests as roots (or close to roots), while high-mobility tests arc leaves (or close to
lcaves) This 1s duc to the fact that the test length of the nodes (test) n a tree
path (ETP) have to be monotonously decreasmg from root to leaf (sce subscction
333) Thus, having the solution space dimiished, the heuristics proposed n this
thesis, cven though they arc fast, thcy can not guarantee the optimum powecr-
test schedules This would not happen if the tests had the freedom to be placed
anywhcre 1 the power-test schedule Thercfore, as future work, 1t 15 proposed herc
to model the map of power-test schedules as a puzzle game, where cach puzzle piece
(block-test) has to find 1ts own place in the optimum power-test schedule Thus,
the compatibility relationship between the block-tests will have one component less
(sce subscction 33 3) Namcly, the test length of the nodes (block-tests) m the
power-test schedule do not have to be monotonously decrcasing from root to leaf
Actually, the root and leaf terms disappcar for the puzzle model Thercfore, the 1dea
of trcc path becomes useless and the compatibility relationship reduces to the two
classic powcer-test compatibility conditions (sce subsection 3 3 2) Firstly, in order to
run tests i parallel, they have to be compatible from a conflicting resources point of
view Sccondly, the power dissipation accumulated at any moment during parailel
test apphication should be less than or equal to the power dissipation constraint
PD,oz

Moreover, the RAND nscrtion version of the sccond PTS-LEA pseudocode has
constantly exlmbited surprises throughout the experiments in chapter 6 by gener-

atmg results from the worst to the best This was duc to the fact that the PTS
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algorithms proposed 1n this thesis do not have a mechanism to steer through the
randomly generated search space Therefore, apphication of near-optimal algorithms
Iike simulated anncaling, tabu scarch or genetic algorithms to the PTS problem 1s
a promising research topic to be investigated

The above described puzzle game resembles the two dimensional block con-
straimned placement problem [SV97] or the bin packing techmque employed for local
repacking/rearrangement during Field Programmable Gate Array (FPGA) recon-
figuration (DE97] The former approach has to solve the two constrained placement
problems during the generation of VLSI macro-cell layouts The latter 1s used dur-
g FPGA reconfiguration, when partial rearrangement 1s required to alleviate the
fragmentation of free logic elements that occurs on space-shared run-time reconfig-
urable FPGA systems

Simulated Annealing

A Simulated Annealing (SAn) [KGV83] algorithm 1s a neighborhood search algo-
rithm where the neighbourhood 1s sampled at random It differs from the greedy
algorithms i the fact that a neighbour giving risc to an increase 1n the cost func-
tion may be accepted This acceptance will depend on a control parameter (called
temperature) and the magnitude of the increase By allowing uphill moves 1n a
controlled manner, Simulated Annealing (SAn) provides a mechamsm to allow the
algorithm to escape from local optima The algorithm starts with an imtial solu-
tion A neighbor of this solution is then randomly selected If the selected solution
15 better than the current solution, 1t will always be accepted and become the next
solution If the sclected solution 15 worse, 1t will be accepted with a probability
factor Therefore, at the beginnming when the temperature ¢ 1s high, the probabil-
ity of accepting a worse neighbour and making an uphill move 18 lugh With the

reduction of temperature, this probability decreases

Tabu Search

Tabu Search (TS) [Hal96] 1s a neighbourhood-scarch method which employs mntelli-
gent search and flexible memory technique to avoid being trapped at local optima
As m the case of simulated annealing, Tabu Search (TS) 1s a high-level heuristic
procedure used to guide other methods towards an optimal solution TS is based on

the assumption that itelligent search should be bascd on more systematic forms of
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guidance rather than random sclection It also cxplots flexible memory to control
the scarch process The main mechamsm for exploiting memory 1s to classify a sub-
set of the nexghborhood moves as forbidden (called tabu) TS maintains a selective

history of the states encountered and/or the moves cxecuted during the search

Genetic Algorithms

A Genetic Algorithm (GA) [SP94, SV97] 1s a high-level algorithm which performs
a multi-directional search by maintaining a population of potential solutions The
population undergoes a simulated evolution from onc generation to another at each
generation the relatively good solutions reproduce, while the relatively bad solutions
die  The goodness or badness of the solutions arc defined by a cost function In
the Genetic Algorithm (GA) an optimization problem 1s mapped 1nto the problem
of finding the most fit individual within a population during an evolution process
Fitness 1s measured by a fitness function, which 1s related to the objective function
of the optimization problem A GA starts with a set of imtial solutions Each
solution 1s encoded as a chromosome which 1s represented as a string of bits from a
binary alphabet To generate new solutions there are two typical operations which
are performed on the solutions of the present generation crossover and mutation
For the crossover operation, two solutions 51 and S» of the current generation are
selected and the chromosome corresponding to a new solution 1s produced The new
chromosome 1s the result of mixing a part of the chromosome of Sy, with a part of
that corresponding to S This means that the new solution inherits certain features
of 1ts two parent solutions The mutation operator, on the other hand, produces a

small, random perturbation to a given solution (chromosome)

733 Dynamic Power Management During Test

Dynamic power management 1s a system-level low power design technique aiming
at controlling performance and power levels of digital circuits and systems, by ex-
ploiting the idleness or the activity of their components It can be seen in figure 7 2
that for the same sct of block-tests, different solutions can be gencrated if stretch-
ing techniques are applied to block-tests In this case test tg from figure 7 2(a) 18
stretched and rescheduled in figure 7 2(b) The stretching technique 1s to expand
the test application time (test length) of the block-tests with the goal of making full

usc of the remaining power dissipation below the constraint 1n the scheduling charts
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TOTAL TEST APPLICATION TIME - 26 TOTAL TEST APPLICATION TIME - 25

(a) Without Stretched Block-Tests (b) With Stretched Block-Tests
Figure 7.2: Test Scheduling Example with Block-Test Stretching

The result of stretching can decrease the power dissipation by either voltage scaling
or dynamic frequency clocking or it can increase the fault coverage by increasing
the number of test vectors. In the latter case the power dissipation distribution is
expected to be approximately the same. That is, even though the test application
time will be increased to apply further test vectors, the power dissipation values are
considered, during their application, to be around the same constant power dissipa-
tion value associated with the block-test by the high-level power estimation process
(see subsection 3.3.1).

Power-Test Scheduling with Voltage Scaling

Most techniques to lower power consumption of ICs assume static behaviour. That
is, circuit and system parameters are chosen at design time to minimize power
dissipation. Power-down techniques can be used to make power dissipation directly
proportional to the computational workload [MK96]. Power dissipation can be
reduced if a variable power supply is used in conjunction with a variable clock-
speed processor. The basic idea is to lower supply voltage and slow the clock during
reduced workload periods instead of working at a fixed speed and idling.

Datapath scheduling techniques and behavioural synthesis techniques with mul-
tiple supply voltages were recently proposed [CP97, JR97, LHW97, RS95] as power
optimization techniques. The proposed scheduling techniques refer to the assign-
ment of a supply voltage to each operation in a data flow graph so as to minimize
the average energy consumption for given computation time or throughput con-
straints or both. In the past few years, low power techniques by dynamic voltage
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scaling have been studied [GC97, NNSaB94, WH96] and efficient scheduling algo-
rithms for these techniques arc being sought For example, [NNSaB94| presents
a techmque that combines self-timed circuitry with a mechanism that adaptively
adjusts the supply voltage to the mimimum possible, taking mto account process
variations, operating conditions and data dependent computation times The ap-
proach m [NNSaB94] finds the optimal voltage based on adaptive methods, while
the approach n [IY98] 1s based on static scheduling technique which treats dynam-
1cally variable voltage [IY97] The PTS algorithms proposed 1n this thesis and the
near-optimal algorithms mentioned 1n subsection 7 3 2 can be linked with the dy-
namic voltage scaling techniques to efficiently search the solution space to find good

power-test profiles

Power-Test Scheduling with Dynamic Frequency

In [RVB98, KRV99, RVB96] dy- SATAPATH
namic frequency techmiques are pre- CONTROLLER
sented as a solution to the power FU|= T | FU
minimization problem In the dy- -l .
namic frecquency scheme all units —

FU |[«—f— | FU
arc driven by a single clock hnc DYNAMIC
CLOCKING REG
which changes frequency at run
UNIT clock signal to all kUs

time depending on the functional
unit active at that time as n figure Figure 73 DFC Archutecture

73 Dynamc Frequency Clocking (DFC) utihizes the fact that different (e g , addcrs,
multipliers ctc ) can be clocked at a different frequency based on their critical path
delay The 1dea 1n [KRV99] proposes a time and resource constramned scheduling al-
gorithm which utilizes the concepts of DFC and Multiple Voltage Scheduhing (MVS)
Only the frequency 1s changed in [KRV99] dynamically, while the supply voltage
for each Functional Unit (FU) 1s fixed from one of the available levels (5 0V, 3 3V,
24V) Self-timed systems have also been suggested to take advantage of data de-

pendencies (workload) [GC97)
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Nobody proposcd so far, though, a way to mix these techniques with the power-
constrained test scheduling problem These dynamic-frequency technological so-
lutions can be efficiently combined with the power-test scheduling techmiques de-

scribed at the beginming of this subsection (7 3 3)

Test Scheduling for Momtored Burn-In

The growing s1ze and complexity of

INFANT
VLSI/ SOC dcmgns and the reduction 1n MORTALITY | RANDOM  WEAR-OUT
I l

fecaturc s1zes makes production of rel-
able chips a challenging task  Stress
testing 15 an effective mcthod to 1m-

FAIt URE
prove product rehabihty In figure 74  PROBABILITY

fallurc probability 1s plotted against LOG TIME
time This curve 1s known as the bath-
tub curve [DC96] It can be seen that
fallure probability 1s high in the carly period of product Iife This 15 known as

Figure 74 Bath Tube Curve

wnfant mortality It 1s explained by the presence of “weak ICs” n the production
lots Such ICs contain imperfections which are a consequence of manufacturing
defects “Weak ICs” fail soon after passing production testing Therefore, during
stress testing I1Cs are subjected to stress conditions and the “weak 1Cs” fail and arc
not shipped out 1mproving product rehability

ICs are stressed 1n a vanety of ways such as burn-in, power cycling, tempcraturc
cycling, voltage variations, clock variations Burn-in, the standard method used
i 1ndustry so far for stressing ICs, 1s to subject ICs to high temperature and
high voltage for an extended period [Hna84] Burn-m induces cumulative stress
fallures During burn-in, cyclic sequences are applied over an extended period of
time such that the switching activity in the circuit 1s maximized Typically burn-
n 1s performed for an extended period, usually several hours So, while selecting
vectors for burn-in, 1t would be of more concern that the abihity of the resulting
burn-in test sequence to dissipate power rather than 1ts application length

There arc different kinds of burn-m (static burn-m [Hna84], hgh-voltage cell
stress testing [Hna84], dynamic burn-in [DC96, DCNP95]), but only the monitored

burn-in 18 of interest to us for futurc rescarch
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Burn-in 1s used to eliminate wnfant mortalty in VLSI/SOC designs because 1t
induces cumulative stress faillures There are three kinds of burn-in  Static burn-
i apphes a DC bias to the device at an elevated temperature (normally 125°C)
[Hna84] Then, in high-voltage cell stress tests are created to rapidly test memories
and 1mnvolves cycling through all memory addressecs [Hna§4] The dynamac burn-in
applies a random sequence on all the clocks and address lines [DC96, DCNP95)
Fally, monitored burn-in assumes testing during dynamic burn-in and 1s becom-
ing widesprcad becausc of long clectrical test times associated with large circuats
[DCNPI5]

Only the monitored burn-in 1s of interest to us for future research This burn-1n
18 a combination of dynamic burn-in, high voltage cell stress testing and electrical
functional pattern testing Monitored burn-in 1s a technique in which devices are
operated at an elevated temperature (125°C) and voltage (8-8 5V) for an extended
period of time while subjecting all devices under test to functional testing using
complex test patterns This 1s followed by a short duration at a lower temperature
(-85°C) and voltage (5 5V) during which parametric testing 1s performed Ths
cycle 1s performed 1n a few hours range Since the time to burn-in the devices
has already been commatted, the functional testing when performed 1n this parallel
manner 1s essentially for free In the traditional manner, the functional testing 1s
performed after burn-in to detect faillures Because this approach 1s a serial process
1t 15 expensive and, thus, the test time can be reduced by overlapping these test
steps  With VLSI/SOC designs, out of necessity, test time must be increased to
effectively validate good parts due to their sheer complexity Thus monmitored burn-
m solves those problems and allows long test time at reasonable cost to thoroughly
assess the mherent quality of the VLSI/SOC designs There are some advantages
m using the momtored burn-in against dynamic burn-m [DCNP95| It utihizes the
“dead time” during burn-in testing Carefully ordered test vectors can stress
circuit nodes to their maximum During dynamic burn-in, if the input vectors are
not carefully chosen, switching activity in some parts may not be sustained at a
higher level If a junction breaks down during burn-in, monmitored burn-in will make
1t easier to detect the location of the fault

The drawbacks of the traditional momtored burn-m were defined in [DCNP95]
In dynamic burn-in, selection of vectors 1s not restricted to a test set, and higher

switching activity can be generated than for monitored burn-in The latter requires
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a tester throughout the burn-n process and the cost of tying down a tester for a long
period could be prohibitively high Also, in monitored burn-in the output of test
apphcation has to be latched back to scan registers A solution to these drawbacks
1s the BIST momitored burn-m Thus, a BIST-based test methodology can be used
to carry out the functional tcst during burn-m 1itself At the same time the first
drawback mentioned above would be avoided by the pseudo-random nature of BIST
test methodology The second drawback 1s also avoided with the BIST momtored
burn-in approach

All the monitored burn-in approaches are given at logic or test vector level
One possible future research direction would be to increase the switching activity
at higher levels, where the logic-level transition maximization can be replaced with
block-level switching maximzation For each high-level node n a system-test hi-
crarchy (given as a set of subnodes with their block-tests) the task of a momtored
burn-in test scheduling algorithm would be to generate an effective block-test sched-
ule to maximze the stressing of the node By maximizing the stress at any nodc
level, the stress would hierarchically accumulate at system level Thus, to extrap-
olatc the work proposed in this thesis, the stressing maximization at system level
can be achieved by maxumzing the power-test characteristics at node-level in the

modular test hierarchy described in chapter 3
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Appendix A Testbench Example

In this appendix two test set examples are detailed 1n order to give an 1dea of how
the testbenches experimented 1n this thesis are structured Because the size of the
file hosting a testable incrcases with the test resource compatibility degree, the first
testbench example chosen 15 the low compatibibty degree (first) experiment The
sccond testbench example 1s taken from the literature The structures of the above
mentioned testbenches are given below

The first testbench starts with general information about 1ts parameters hike the
maximal and minimal possible power dissipation value for any of the block-tests,
thc maximal and minimal possible test length for a block-test, the compatibihity
degree percentage, the number of block-tests, their names, and the maximal and
minimal power dissipation constraint values of the simulation range A step valuc 1s
also given for the decremental step of the power dissipation constraint range After
all this information the actual testbench content follows It has five fields for cach
block-test record the name of the block-test, 1ts estimated power dissipation, 1ts
test application time (test length), the number of the block-tests compatible with
1t, and finally the list of other block-tests compatible with 1t A record 1s given for
each block-test and they are saved in the filc being sorted by two keys their test
application time as the primary key to sort the list in a descending order, and their
cstimated power dissipation as the sccondary key to sort the block tests with the

same test application time 1in a descending order as well
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//Low Compatibihity Degree Testbench

//Generated with the following par uneters

//PDmax = 20 (maximum power dissipation of a block test)

//POmin = 1 (mimmum power dissipation of a block test)

//TLmax = 2v {(maximum test length of a block test)

//TLmm = 1 {(mimmum test length of a block test)
//CD = 10% (compatibility degree with the other block tests in the List)

//Number of block tests o0
//Block tests (BT) names

t1t2 t3 t4t5t6t7 t8 t9 t10 t11 t12t13 t14 t15 t16 ¢17 t18 t19 t20 t21 t22 t23 t24 t25
t26 t27 t28 t29 t30 t31 t32 t33 t34 t3o t36 t37 t38 t39 td40 t4l t42 t43 t44 t45 t46 t47 t48 49 to0
//The Maximal Power Constraint (starting the simulation with) 200

//The Minimal Power Constraint (ending the simulation with) 20

//The Power Constraint Step 20

BT Name BT PD BT TL
tl 20 25
t2 17 25
t3 11 20
t4 8 25
t5 4 25
t6 2 25
7 18 23
t8 16 23
t9 9 23

t10 3 23
tll 19 22
t12 13 22
t13 o 22
tl4d 1 22
t15 12 21
t16 14 20
t17 9 19
t18 6 19
t19 1 18
t20 12 17
t21 6 17
t22 11 16
t23 3 16
t24 8 1v
t25 10 14
t26 2 14
t27 5 13
t28 2 13
t29 9 12
t30 7 11
t31 5 11
t32 4 10
t33 14 9
t34 8 9
t35 18 8
t36 11 8
t37 8 8
t38 3 8
t39 1 8
t40 12 7
t41 4 7
t42 1 7
t43 11 6
t44 5 6
t4b 12 5
t46 8 5
t47 3 5
t48 9 4
t19 8 3
t50 41 2

Comp BT Nb
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BT Compatibility List
t3 t13 t31 t34

t8 t38 t44

tl t7 t12 t19 t27 t48

t6 t22 t38 tdl

t9 t13 t17 t29 t34 t47
t4 t23 t37 t44

t3 t9 t13 17 t50

t2 €22 t30 t34 t40 t43
t5 t7 t1l t19 t27

t37 t48

t9 t16 t24 t30 t43

t3 t13 t18 t28 t38 t48

t1 t5 t7 t12 t14 t23 t33
t13 t27 t40 t44

t30 t46 50

t11 17 32 t37

t5 t7 t16 t19 t23 t42
t12 £29 t34 t45 t48

t3 9 t17 t21 t20 t39
132 150

t19 t36 t49

t4 t8 t27 t42 t46

t6 t13 t17 t29 £33 t39 t44 t48
t11 t25 t36 t42

t19 t24

£33 t38 t4o t48

t3 t9 t14 t22 t29

t12 t36 t39 t43 t45

to t18 t23 t27 33 t50
t8 t1]1 tlo t31 t42

€l t30 t13 t47

t16 t20 t38

t13 t23 t26 t29 t35 t43 t48
tl to t8 t18

133 t37 ¢46

t21 €24 t28 ¢40 e47

t6 t10 t16 t35 t44 t50
t2 t4 t12 t26 t32 t48
€19 t23 t28 t41 €43

t8 t14 t36 t46

td t39

t17 t22 t24 t30 t44 t49
t8 t11 t28 t31 t33 t39 t47
t2 t6 t14 €23 37 t42 50
t18 t26 t28 t46

tl)y 22 t35 t40 tdo t48
t5 t31 t36 t43 t49

t3 t10 t12 t18 t23 €26 t33 t38 t46 t50
t21 142 47

t7 tlo €20 t29 t37 t44 t48
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The ASIC-Z testbench 1s also given below This testbench has been written and
used for the first time 1 [LP0O0D]

// Modified ASIC Z design

// Each core 1s tested by an

// external test a BIST test

// There 18 also one interconnection
// test to a neaghbor for each core
1/

// Max power(mW) 900

core placement placement test udle test test teat test core
X \ name power power time gen analy constr
TG1 [ 0 NONE
ROM1 o 10 th 0 10 10 TC TC ROM2
ROM1 0 10 tle 11 140 50 TC TC NONE
ROMI 0 10 tlb 11 140 50 TGI1 SA1 NONE
RAM2 0 20 t21 0 10 10 TC TC ROM1
RAM2 0 20 t2e 9 120 30 TC TC NONE
RAM2 0 20 t2b 9 120 30 TG2 SA2 NONE
SA1l 0 30 NONE
TG2 10 [ NONE
ROM2 10 10 3 0 10 10 TC TC RAM4
ROM2 10 10 t3e 11 140 50 TC TC NONE
ROM2 10 10 3b i1 140 50 TG1 SA1l NONE
RAM3 10 20 td1 0 10 10 TC TC RAM2
RAM3 10 20 tde 6 106 20 TC TC NONE
RAM3 10 20 t4b 6 106 20 TG2 SA2 NONE
SA2 10 30 NONE
TG4 20 o8 NONE
RAM4 20 10 t5 0 10 10 TC TC RAM1
RAM4 20 10 t5Se 4 48 11 TC TC NONE
RAM4 20 10 t5b 4 418 11 TG2 SA2 NONE
RL2 20 20 161 Q 10 10 TC TC RAM3
RL2 20 20 t6e 0 176 80 TC TC NONE
RL2 20 20 t6b 0 176 80 TG4 SA4 NONE
SA4 20 30 NONE
TGS 30 [¢] NONE
RAMI 30 10 t7: G 10 10 TC TC RF
RAM1 30 10 tTe 10 141 30 T™C TC NONE
RAM1 30 10 t7hb 10 141 35 TG2 SA2 NONE
RL1 30 20 t8: 0 10 10 TC TC RL2
RL1 30 20 t8e 0 148 70 TC TC NONE
RL1 30 20 t8b 0 148 70 TGS SAS NONE
SAS5 30 30 NONE
TG3 40 0 NONE
RF 40 10 tO ] 10 10 TC TC RL1
RF 40 10 t9e 10 48 ) TC TC NONE
RF 40 10 t9b 10 48 5 TG3 SA3 NONE
TC 40 20 NONE

SA3 40 30 NONE
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Translating 1t 1nto the format used to run the cxperiments in this thesis, the

result would be

//Modified ASIC testbench
//Number of block tests 27
//Block tests names
tée t6b t8e t8b tle tlb t3e t3b t7e t7h t2e t2b tde t4b tue tob t1s t21 t3:1 td t51 t61 t71 t81 t91 t9e tGb

BT Name
tée
t6b
t8e
t8b
tle
tlb

t3b
tTe
t7b
t2e
t2b

t4b
t5e
t5b
th
t2
th

th
t61
th
t&1
t9)
t9e
t9b

BT PD
176
176
148
148
140
140
140
140
141
141
120
120
106
106
48
48

10
10
10
10
10
10
10
10
10
48
18

BT TL
80
80
70
70
50
w0
50
50
35
35
30
30
20
20
11
11
10
10
10
10
10
10
10
10
10

°
5

CBT Nb
9
26
]
26
9
25
9
25
9
23
9
23
9
23
9

N
W o0 0 o @ o oo o e W

(¥
=

BT Compatibility List

tlb t2b t3b tdb t5b t6h t7h t8b t9b

tli tle t1b t2: t2e t2b t3) t3e t3b t4: tde tdb t&i the t5b t61 the t71 t7e t7h t81 t8Be t8b t9 t9e t9b
tlb t2b t3b t4b t5bh t6bh t7b tBb t9b

th tle tlb t2) t2e t2b t3) t3e t3b t4d: tde t4b t51 t5e t5b t6:1 t6e t6b t7: t7e t7h t81 t8Be t9 t9e t9b
tlb t2b t3b t4b t5b t6b t7b t8b ¢9h

tl tle t21 t2e t2b 31 t3e t41 tde tdb t5 tSe t5b 161 the t6b t71 t7e t7b t81 t8e t8b tO t9e t9b
tib t2b t3b tab tob t6b t7b t8b t9b

tly tle t2: t2e t2b t31 t3e t41 t4e t4b t51 the t5b t61 t6e t6b t7) t7e t7b t8) t8e t8b t91 t9¢ tIb
tlb t2b t3b t4b t5b t6b t7b t8b t9b

tl tle t1b t21 t2e t31 t3e t3b td: tde t5) t5e t61 t6e t6b t7) t7e t81 t8e t8b t91 tJe tIb

tlb t2b t3b tdb t5b t6b t7b t8b t9b

tli tle t1b t2:1 t2e t31 t3e t3b t4 tde t5t t5e t6i t6e t6h t71 t7e t81 t8e t8b t9 t9e tIb

t1b t2b t3b t4b t5b t6h t7b t8b t9b

tl tle t1b t21 t2e t31 t3e t3b t4) tde t5: tie th t6e t6b t71 t7e t81 t8e tBb t91 t9e tIb

tlb t2b t3h t4b t5b t6b t7b t8b t9b

tli tle tlb t2) t2e t31 t3e t3b tdr tde t5) tSe t61 t6e t6b t71 t7e t8) tBe t8b t91 tYe t9b

t1b t2h t4b t5b t6b t7hH t8b t9b

t2b t3b tdb t5b t6b t7h t8b t9b

t1b t2b t3b t4b t6b t7b t8b t9b

tlb t3h t4b t5b téb t7b t8h t9b

tlb t2b t3b tdb t5b t6b t8bh t9b

tlb t2b t3b t5b t6b t7b t8b t9b

t1b t2b t3b t4b t5b t6b t7h t8b

tlb t2b t3b t4b tub t7b t8h tIb

tib t2b t3b t4b t56 t6b t7h t9b

t1b t2b t3b t4b tob t6b t7b t8b t9b

tl tle t1b t2) t2e t2bh t3) t3e t3b tdi tde t4b tus tue t5b t61 t6e tbh t71 t7¢ t7b t81 t8e t8b t9 tle
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cceding, Engincering Science I, pp 83-90
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fcrence and Exhibition on Information Infrastructure - Information Super Highway
(ICEIT'98), Beyjng, China, April 26-29, 1998
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Order Number PR00887

V Muresan, X Wang, V Muiesan, M Vladutiu, A Comparison of Classical
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2000, pp 882-891, IEEE Cat No 00CH37159
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List Scheduling, Proccedings 11th International Workshop on Rapid System Pro-
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European Test Workshop (ETW’00), May 23-26, 2000, Cascais, Portugal, pp 27-32
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