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Abstract

This paper describes a range of automatic
and manual comparisons of phrase-based
and syntax-based statistical machine transla-
tion methods applied to English-German and
English-French translation of user-generated
content. The syntax-based methods underper-
form the phrase-based models and the relax-
ation of syntactic constraints to broaden trans-
lation rule coverage means that these models
do not necessarily generate output which is
more grammatical than the output produced
by the phrase-based models. Although the
systems generate different output and can po-
tentially be fruitfully combined, the lack of
systematic difference between these models
makes the combination task more challenging.

1 Introduction

There has been a long tradition of using syntac-
tic knowledge in statistical machine translation (Wu
and Wong, 1998; Yamada and Knight, 2001). Af-
ter the emergence of phrase-based statistical ma-
chine translation (Och and Ney, 2004), several at-
tempts have been made to further augment these
techniques with information about the structure of
the language. Hierarchical phrase-based modelling
(Chiang, 2007) emphasises the recursive structure of
language without concerning itself with the linguis-
tic details. On the other hand, syntax-based mod-
elling uses syntactic categories in addition to recur-
sion, in mapping from source to the target (Galley et
al., 2004; Zollmann and Venugopal, 2006). Syntac-
tic information is incorporated into the model from

trees on the source side (tree-to-string), target side
(string-to-tree), or both (tree-to-tree).

Utilisation of such linguistic generalisation, how-
ever, has proven to be a more complicated task than
one might first imagine it to be. While relative im-
provements over phrase-based baselines have been
reported for some language pairs, those baselines
seem to remain the best option for other language
pairs (DeNeefe et al., 2007; Zollmann et al., 2008).

The performance of syntax-based models is af-
fected by errors introduced by existing imperfect
syntactic parsers (Quirk and Corston-Oliver., 2006).
Moreover, some non-syntactic phrases (e.g. I’m)
identified by the phrase-based models bring useful
information to the translation which are missed by
syntax-based models trained on trees obtained us-
ing supervised parsing (Bod, 2007). Phrasal co-
herence between the two languages (Fox, 2002) is
another factor affecting the performance of syntax-
based models. Nevertheless, these models should
in theory be better able to capture long-distance re-
ordering — a problem for phrase-based models.

A combined framework of such varying tech-
niques can exploit the advantages of all of them
while compensating for the weaknesses of each indi-
vidual method. To accomplish this goal, a more de-
tailed insight into the characteristics of each method
may be useful. Towards this objective, we look for
possible systematic differences between variants of
phrase-based and syntax-based systems via various
analysis approaches.

In the rest of this paper, after introducing some
related work, we will describe our data and base-
line systems. These baseline systems will then be
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compared along several dimensions. Finally we will
discuss our observations and conclude.

2 Related Work

DeNeefe et al. (2007) compared a string-to-tree
model with a phrase-based model. While the syntax-
based model performed better than the phrase-based
model on Chinese-to-English translation, it was
shown to be worse on Arabic-to-English translation.
They found that non-lexical rules form only a small
fraction of the translation rule table in syntax-based
modelling. The string-to-tree modelling in this work
is based on their approach.

Zollmann et al. (2008) observed that the gain
achieved by hierarchical and syntax-based models
could be largely compensated for by increasing the
reordering limit in the phrase-based model. They
also found that, for language pairs involving sub-
stantial reordering like Chinese-English, tree-based
models performed better than phrase-based. How-
ever, for relatively monotonic pairs like Arabic-
English, all models produced similar results.

Experimenting with French-English, German-
English and English-German, Auli et al. (2009)
compared a phrase-based model to a hierarchical
phrase-based model by exploring as much of the
search space of both types of models as was com-
putationally feasible. Given that the search spaces
were very similar, they concluded that the differ-
ences between the two types of models can be ex-
plained by the way they score hypotheses rather than
by the hypotheses they produce.

Using the same framework as in this work, Hoang
et al. (2009) compared phrase-based, hierarchical
phrase-based and string-to-tree models. While the
phrase-based and hierarchical phrase-based mod-
els achieved similar results, they both performed
slightly better than the syntax-based model. They
argue that, in order to improve syntax-based mod-
elling, word alignment should be amended.

There have been several efforts to exploit the dif-
ference between such models in MT system combi-
nation or multi-engine machine translation (MEMT)
(Huang and Papineni, 2007). The task, however, has
been shown to be difficult. Zwarts and Dras (2008)
tried to identify what type of sentence could be bet-
ter translated by a syntax-based model compared to

a phrase-based model. Using a classification ap-
proach, they separately tested three sets of features.
Sentence length and system-internal features includ-
ing decoder output score did not lead to an accurate
classifier. They then hypothesised that noisy parse
trees may impede the performance of the syntax-
based system and built another classifier based on
source sentence length, parser confidence score, and
linked fragment count. They found, however, no
correlation. Based on their observation that most of
the problems in the output were related to reorder-
ing, they assumed that the syntactic quality of the
output could be discriminative in system selection.
They ported the parse-quality features used on the
source side to the target side, but again found no im-
provement.

In what follows, we build upon previous work by
analysing a more comprehensive set of SMT meth-
ods and comparing them on a diverse set of evalua-
tion data in various automatic and manual ways.

3 Data

This work takes place in the context of a wider
project the ultimate aim of which is to improve the
quality of English-German and English-French ma-
chine translation on content taken from Symantec
user forums. This is needed since the customer ser-
vice model is moving away from the traditional one
in which companies provide help via technical doc-
umentation, phone lines and email to one in which
customers help each other via forums. The English
forum contains far more content than the French
and German forums and much of this content, if
translated adequately, will be useful to Symantec’s
French and German customers.

The translation model training data for our ma-
chine translation systems consist of English-German
and English-French Symantec translation memory.
These translation memories contain a mixture of
Symantec content from product manuals, software
strings, marketing materials, knowledge bases and
websites. The English-German parallel data con-
tains 1,029,741 sentence pairs and the English-
French 975,102 pairs with no exact duplicates. Both
the French and German language models are trained
on a combination of the target side of their respec-
tive translation model training data and the limited



amount of user forum text that is available for each
language (42K sentences for French and 67K sen-
tences for German). We have two evaluation sets for
each language pair:

1. French translation memory: 5,000 held-out
sentences from the Symantec English-French
translation memory, split into development
(2000) and test (3000).

2. German translation memory: 5,000 held-out
sentences from the Symantec English-German
translation memory, split into development
(2000) and test (3000)

3. French forum data: 1,500 sentences taken
from the Symantec English online forums, split
into development (600) and test (900). These
were automatically translated into French using
an online translation tool and then post-edited
by human translators.

4. German forum data: 1,500 sentences taken
from the Symantec English online forums, split
into development (600) and test (900). These
were automatically translated into German us-
ing an online translation tool and then post-
edited by human translators.

The translation memory data can be considered a
superset of forum data in terms of subject matter.
However, in terms of style, the forum data is more
informal and, given that it is user-generated content,
we assume that it exhibits a higher level of ungram-
maticality. Because of this difference, we call the
evaluation sets taken from translation memory in-
domain and those from forum text out-of-domain.
While the English sides of the in-domain sets are
different for each of the language pairs, those of the
out-of-domain sets are the same for both pairs.

4 Baseline Systems

We train the following five statistical machine trans-
lation systems:

1. PB: a standard phrase-based system (Och and
Ney, 2004)

2. HP: a hierarchical phrase-based system (Chi-
ang, 2007)

3. TS: a tree-to-string syntax-based system
(Huang et al., 2006).

4. ST: a string-to-tree syntax-based system (De-
Neefe et al., 2007).

5. TT: a tree-to-tree syntax-based system

We chose these five systems because they can be
easily built using the open source Moses toolkit
(Hoang et al., 2009). The PB system was trained
using the grow-diag-final-and alignment
heuristic and used the msd-bidirectional-fe
reordering model. All other parameters were default
including a maximum phrase length of 7 and a de-
coder distortion limit of 6 when applied. The HP
system was trained using the default settings includ-
ing a maximum chart span of 20. The same chart
span was used for the TS,ST and TT systems. To
relax the strict constraint on rule extraction in the
TS, ST and TT systems, any pairs of adjacent nodes
in the parse tree are combined together to form new
nodes (Zollmann et al., 2008)1. This significantly
increases the number of extracted rules and conse-
quently the translation accuracy. All five systems
are tuned using minimum error rate training (MERT)
(Och, 2003) on the respective developments sets.

We use our in-house C++ implementation of a
PCFG-LA parser (Attia et al., 2010) to provide the
parse trees for the English and French sides of the
translation training data and the English sides of the
evaluation data for source-syntax systems (TS and
TT). The German side of the translation training
data was parsed by the Berkeley parser (Petrov et
al., 2006). Both parsers use the max-rule parsing al-
gorithm (Petrov and Klein, 2007). We use the Tiger
treebank (Brants et al., 2002) for training the Ger-
man parsing model, the French Treebank (Abeillé et
al., 2003) for training the French model and the Wall
Street Journal section of the Penn Treebank (Marcus
et al., 1994) for training the English model.2

5 System Comparison

5.1 Multiple Metrics
In order to carry out a reliable comparison, we evalu-
ate the baseline systems at the document level using

1We used the SAMT-2 parse relaxation method.
2The two parsers achieve Parseval labelled f-scores in the

89-90 range on Section 23 of the Wall Street Journal section of
the Penn Treebank. Due to some character encoding issue, our
own parser could not be used to parse the German data and this
is why the Berkeley parser is used instead.



En-Fr En-De
BLEU NIST TER GTM METEOR BLEU NIST TER GTM METEOR

PB 0.6140 10.73 0.3584 0.6357 0.7436 0.5099 9.48 0.4911 0.5441 0.6264
HP 0.6188 10.78 0.3535 0.6400 0.7457 0.5289 9.68 0.4676 0.5592 0.6408
TS 0.5919 10.39 0.3719 0.6194 0.7284 0.4939 9.19 0.4923 0.5349 0.6146
ST 0.6013 10.53 0.3631 0.6258 0.7334 0.5086 9.43 0.4753 0.5479 0.6265
TT 0.5783 10.25 0.3842 0.6096 0.7168 0.4784 9.03 0.5059 0.5219 0.6051
Oracle 1-best 0.6658 11.38 0.2917 0.6840 0.7818 0.5739 10.32 0.3858 0.6111 0.6775
Oracle 500-best 0.7770 12.77 0.1779 0.7852 0.8616 0.6870 11.80 0.2584 0.7145 0.7712

Table 1: Baseline and oracle system combination scores on in-domain development set (translation memory)

En-Fr En-De
BLEU NIST TER GTM METEOR BLEU NIST TER GTM METEOR

PB 0.3044 6.90 0.6024 0.3972 0.5335 0.1681 5.500 0.7428 0.3062 0.4057
HP 0.3032 7.04 0.5904 0.4008 0.5341 0.1662 5.502 0.7384 0.3082 0.4028
TS 0.2907 6.71 0.6118 0.3924 0.5202 0.1643 5.503 0.7197 0.3128 0.3977
ST 0.2982 6.75 0.6057 0.3952 0.5248 0.1654 5.471 0.7286 0.3117 0.3976
TT 0.2900 6.68 0.6121 0.3910 0.5166 0.1633 5.371 0.7358 0.3090 0.3966
Oracle 1-best 0.3343 7.40 0.5408 0.4265 0.5585 0.1935 5.921 0.6700 0.3376 0.4248
Oracle 500-best 0.3921 8.25 0.4717 0.4687 0.6117 0.2457 6.730 0.6049 0.3791 0.4750

Table 2: Baseline and oracle system combination scores on out-of-domain development set (forum text)

five popular metrics: BLEU (Papineni et al., 2002),
NIST, TER (Snover et al., 2006), GTM (Turian et
al., 2003) and METEOR (Denkowski and Lavie,
2011)3. The results with these metrics for in-domain
and out-of-domain development sets are presented
in Table 1 and Table 2 respectively. The last two
rows of each table are described in section 5.5. We
report scores on the development sets as our analysis
has been performed on these.

Performance is considerably higher for the in-
domain evaluation sets compared to the out-of-
domain ones and for the En-Fr compared to En-De.
Neither of these results are surprising since it is well
known that out-of-domain translation is challenging
and that English-German translation is more diffi-
cult than English-French translation. It is worth not-
ing that the gap between En-Fr and En-De scores
on out-of-domain data is bigger than on in-domain
data, showing that out-of-domain En-De is a more
difficult translation setting compared to the others.

The hierarchical phrase-based system (HP) per-
forms better than the others on the in-domain data

3We used all default parameters for evaluation tools. For
GTM, we used 1.2 as the exponent.

according to all metrics. This is statistically signif-
icant in the case of BLEU scores with p-value <
0.014. The gap is more pronounced on the En-De
pair, which is an intuitively appealing result because
the hierarchical phrase-based model is in theory bet-
ter able to model the systematic word order differ-
ences between English and German than the phrase-
based model. The phrase-based system (PB) is the
second best performing system on in-domain data.

The string-to-tree system (ST) is the best of the
syntax-based systems on in-domain data according
to all metrics. The tree-to-tree model (TT), on the
other hand, is the worst-performing of these sys-
tems, despite its relatively larger translation rule ta-
ble size. In the case of BLEU scores, these differ-
ences are also statistically significant. This shows
that less useful rules are extracted by this model
compared to the other two models.

On out-of-domain data however, the behaviour
of systems is not consistent, with different metrics
favouring different systems for different language
pairs. On En-Fr, HP is still the best overall, and

4We used paired bootstrap resampling with 1000 iterations
and p-value = 0.01 for all BLEU significance tests. The tool
used is available at http://www.ark.cs.cmu.edu/MT/



ST is the best performing syntax-based system (all
statistically significant in the case of BLEU). On the
other hand, more inconsistent behaviour is observed
on En-De: TS scores the best of all according to
most of the metrics (though marginally), and HP is
no longer the best. However, the BLEU differences
are not statistically significant.

5.2 One-to-one Comparison

Given the same training material, we are interested
in the extent to which the methodological differ-
ences between these systems lead to different out-
puts. Since the output of all systems are far from
a perfect translation, the more similar the outputs,
the less effective the complex methods (tree-based
methods here) compared to the phrase-based method
which is usually a baseline in machine translation
research. In addition, if systems tend to gener-
ate highly similar outputs, their combination cannot
yield a noticeably better result.

To inspect this phenomenon for systems built
here, we score each system against all others us-
ing the BLEU metric. In other words, each system
output plays the role of reference translation for the
other four systems. According to the results pre-
sented in Table 3 and Table 4:

1. HP and PB are consistently the most similar
to each other (highest BLEU), whereas TT and
PB are the most different (lowest BLEU).

2. The closest syntax-based system to PB and HP
is TS.

3. It cannot be said which of the two syntax-based
systems are the most distant ones from each
other in general. It differs according to the data
sets, but TT is usually one side of the pair.

4. Systems produce more divergent output on out-
of-domain data and on the En-De pair than on
in-domain data and on the En-Fr pair.

5.3 Sentence-level Comparison

To gain further insight into the difference between
systems, we compared their output sentence-by-
sentence using the TER evaluation metric (Snover
et al., 2006). Table 5 shows the results of this com-
parison. The first row displays the number of sen-
tences on which all systems scored the same. The

second row contains the number of sentences for
which all systems generated exactly the same output
sentence. The following five rows, one for each sys-
tem, present the number of sentence translations on
which that system scores the highest, possibly along
with the other systems, and the number of sentence
translations on which that system scores the highest
alone. We call the former any-wins and the latter
solo-wins.

As presented in the table, the any-win ranking is
not consistent with the solo-win ranking, especially
on the in-domain sets. For example, on in-domain
En-De, while HP ranks the highest in terms of any-
wins (612 sentences), ST is the one with the most
solo-wins (174 sentences). This may suggest that
HP is mostly the best on the sentences on which the
other systems perform similarly, whereas ST is ca-
pable of better translating sentences with which oth-
ers have more trouble.

In addition, it can be observed that, on about
one third of the in-domain sets, systems achieve the
same scores (score ties), most of them being exactly
the same translations (real ties). The ratio is, how-
ever, far less for out-of-domain data sets: only about
%4. Given the performance gap between these two
domains (Table 1 and Table 2), this discrepancy is
expected to some degree: the closer the outputs to
the reference, the less divergent they can be. How-
ever, this large ratio disparity does not seem to be
only justified by this fact, suggesting that the real
difference between systems is revealed on more dif-
ficult tasks. Consequently, more gain is expected
from combined systems on out-of-domain data than
on in-domain data.

5.4 N-best Comparison

So far our analysis has been carried out on the high-
est ranked translation returned by each system. We
now compare the 500-best (distinct) output of sys-
tems. An interesting observation is that the size of
the n-best lists is the largest for the least constrained
system in terms of rule extraction (PB) and smallest
for the most restricted one (TT). For each evaluation
set, Table 6 shows some statistics on the overlap be-
tween the n-best outputs of the five systems. The
figures show that there is larger overlap between the
n-bests of the in-domain data than the out-of-domain
data and the En-Fr pair than the En-De one. This is



En-Fr En-De
PB HP TS ST PB HP TS ST

HP 0.8535 - - - 0.7576 - - -
TS 0.7799 0.7958 - - 0.6817 0.7071 - -
ST 0.7769 0.7917 0.7980 - 0.6624 0.6940 0.6778 -
TT 0.7339 0.7430 0.8065 0.7893 0.6405 0.6484 0.7113 0.7068

Table 3: One-to-one BLEU Scores on in-domain development set (translation memory data)

En-Fr En-De
PB HP TS ST PB HP TS ST

HP 0.7501 - - - 0.6207 - - -
TS 0.6640 0.7028 - - 0.6023 0.6162 - -
ST 0.6618 0.6959 0.6731 - 0.5700 0.5802 0.6191 -
TT 0.6165 0.6344 0.7122 0.6764 0.5211 0.5365 0.6027 0.6014

Table 4: One-to-one BLEU Scores on out-of-domain development set (forum text)

consistent with our other observations and appears
to suggest that the more difficult the sentences are to
translate, the more differently the systems perform
on them.

5.5 Oracle Combination

Using the sentence-level TER scores for each data
set, we select the best translation for each sentence
and form the oracle combined output of all systems.
In case of score ties, we choose the output of sys-
tems in this order: PB, HP, ST, TS, and TT. The list
is sorted by the computational cost of training and
translating with each system. We also build an ora-
cle by merging and reranking n-bests of all systems
using TER scores.

The oracle combination outputs are evaluated us-
ing all the metrics. The scores are presented in the
last two rows of Table 1 and Table 2. As expected,
there are large gaps between the best performing
systems on each data set and the oracle combina-
tions, especially those of 500-best lists. In the case
of BLEU and for the 1-best combination, the gaps
are %7 and %9 on in-domain En-Fr and En-De and
%10 and %15 on out-of-domain En-Fr and En-De
respectively. For 500-best combination, these fig-
ures are %16, %19, %17, and %27. Apparently, the
benefit from combination increases as the level of
translation difficulty increases. This is further con-
firmation that the different systems built here behave
more differently on more difficult data.

5.6 Sentence-level Manual Evaluation

Previous sections compared systems based on scores
generated using automatic metrics. It is interest-
ing and useful to know how these different systems
handle various linguistic phenomena in translation.
For example, one common argument in comparing
syntax-based and phrase-based systems is that the
former generates better word order in the output. In
order to investigate such behaviours, we select 100
sentences from each development set, and compare
the outputs of two of the systems, namely HP and
ST, for each of these sentences. 50 of the selected
sentences are the solo-win cases of HP and the other
50 are those of ST (see section 5.3). The reason
why these two systems are selected is that HP is the
overall best performing system, and ST is the best
performing syntax-based systems according to the
various comparisons so far.

Each data set was evaluated by a linguist using
eight error categories. These categories are adapted
from those used by Dugast et al. (2007) to evaluate
post-editing changes. The evaluators were asked to
count the number of errors in each output sentence
under each category. While they were given the ref-
erence translation, they were not constrained to it
and were allowed to compare against the closest cor-
rect translation to the output itself. We believe that
this can better reflect the real performance of the sys-
tems, as it is not limited to a single reference, though
we might lose some correlation with automatic met-



In-domain Out-of-domain
En-Fr En-De En-Fr En-De

Score ties 740 627 32 35
Real ties 738 578 26 16
PB Any/Solo wins 582 130 513 123 190 71 163 51
HP Any/Solo wins 586 95 612 125 244 88 172 43
TS Any/Solo wins 489 103 514 116 173 56 208 73
ST Any/Solo wins 517 125 572 174 177 60 205 78
TT Any/Solo wins 394 94 447 100 160 62 196 78

Table 5: Sentence-level TER-based System Comparison

In-domain Out-of-domain
En-Fr En-De En-Fr En-De

# of sentences with a common n-best translation per sentence 1579 1367 202 169
% of sentences with a common n-best translation per sentence %78 %68 %33 %28
Average number of common n-best translations per sentence 17 17 4 5

Table 6: N-best overlaps

rics. The following are the categories used in the
evaluation, the first half of which can be considered
to be grammar-related and the second half lexical.

1. Verb tense: number of wrong verb tense trans-
lations

2. Gender/number agreement: number of wrong
gender and number agreements (e.g. adjec-
tive/noun gender in German)

3. Local word order: number of wrong local word
orders

4. Long-distance word order: number of wrong
long-distance word orders

5. Mis-translated: number of wrong word or
phrase translations including wrong sense and
unusual usage

6. Untranslated: number of words or phrases
transferred to the output without translation

7. Spurious translation: number of words or
phrases added to the output without any refer-
ence in source

8. Missing translation: number of words or
phrases in source ignored by the system

The results of the manual evaluation are shown in
Table 7. We observe the following:

• French word order (both local and long dis-
tance) is better handled by ST and German
word order by HP.

• Since verb tense and gender/number agreement
are handled in a methodologically similar way,
the two categories can be collapsed for the pur-
poses of comparison. From this point of view,
HP generates better output. This gap is more
pronounced on in-domain data.

• Though no generalizable pattern is seen for
mis-translation, it can roughly be said that ST
is less erronous than HP on this category.

• ST outputs overall fewer untranslated words.
However, the gap is marginal. It, on the other
hand, tends to generate more spurious transla-
tions. The only exemption is on in-domain En-
De. On the other hand, HP misses more words
and phrases.

It appears that no confident conclusion can be made
based on the above observations. However, contrary
to what one might expect, the syntax-based model
is not necessarily better than the hierarchical model
in treating syntactic phenomena in translation. The
next section provides a closer scrutiny of the internal
behaviour of the systems.



In-domain out-of-domain
En-Fr En-De En-Fr En-De

HP ST HP ST HP ST HP ST
Verb tense 13 11 1 3 25 25 21 20
Gender/number agreement 27 34 25 31 64 66 60 63
Local word order 29 25 24 31 53 47 93 99
Long-distance word order 7 6 3 4 8 5 70 82
Mis-translated 85 84 61 55 185 177 207 207
Untranslated 10 9 15 13 92 95 81 72
Spurious translation 21 26 29 22 16 21 25 35
Missing translation 35 41 42 31 18 13 140 122
Sum 227 236 201 194 461 449 697 700

Table 7: Manual evaluation results: number of translation errors by each system on each data set in each of 8 error
categories

5.7 Error Analysis

Since all systems are built upon the same word align-
ment, under the same framework, and make use of
the same training data for translation and language
models, it is not surprising that their outputs are
largely similar to each other.

Looking at the translation rule tables of each sys-
tem and following their decoding process, it can be
observed that relaxation blurs the boundaries be-
tween the phrase-based and syntax-based models.
As in the phrase-based models, the rules in the
syntax-based models are based on ad-hoc phrases
and the only difference is in the set of nonterminals.

Table 8 illustrates an example in which neither of
the rules used by systems to translate you will need
is built upon a syntactic phrase. Nevertheless, unlike
ST, HP translates it correctly. It is worth noting that
there were eight similar rules in the rule table of ST
(including the one used in the example) covering the
span , you will need X, half of which could translate
it correctly. However, due to a higher score, this rule
was selected.

Another example concerning output word order,
which is a major motivation behind incorporating
syntax in machine translation, is presented in Ta-
ble 9. Although the spans on which the ST rules
have been applied are syntactic in this case, the first
two rules have been wrongly chosen resulting in an
invalid output word order. On the other hand, HP
has correctly parsed the input and applied appropri-
ate rules, leading to a correct output word order.

Despite the pitfalls of relaxation, without it, the

syntax-based models suffer from limited translation
rule coverage and produces significantly lower re-
sults. This confirms the need for a syntactic structure
specialized for SMT.

6 Conclusions

We compared commonly used phrase-based and
syntax-based models in SMT research in the context
of a study on translating technical forum data from
English into German and French. The results of var-
ious automatic evaluations showed that hierarchical
phrase-based models are overall slightly better than
others. One-to-one and sentence-by-sentence com-
parison and oracle combination of the output of all
models showed that the more difficult the transla-
tion problem, the more different their output and the
greater the gain to be achieved by combining out-
puts.

Manual analysis of the outputs and translation
process showed that there was no obvious systematic
difference between syntax-based and non-syntax-
based modelling, mostly due to the relaxation of
syntactic constraints on translation rule extraction.
This makes it difficult to find features to be exploited
in combining these models, despite the potential
gain which was observed in their oracle combina-
tion. In the future, we hope to perform successful
system combination by exploring the space of fea-
tures used in our recent work on quality estimation
(Rubino et al., 2012).

Another avenue for future work is to focus on im-
proving parser accuracy on our datasets by leverag-



Source If you choose to continue, you will need to set the options manually from the Altiris eXpress De-
ployment Server Configuration control panel applet.

Reference Si vous décidez de continuer, vous devrez configurer les options manuellement à partir de l’applet
du panneau de configuration Altiris eXpress Deployment Server.

HP output Si vous décidez de continuer, vous devrez configurer les options manuellement à partir de l’applet
Altiris eXpress Deployment Server Configuration Control Panel.

HP rule
application

ST output Si vous décidez de continuer, vous devez configurer les options manuellement dans l’applet de
panneau de configuration de Altiris eXpress Deployment Server.

ST rule
application

Table 8: Example of verb tense translation by two systems.

Source blocking adult websites
Reference blocage des sites web pour adultes
HP output Blocage des sites Web réservés aux adultes
HP rule
application

ST output Adulte de blocage de sites Web
ST rule
application

Table 9: Example of output word order of two systems.

ing our recent work in parsing user-generated con-
tent (Foster et al., 2011; Le Roux et al., 2012) in
the hope that better phrase-structure trees will lead
to better syntax-augmented machine translation.

Finally, the work that we have presented here has
used syntax-augmented systems that can be conve-
niently built using the Moses toolkit. From the point
of view of how best to integrate syntactic knowl-
edge into the machine translation process, we are
interested in investigating methods which can relax
the syntactic constraint on rule extraction while re-
taining the constituency structure. This may involve
using syntactic knowledge as a soft rather than a
hard constraint (Marton and Resnik, 2008) or inves-
tigating translation models based on tree sequences

(Zhang et al., 2008).
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