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A B S T R A C T

USING CONTOUR INFORMATION AND 
SEGMENTATION FOR OBJECT REGISTRATION, 

MODELING AND RETRIEVAL

b y  Tom asz A d am ek  M.Sc.

T his thesis considers different aspects of the utilization of contour infor­
mation and syntactic and semantic image segmentation for object regis­

tration, modeling and retrieval in the context of content-based indexing and 
retrieval in large collections of images. Target applications include retrieval in 
collections of closed silhouettes, holistic w ord recognition in handwritten histor­
ical manuscripts and shape registration. Also, the thesis explores the feasibility 
of contour-based syntactic features for im proving the correspondence of the out­
pu t of bottom-up segmentation to semantic objects present in the scene and dis­
cusses the feasibility of different strategies for image analysis utilizing contour 
information, e.g. segmentation driven by visual features versus segmentation 
driven by shape models or semi-automatic in selected application scenarios.

There are three contributions in this thesis. The first contribution considers struc­
ture analysis based on the shape and spatial configuration of image regions (so- 
called syntactic visual features) and their utilization for automatic image seg­
mentation. The second contribution is the study of novel shape features, match­
ing algorithms and similarity measures. Various applications of the proposed so­
lutions are presented throughout the thesis providing the basis for the third con­
tribution which is a discussion of the feasibility of different recognition strategies 
utilizing contour information. In each case, the performance and generality of 
the proposed approach has been analyzed based on extensive rigorous experi­
mentation using as large as possible test collections.
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C h a p t e r  1

I N T R O D U C T I O N

T h is  chapter briefly discusses the main motivations for the research carried 
out by the author and reported in this thesis. Also, it briefly outlines the 

m ain objectives of the w ork together with the author's contributions and an 
overview of the structure of the thesis.

1 .1  T h e  N e w  " D i g i t a l  A g e "

In recent years, com puter technology has transformed almost every aspect of 
our life and culture. The advent and popularization of the personal computer 
in conjunction w ith the continuous evolution of digital networks and the 
emergence of m ultim edia technology, particulary the proliferation of cheap 
digital media acquisition tools, have enabled a worldw ide trend towards a 
new  "digital age". The new  models of content production, distribution and 
consumption have resulted in fast growth of the am ount of digital material 
available.

However, the w ealth of inform ation available nowadays has also induced a 
major problem of inform ation overload. In other words, the new "digital age" 
challenges us to develop the ability to find helpful and useful information in 
a vast sea of otherwise useless information. The need for efficient tools to 
organize, manipulate, search, filter and browse through the huge amounts of 
digital information is evident from the spectacular success of text-based Web 
Search Engines such as Yahoo or Google [1].

1 .2  C h a l l e n g e s  B r o u g h t  b y  t h e  E x p l o s i o n  o f  C h e a p

D i g i t a l  M e d i a

The emergence of m ultim edia technology, particulary the explosion of cheap 
digital media acquisition tools such as scanners and digital cameras etc. as well

1



1. INTRODUCTION

as rapid  reduction of storage cost, has resulted in accelerated grow th of digital 
audiovisual media collections, both proprietary and freely available on the World 
Wide Web. Applications like manufacturing, medicine, entertainm ent, education, 
etc. all make use of immense am ounts of audiovisual data. As the amount of 
inform ation available in visual form continuously increases, the necessity for 
the developm ent of human-centered tools for the effective processing, storing, 
managing, browsing and retrieval of audiovisual data becomes evident.

A large amount of visual material is available in the form of still images, either 
as a photograph representing a real scene or as a graphic containing a non-real 
im age (sketched by a hum an or synthesized by computer). Images can be stored 
either in local databases or distributed databases (e.g. the World Wide Web) and 
either em bedded in documents or available as stand-alone objects.

The application areas most often listed in the literature where the use, and 
retrieval in particular, of images nowadays plays a crucial role are: law and 
crime prevention, medicine, fashion and graphic design, publishing, electronic 
commerce, architectural and engineering design, and historical research. A 
detailed study of image users and the possible uses of images was provided 
by Eakins and Graham in [2]. Due to the volume of visual material in the form 
of images there is a clear need for image search engines either for private or 
professional use.

1 .3  R e t r i e v a l  b y  C o n t e n t

Currently, techniques for image retrieval (or visual media generally) are one 
of the most eagerly sought m ultim edia technologies, w ith potentially great 
commercial significance. However visual information systems are radically 
different from conventional information systems and retrieval of data in such 
systems requires addressing many novel issues before they can truly become a 
new fertile area for innovative products.

Specifically, retrieving based on the text usually associated w ith visual content is 
no longer sufficient. In fact, in many cases this is not even possible. Often there is 
no textual information associated w ith images and m anual keyw ord annotation 
is labor intensive. Therefore, recently retrieval by content has been suggested as 
an alternative retrieval model for audiovisual media. In Content-Based Image 
Retrieval (CBIR) systems images are indexed (and subsequently browsed and 
retrieved) based on features extracted directly from their representation rather 
than by any associated text.

Building modern systems for content-based retrieval of visual data requires 
consideration of several key issues such as system design, feature extraction, 
similarity measures, indexing structures, semantic analysis, inferring content
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abstraction from low-level features, designing user interfaces, querying models 
and relevance feedback [3].

Notably, CBIR systems require indices to order the data. However, given a visual 
signal there is little information readily available for indexing. Therefore in 
recent years a significant research effort has been dedicated to the problem of 
extraction of visual descriptors which could be then exploited later for content- 
based browsing and retrieval. The descriptors may be visual features such as 
colour, texture, edge direction, shape, scene layout, spatial relationships, or 
semantic primitives. Also they can be global (one feature describes the whole 
image) or local (each feature describes an object or a part of the image). Another 
crucial component of CBIR systems is establishing similarity between visual 
entities (e.g. between the query and the target).

In order to allow inter-operability between devices and applications attempting 
to solve various aspects of the query by content problem as well as to provide a 
common terminology and test material, the Motion Picture Experts Group (MPEG) 
introduced a standard known as MPEG-7 [4, 5]. MPEG-7, formally called the 
Multimedia Content Description Interface, is a standard for describing multimedia 
content, facilitating sophisticated m anagem ent, browsing, searching, indexing, 
filtering, and accessing of that content. Unlike previous ISO standards, it is 
intended to provide representations of audiovisual (AV) information that aim 
beyond compression (such as MPEG-1 and MPEG-2 standards) or even object- 
based functionalities (such as supported  by the MPEG-4 standard), and support 
some degree of interpretation of the AV content. MPEG-7 offers a comprehensive 
set of standardized audiovisual description tools by specifying four types of 
normative elements: Descriptors, Description Schemes, a Description Definition 
Language (DDL), and coding schemes. For a more detailed description of the 
standard the reader can refer to [4, 5].

This thesis contributes to two key research areas enabling some of the above 
challenges to be addressed: image segmentation and shape matching. The re­
m ainder of this chapter briefly discusses the main motivation for the research 
carried out by the author in this thesis by discussing the role of image segmen­
tation and shape matching in CBIR. This is followed by an outline of the main 
objectives of the work together w ith the author's contributions and an overview 
of the structure of the thesis.

1 .4  T h e  I m p o r t a n c e  o f  I m a g e  S e g m e n t a t i o n  a n d  S h a p e

A n a l y s i s  i n  C B I R

This section discuses briefly the role of image segmentation and shape matching 
technologies in addressing some of the major challenges which m ust be faced
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1.4.1 Image Segmentation

Image segmentation refers to a very broad set of techniques for image parti­
tioning. Typically, the goal is to partition an image using a chosen criterion so 
that the created partition reflects the structure of the scene at a level suitable 
for a given application, e.g. homogenous regions or semantic objects. In other 
words, the term  segmentation can be used to refer to any process allowing dis­
covering certain knowledge about the structure of the scene, e.g. shape of the 
objects present. Therefore, the problem of partitioning an image into a set of ho­
mogenous regions or semantic entities is a fundamental enabling technology for 
understanding scene structure and identifying relevant objects. Identification of 
areas of an image that correspond to im portant regions, e.g. semantic objects, is 
often considered to be the first step of m any object-based applications.

The problem  of segmentation is fundam ental to many challenges encountered 
in the area of com puter vision. This thesis focuses primarily on region and 
object based segmentation of images in the context of visual content indexing 
and retrieval applications.

Many of the low-level descriptors, including the ones defined by the MPEG- 
7 standard, can be used to describe entire images as well as parts of images 
(e.g. image regions, which ideally would correspond to real objects present in 
the scene). Utilization of local descriptors, representing images at region or 
object granularity, allows indexing and retrieval in a manner closer to hum an 
perception and scene understanding. Image segmentation is a vital tool for 
extraction of such localized descriptors of the image content. In other words, 
the ability of partitioning the image into regions corresponding to objects 
present in the scene (or at least to parts of the object homogenous according 
to certain criteria) is central for extraction of local low-level features (e.g. colour, 
texture, shape) w here each feature partially or completely describes an object. 
However, MPEG-7 does not specify normative tools for image segmentation 
as this is not necessary for inter-operability. Nevertheless, in practice, image 
segmentation tools are integral parts of m any feature extraction toolboxes -  see 
for example [6]. The author believes that in m any cases, the success of MPEG-7, 
both, commercially and as a tool facilitating research, will depend on the ability 
to easily produce partitioning of the visual content into regions meaningful in a 
given application scenario.

It is commonly know n that even limited capabilities of filtering of the AV m a­
terial based on small sets of particulary im portant semantic objects/concepts 
can greatly im prove performance of CBIR systems, e.g. the user m ay wish to 
browse only images containing certain type of objects (e.g. faces) or scenes (e.g.

when building CBIR systems.
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indoor/outdor) -  see for example the Fischlar system [7]. Often, such function­
alities require automatic detection, extraction and recognition of semantically 
meaningful entities from visual data.

Recently it has been shown that textual labels can be assigned (inferred) to 
homogenous image regions automatically during an off-line training/indexing 
process [8, 9]. Such labels can be then used for indexing and subsequently for 
textual querying. Clearly, the ability of automatically segment images based on 
colour and texture homogeneity criteria is a crucial underpinning technology in 
such a scenario.

Finally, semi-automatic (often also referred to as supervised) segmentation tech­
nologies are becoming sufficiently m ature for integration with CBIR opening an 
interesting possibility of object-based rather than image-based queries. Surpris­
ingly, to the best of authors knowledge so far only a few studies have considered 
such a possibility [10]. Also, the semi-automatic tools enable the possibility of 
rapid semi-automatic annotation of images where labels are manually assigned 
to image parts [11]. Other interesting approaches to CBIR utilizing image seg­
mentation are discussed in the next chapter (section 2.2).

1.4.2 S h ap e  M atch in g

Shape plays an im portant role to allow hum ans to recognize and classify objects. 
In fact, often shapes represent the abstractions (archetypes) of objects belonging 
to the same semantic class. Not surprisingly, some user surveys regarding 
cognition aspects of image retrieval indicate that users are more interested in 
retrieval by shape than by colour and texture [12]. Therefore shape analysis 
can play an im portant role in addressing some of the key problems which must 
be faced when building CBIR systems such as detection of semantic objects in 
unseen images, establishing similarity between objects, and extracting indices to 
index the data.

Shape matching (or in this case often referred to as template matching) plays 
an im portant role in the detection and segmentation of semantic objects in 
unseen images. Once prototypical objects are extracted, shape analysis can make 
explicit some im portant information about the object's shape which can be then 
exploited to recognize that object or distinguish it from other objects. Estimation 
of similarity between shapes of objects (e.g. between the query and the target 
objects) is a key technology enabling querying by example. However, estimation 
of shape similarity can be indirectly im portant also for textual querying of 
images, e.g. text recognition in scanned docum ents by using Optical Character 
Recognition (OCR). Clearly the shape of characters and words is crucial for 
m apping them into text. One such application is discussed in this thesis in 
chapter 6 which considers contour matching for w ord recognition in historically
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N ot surprisingly, am ong several low-level visual features to characterize the 
AV content MPEG-7 defines two standardized descriptors specifically for 2D 
shape which are: contour-based descriptor relying on the concept of Curvature 
Scale Space (CSS) [13, 14, 15, 16, 17] and region-based descriptor based on a 2D 
complex transform defined w ith polar coordinates on the unit disk, called An­
gular Radial Transform (ART) [17] -  both are discussed in detail in chapter 4. To 
facilitate the comparison between different methods for shape-based retrieval, 
a complete evaluation methodology and common test collections were speci­
fied. This methodology, among others, is adopted for extensive evaluation of 
the method proposed by the author in chapter 5. Also, weaknesses of the stan­
dardized contour-based descriptor (CSS) are identified and discussed based on 
several application examples. In particular, it will be shown than the method 
for estimating similarity between shapes proposed in this thesis produces better 
results that the CSS-based method in two applications: retrieval in collections of 
closed silhouettes and holistic w ord recognition in handw ritten historical m an­
uscripts.

Summarizing, image segmentation as well as shape matching are key technolo­
gies essential to provide the content-based functionalities required by future 
multimedia applications. Therefore not surprisingly they have been hot research 
topics for a large num ber of groups around the world. Contributions to both of 
these key research areas are made and reported in this thesis together w ith a 
discussion of several applications of the proposed solutions.

1 .5  O b j e c t i v e s  o f  t h i s  T h e s i s

This thesis considers different aspects of the utilization of contour information 
for image segmentation, similarity estimation between objects, and also object 
registration and modeling in the context of content-based retrieval in large 
collections of images.

The first objective of this thesis is to place in context the research and provide 
justification for the investigation carried out by the author. This is achieved 
by presenting various applications of the proposed solutions throughout the 
thesis and dem onstrating that image segmentation and shape matching are 
key technologies enabling the content-based functionalities required by future 
multimedia applications.

The second objective is to outline the current state of the art in image segmenta­
tion and shape matching by reviewing the most characteristic categories of tech­
niques in both areas and briefly discussing the most interesting and promising

significant handwritten documents.
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techniques from each category. This thesis does not attem pt to cover all aspects 
of image segmentation and shape analysis nor does it represent a detailed lit­
erature review of the vast am ount of work published in these fields. Rather, it 
restricts itself to a discussion of these technologies in the context of CBIR.

The third, and most im portant objective is to investigate new  approaches to 
solving the problems related to image segmentation, contour matching and 
similarity estimation and to discuss their practicability in various applications. 
One of the main goals is to explore the feasibility of utilizing the spatial 
configuration of image regions and structural analysis of their contours (so- 
called "syntactic visual features") for improving the usefulness of the output 
of bottom-up image segmentation, e.g. for feature extraction, by creating a 
more meaningful segmentation of the image corresponding more closely to 
semantic objects present in the scene and improving the perceptual quality of 
the segmentation. This can be achieved by investigating new ways of utilizing 
evidence from multiple sources of information, each w ith its own accuracy 
and reliability. Another goal is to investigate selected issues of shape analysis, 
in  particular contour representation, matching, and estimation of similarity 
between silhouettes. The aim is also to dem onstrate the usefulness of the 
proposed approach in a variety of applications.

In each case, the performance and generality of the proposed techniques m ust be 
analyzed based on rigorous experimentation using large test collections. More­
over, presentation of selected applications of the proposed solutions should pro­
vide a suitable basis for a discussion of the practicability of different recognition 
strategies utilizing contour information, e.g. bottom -up (automatic segmenta­
tion followed by recognition) vs. top-down (segmentation driven by shape mod­
els or semi-automatic).

The final objective of this thesis is to indicate directions for further research. 
Namely, to consider possibilities for further im provem ent of the proposed 
solutions and discuss the prospects of using them as a basis for addressing 
various other challenges in the field.

1 .6  T h e  M a i n  C o n t r i b u t i o n s

There are three main contributions in this thesis. The first contribution is a fea­
sibility study of utilizing spatial configuration of regions and structural analysis 
of their contours (so-called syntactic visual features [18]) for im proving the cor­
respondence of fully automatic image segmentation to semantic objects present 
in the scene and for improving the perceptual quality of the segmentation. Sev­
eral extensions to the well-known Recursive Shortest Spanning Tree (RSST) algo­
rithm  [19] are proposed among which the most im portant is a novel framework 
for the integration of evidence from multiple sources of information, each with
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its own accuracy and reliability. The new  integration framework is based on the 
Theory of Belief (BeT) [20, 21, 22, 23]. The "strength" of the evidence provided by 
the geometric properties of regions and their spatial configurations is assessed 
and compared w ith the evidence provided solely by the colour homogeneity cri­
terion. Other contributions in this area include a new colour model and colour 
homogeneity criteria, practical solutions to structure analysis based on shape 
and spatial configuration of image regions, and a new simple stopping criterion 
aimed at producing partitions containing the most salient objects present in the 
scene.

Additionally, the application of the automatic segmentation method to the 
problem of semi-automatic segmentation is also discussed. An easy to use and 
intuitive semi-automatic segmentation tool utilizing the automatic approach is 
described in detail. This example demonstrates that syntactic features can be 
useful also in the case of supervised scenarios where they can facilitate more 
intuitive user interactions e.g. by allowing the segmentation process make more 
"intelligent" decisions whenever the information provided by the user is not 
sufficient (or ambiguous).

The second contribution is the proposal of a novel rich multi-scale representation 
for non-rigid shapes w ith a single closed contour and a study of its properties 
in the context of efficient silhouette matching and similarity estimation. An 
initial approach for optimization of the matching in order to achieve higher 
performance in discriminating between shape classes is also proposed. The 
efficiency of the proposed silhouette matching approach is dem onstrated in a 
variety of applications.

In particular, the retrieval results are compared to those of the Curvature Scale 
Space (CSS) [13, 14, 15] approach (adopted by the MPEG-7 standard [16, 17]) 
and it is shown that the proposed scheme performs better that CSS in two 
applications: retrieval in collections of closed silhouettes and holistic word 
recognition in handw ritten historical manuscripts. As a matter of fact it is 
shown that the proposed contour based approach outperforms all techniques 
for w ord matching proposed in the literature when tested on a set of 20 pages 
from the George Washington collection at the Library of Congress [24, 25]. 
Additionally, it is shown that the matching approach can be extended with some 
success to the problem of matching multiple contours and therefore facilitating 
establishment of dense correspondence between multiple silhouettes which can 
then be employed for contour registration.

Various applications of the proposed techniques are presented throughout the 
thesis providing the basis for the third contribution which is a discussion of the 
feasibility of different recognition strategies utilizing contour information.
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1 .7  T h e s i s  O v e r v i e w

The first chapters of the thesis consider segmentation of images of real world 
scenes while the later chapters focus on estimation of similarities between 
objects' silhouettes. The final chapters present case studies dem onstrating the 
usefulness of the proposed solutions in selected applications.

Chapter 2 presents the state of the art in image segmentation in the CBIR con­
text. The chapter discusses the relevance of image segmentation in the context 
of content-based image retrieval, outlines the m ain categories of approaches, 
briefly describes the grouping cues most commonly utilized in segmentation and 
reviews the m ost characteristic approaches to automatic and semi-automatic im­
age segmentation. The chapter also briefly discusses evaluation methodologies 
for assessment of segmentation quality proposed thus far in the literature and 
describes in some detail the evaluation method adopted throughout this thesis.

Chapter 3 explores the feasibility of utilizing the spatial configuration of regions 
and structural analysis of their contours (so-called syntactic visual features) for 
improving the correspondence of the output of bottom-up segmentation by 
region m erging to semantic objects present in the scene and im proving its 
perceptual quality. A new framework for utilizing evidence from multiple 
sources of information, each with its own accuracy and reliability, for meaningful 
region merging is proposed. Two practical measures for analyzing the spatial 
configuration of image regions and structural analysis of their contours are 
proposed together with several improvements to colour representations used 
during the region merging process and a stopping criteria aimed at producing 
partitions containing the most salient objects present in the scene. Finally, it 
dem onstrates the utilization of the approach in a semi-automatic scenario.

Chapter 4 outlines the most important issues related to shape analysis in the 
context of content-based image retrieval. It focuses on the major challenges 
related to 2D shape representation, matching and similarity estimation and gives 
an overview of selected techniques available in the literature in order to provide 
a context for the research carried out in the remainder of the thesis, particulary 
in chapter 5.

Chapter 5 looks at the development of a new representation and matching 
technique devised by the author for non-rigid shapes with a single closed 
contour. A n initial approach for optimization of the matching in order to 
achieve higher performance in discriminating between shape classes is also 
presented. The efficiency of the proposed approaches is dem onstrated on two 
collections and  the retrieval results are compared to those of the method based 
on Curvature Scale Space (CSS)[13,14,15], which has been adopted by the MPEG-
7 standard [16,17].

Chapters 6 and 7 present two case studies, both utilizing the techniques
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proposed in the earlier chapters. Chapter 6 examines the application of the 
silhouette matching m ethod proposed in chapter 5 to holistic word recognition 
in historically significant handw ritten m anuscripts. Utilization of both the 
silhouette matching method presented in chapter 5 and the semi-automatic 
segmentation approach discussed in chapter 3, in an integrated tool allowing 
intuitive extraction and registration of contour examples from a set of images 
for construction of statistical shape models is discussed in chapter 7.

The final chapter summarizes the thesis by reviewing the achieved research 
objectives and recalling the m ain conclusions draw n throughout this thesis. 
Also, it indicates directions for further research by discussing possibilities for 
further improvement of the proposed techniques and looks at future prospects 
in using them to address related challenges in the field.

1 0



C h a p t e r  2

I M A G E  S E G M E N T A T I O N ,  

A P P L I C A T I O N S  A N D  

E V A L U A T I O N :  A  R E V I E W

T HIS chapter discusses the importance of image segmentation in the con­
text of content-based image retrieval, outlines the main categories of ap­

proaches, and reviews the most characteristic segmentation methods. The sub­
ject of objective evaluation of segmentation quality is also discussed in some de­
tail as it has received relatively little attention in the literature, especially when 
compared to the large num ber of publications on the topic of image segmenta­
tion itself.

2 .1  I n t r o d u c t i o n

2.1.1 Image Segmentation

The term image segm entation1, refers to a broad class of processes of partitioning 
an image into disjoint connected regions which are homogeneous with respect to 
a certain criteria such as low-level features (e.g. colour or texture), general prior 
knowledge about the w orld (e.g. boundary smoothness), high-level knowledge 
(e.g. semantic models) or even user interactions.

The problem of image segmentation is a fundamental enabling technology for 
understanding scene structure and identifying relevant objects. Identification 
of areas of an image that correspond to homogenous o r/a n d  important regions, 
e.g. semantic objects, is often considered to be the first step of many object-based 
applications such as for example content-based image indexing and retrieval 
(e.g. using the recently introduced MPEG-7 [26, 4, 5] standard) or region-of- 
interest coding using the JPEG2000 standard [27]. This thesis focuses primarily

’O ften exchanged  w ith  the term  perceptual grouping.
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MODEL DRIVEN (TOP-DOWN): 
models (e.g. shape templates) 
semi-automatic (supervised)

Figure 2.1: Main segmentation strategies.

on region and object based segmentation of images in the context of visual 
content indexing and retrieval applications.

2.1.2 Taxonom y

A plethora of approaches to image segmentation have been proposed in the 
literature [28, 29, 30, 31, 32, 33, 34]. Exhaustive surveys can be found in [35, 
36, 37, 38, 39]. The techniques available in  the literature can be classified 
according to many different criteria. Many authors divide the methods into 
two distinct groups: (i) region-based approaches relying on the homogeneity 
of spatially localized features (e.g. colour or texture) and (ii) boundary-based 
methods using mostly gradient information to locate object boundaries. Others 
classify methods according to the mathematical m ethodology they employ, e.g. 
(i) variational, (ii) statistical, (iii) graph-based, and (iv) morphological.

Another important criterion, adopted for discussion in the reminder of this 
thesis, is the information level used for grouping. According to this criterion the 
methods can be broadly classified as either visual features-driven (bottom-up) or 
model-driven(top-down) [18] -  see Figure 2.1. Approaches from the first category 
attem pt to infer meaningful entities (ideally objects) solely from analysis of 
visual features, e.g. colour or texture homogeneity. Approaches from the second 
category attempt to segment image into objects whose visual features match best 
the visual features of the models used. It should be noted that the term bottom- 
up is also often used to refer to methods merging iteratively pixels into more 
complex entities (e.g. [19]) and the term top-down often refers to region splitting 
techniques (e.g. [40]) or to approaches where segmentation of the down-sampled 
image is used to initialize the segmentation of the image at finer resolution 
(e.g. [30]). However in this thesis the terms bottom-up and  top-down are mainly 
used to refer to the level of information used and not necessarily to the order in 
which images at different scales are analyzed.

Alternatively, approaches can also be classified as either object-based (resulting in 
semantic objects) or region-based (producing regions w ith homogeneous colour 
a n d /o r  texture). Clearly, there is a close relationship between the last two

DATA DRIVEN (BOTTOM-UP): 
colour homogeneity 
texture homogeneity 

geometric homogeneity
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criteria, i.e. typically semantically meaningful objects can be produced only by 
making use of objects' models, prior knowledge about a particular application 
or user guidance. The approaches driven by visual features typically rely on a 
certain homogeneity criterion, e.g. colour or texture. They are attractive in many 
applications as they do not require models of individual semantic objects or user 
interactions. However, they also rarely can be used to extract complete semantic 
objects as the problem of visual features-driven object-based segmentation is 
under constrained in many applications. In contrast, use of the model-driven 
approaches, although requiring utilization of prior knowledge about the objects 
to be extracted, leads to well defined detection problems. Typically, in the 
case of general content, the visual features-driven approaches can only partition 
the input image into homogenous regions although in specific application 
scenarios can also produce objects, while, the model-driven approaches are used 
mainly to extract the im portant semantic objects from the irrelevant structures 
present in the scene. In the case of systems carrying out shape analysis, the 
segmentation algorithms typically aim at object-based segmentation in order to 
extract/recover the shape of the relevant objects present in the scene. However, 
the two approaches (visual features-driven and model-driven) are not mutually 
exclusive and they cou ld /should  be used both for segmentation and object 
extraction. For example, in [41] bottom-up segmentation was used to obtain a 
single partitioning of the image and also to build its hierarchical representation 
in the form of a Binary Partition Tree (BPT). BPT was then used to guide the search 
for the optim um  match between a reference contour and the contours of the 
partition leading to object segm entation and detection.

2.1.3 C h a p te r  S tru c tu re

The remainder of this chapter is organized as follows: the next section discuses 
the relevance of image segm entation in the context of Content-Based Image 
Retrieval (CBIR) focusing prim arily on reviewing selected CBIR systems making 
use of segmentation and describing some recently emerged approaches to 
image retrieval utilizing automatic segmentation. Section 2.3 briefly discusses 
cues which can be used for image segmentation. Selected bottom-up and top- 
down approaches are reviewed in sections 2.4 and 2.5 respectively. Evaluation 
methods are discussed briefly in section 2.6. A short discussion of the prospects 
of image segmentation in the context of CBIR is given in section 2.7 and 
conclusions are form ulated in section 2.8.

2 .2  R e l e v a n c e  t o  C o n t e n t - B a s e d  I m a g e  R e t r i e v a l

Utilizing segmentation in CBIR systems allows representation of images at the 
level of homogenous regions, which in an ideal case correspond to semantic
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objects or at least to significant parts of the objects. Such region or object 
granularity allows utilization of local features for indexing and retrieval in a 
m anner closer to hum an perception and scene understanding.

State of the art CBIR systems make use of image segmentation to extract a 
separate set of indexing features for each region (or object) [42, 43, 29, 44]. 
According to [45], the systems utilizing segmentation can be divided into two 
categories depending on the strategy used for matching regions from the query 
and the target image: (i) individual region matching - where a single region 
selected by the user from the query image is matched to all regions in the 
collection [46, 43] or alternatively retrieval results obtained by using several 
queries w ith individual regions are merged [29] and (ii) frame region matching - 
where information of all regions composing the images is used [47,45]. Recently, 
the possibility of another category of systems utilizing image segmentation 
em erged w hen it was shown that keywords can be associated w ith image regions 
automatically during an off-line training/indexing process [8]. Such keywords 
can be then used for indexing and subsequently for textual querying.

The rem ainder of this section aims at highlighting the im portance of image 
segmentation in CBIR by reviewing selected approaches utilizing some form of 
image partitioning.

2.2.1 CBIR Systems Utilizing Segmentation

Recent years have witnessed an explosion of image retrieval systems, developed 
as platform s facilitating research or even as commercial products. Extensive 
reviews of the major CBIR systems can be found in [2,48, 3], This section briefly 
overviews those systems utilizing some form of image segmentation.

One of the earliest CBIR systems, and also one of the first to provide limited 
object-based functionalities is the Query By Image Content (QBIC) system devel­
oped by IBM Almaden Research Center [49,50,11]. In this approach simple low- 
level features (colour, texture and simple shape descriptors) are extracted from 
entire images or objects semi-automatically segmented in the database popula­
tion step. The segmentation is based on the active contours technique which 
aligns the approximate object's outline provided by the user w ith the closest 
image edges. Each extracted object can be annotated by textual description. 
All images are also represented by a reduced binary map of edge points to al­
low retrieval based on rough sketches. The system allows combination of text- 
based keyword queries w ith visual queries, i.e. queries-by-example, by a rough 
sketches and selected colour and texture patterns.

One of the first image retrieval systems utilizing automatic image segmentation 
is Picasso developed by the Visual Information Processing Lab, University of 
Florence [51, 52]. A t the core of the system is a pyram idal colour segmentation
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of images (i.e. at the lowest level, each region consists of only one pixel, 
while the top of the pyramid corresponds to the the entire image) obtained by 
iterative merging of adjacent regions. Each level of the pyramid corresponds 
to a resolution level of the segmentation. The above representation is stored 
in the form of a multilayered graph in which nodes representing regions 
are characterized by colour (a binary 187-dimensional colour vector), position 
of its centroid, size, and shape (elongation and the major axis orientation). 
Additionally, during database population the objects of interest in each image 
are bounded with their minimum enclosing rectangle and a Canny edge detector 
is used within each of these rectangular areas to extract edges. The system allows 
querying by colour regions (by draw ing a region w ith a specific colour or by 
tracing the contour of some relevant object in an example image), by texture, or 
by shape (drawn sketches).

Netra, developed by the Departm ent of Electrical and Computer Engineering, 
University of California, Santa Barbara, is another CBIR system utilizing image 
segmentation [53, 46]. In this system images are automatically segmented into 
regions of homogeneous colour using an edge flow  segmentation technique [54]. 
Each region is characterized by colour (represented by a colour codebook of 
256 colours), texture (represented by a feature vector containing the normalized 
mean and standard deviation of a series of Gabor wavelet transforms), shape 
(represented by three different feature vectors: curvature at each point on 
the contour, centroid distance function, and Fourier descriptors) and spatial 
location. The query is formulated by selecting one of the regions from the 
query image or alternatively, if the example image is not available, directly by 
specifying the color and spatial location.

iPure is a CBIR system developed by IBM India Research Lab, New Delhi [42]. 
In this system images are segmented into regions with homogenous colour 
using the Mean-Shift algorithm [55, 56, 33]. Each region is represented by 
colour (average colour in CIE LUV space), texture (coefficients of the Wold 
decomposition of the image viewed as a random  field), and shape (size, 
orientation axes, and Fourier descriptors). Additionally, the spatial lay-out is 
characterized by the centroid, the m inim um  bounding box, and contiguity. The 
query is form ulated by selecting one or more regions from the example image.

Istorama is an image retrieval system developed by Informatics and Telematics 
Institute, Centre for Research and Technology Hellas, Greece [43]. In this system 
all images are automatically segmented by a variant of K-Means algorithm 
called KMCC [30]. Each region is characterized by its colour, size and location. 
Similarly to the Blobword system the user formulates the query by selecting 
a single region from the query image. Additionally, the user may stress or 
diminish the importance of a specific feature by adjusting weights associated 
w ith each feature.
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Blobworld is a CBIR system developed at Computer Science Division, University 
of California, Berkeley [29], In this approach images are segmented into 
regions w ith uniform  colour and texture (the so-called blobs) by a variant of 
the Expectation Maximization (EM) algorithm. Each region is characterized by 
its colour (represented by a histogram of the colour coordinates in the CIE LAB 
colour space), texture (characterized by mean contrast and anisotropy over the 
region), and simple global shape descriptors (size, eccentricity, and orientation). 
The query-by-example is formulated by selecting one or more regions from one 
of the query images followed by specification of the importance of the blob itself 
and also its colour, texture, location, and shape.

An interesting m ethodology to image retrieval was presented in [44], In this ap­
proach images are automatically segmented by a variant of K-Means algorithm 
called KMCC [30] and the resulting regions are represented by low-level features 
such as colour, position, size and shape. The main innovation of this methodol­
ogy is automatic association of these descriptors w ith qualitative intermediate- 
level descriptors, which form a simple vocabulary termed object ontology. The ob­
ject ontology allows the qualitative definition of the high-level concepts and their 
relations in a hum an-centered fashion and therefore facilitates querying using 
semantically meaningful concepts. Applicability to generic collections w ithout 
requiring m anual definition of the correspondences between regions and rele­
vant identifiers is ensured by simplicity of the employed ontology. Utilization of 
the object ontology allows narrowing down the search to a set of potentially rel­
evant images. Finally, a relevance feedback mechanism, based on Support Vector 
Machines and using the low-level descriptors is employed for further refinement 
of retrieval results.

2.2.2 Automatic Annotation of Image Regions

Some user studies suggest that in practice queries based on global low-level 
features (e.g. colour histograms, texture) are surprisingly rare while at the 
same time text associated w ith images is particulary useful [57]. Interestingly, a 
num ber of works [8, 9] have shown that keywords can be associated with image 
regions automatically during an off-line training/indexing process. Such labels 
can be then used for indexing and subsequently for textual querying.

One of the most promising approaches so far to predicting words from seg­
mented images w as described in [9]. In this approach a statistical model links 
words and image data, w ithout explicit encoding of correspondence between 
words and regions. This model combines the aspect model with a soft cluster­
ing model. It is assum ed that images and co-occurring words are generated by 
nodes arranged in a tree structure. The joint probability of words and image 
regions is modelled as being generated by a collection of nodes, each of which 
has a probability distribution over words and regions. The region probability
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distributions are Gaussians over feature vectors and the w ord probabilities are 
provided by simple frequency table. A region's features imply a probability of 
being generated from each node. These probabilities are then used to weight the 
nodes for word emission. Parameters for the conditional probabilities linking 
words and regions are estimated from the word-region co-occurrence data using 
an Expectation-Maximization algorithm. While the approach was shown to label 
only some regions reasonably well (e.g. sky, water, snow, people, fish, planes) 
it certainly represents an extremely interesting approach to object recognition. 
In [58] three classes of image segmentation algorithms (Blobworld [29], Normal­
ized Cuts [28] and Mean-Shift [33]) were evaluated in the context of the above 
annotation approach, e.g. in terms of the word prediction performance. It was 
found that the Normalized Cuts approach provides the best support of all three 
methods for word predictions closely followed by the Mean-Shift segmenter.

2 .3  G r o u p i n g  C u e s

This section looks at possible features (grouping cues) which are relevant to the 
image segmentation problem.

2.3.1 C o lou r

Colour is the prim ary low-level feature in practically all image segmentation 
techniques which can be found in the literature [29, 30, 31, 59, 18]. One 
of the main issues related to colour is the choice of an appropriate colour 
space. Typically it is advantageous that the colour space used guarantees a low 
correlation among components and is perceptually uniform, i.e. the numerical 
distance is proportional to the perceived colour difference. Due to the above 
requirements many resent publications advocate utilization of CIE LUV and 
its improved version CIE LAB colour spaces which for similar colours are 
approximately perceptually uniform [28,29, 30].

2.3.2 Texture

Texture is arguably the second most im portant low-level feature after colour in 
the image partitioning problem. Several approaches to texture characterization 
have been shown to be useful for segmentation [30] including multi-orientation 
filter banks [60] and the second-moment matrix [61,29].

However, utilization of texture in image segmentation should not be considered 
simply as a thoughtless extension of the colour feature. There are several issues 
which m ust be addressed when making use of texture information in order 
to achieve satisfactory results for natural images often depicting both textured
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and untextured objects. An interesting discussion on utilization of texture 
information for image segm entation can be found in [60], where the authors 
discuss issues like adaptive scale selection, i.e. the size of the local window 
used to compute texture descriptor -  see also [29], and the fact (rarely discussed 
in the literature) that contours m ay constitute a serious problem for many 
texture analysis methods, i.e. filters tuned to various orientations and spatial 
frequencies which are often used for texture analysis produce large responses 
along the direction of the edge. Finally, it should be noted that colour and 
texture often provide conflicting evidence (e.g. consider a zebra-like pattern) 
which m ust be addressed in  the final decision step of the segmentation process. 
Currently, the most common approach to alleviate such conflicts is a conditional 
filtering of the colour components, i.e. textured areas are smoothed in order 
to ensure their colour homogeneity (e.g. a zebra becomes a grey horse (colour 
feature) w ith stripes (texture featu re)) [29,30].

2.3.3 General Geometric Cues

Many researchers attem pted to incorporate general geometric prior knowledge 
about the w orld [62, 63, 64, 65,66, 67,18, 68] into the segmentation process. The 
main idea is to use some generic geometric cues which allow segmentation of 
images into meaningful entities w ithout building object specific models.

One example are m ethods based on the deformable model paradigm  of Active 
Contours which incorporate prior knowledge about a contour's smoothness and 
resistance to deformations [64, 65, 66]. Other methods attem pt to perform 
Perceptual Grouping which is typically defined as a process that organizes image 
entities (typically edges or regions) into higher-level structures based on some 
generic geometric perceptual measures. The majority of such approaches are 
directly motivated by theories from the field of Cognitive Psychology regarding 
hum an perception and object recognition2 such as for example the principles of 
Gestalt theory and the principle of common-cause3.

Geometric perceptual measures commonly used for perceptual grouping (and 
potentially to image segmentation) are proximity, continuity, closure, compact­
ness, edge parallelism, collinearity, and cocircularity (see examples in a special 
section on Perceptual Organization in Computer Vision in [67]). Another exam­
ple of a set of geometric perceptual measures potentially useful for segmentation 
are the Syntactic Visual Features, and in particular a Quasi-Inclusion Criterion, ad­
vocated by Ferran and Casas [18] for creation of Binary Partition Trees (BPT). Syn­
tactic visual features include complex homogeneity (e.g. shape homogeneity), 
compactness, regularity, inclusion and symmetry.

2 A  brief d iscussion  of the m ain  m o d els  of the hum an  visual system  an d  object recognition can 
be  found  in  ap pend ix  A

3Based on  the idea  th a t m an y  re la tions in  v isual inform ation have a  low  p robability  to occur at 
ran d o m  [69]
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A lthough utilization of geometric properties a n d /o r  structural relationships for 
segm entation is intuitive, integration of such information w ith other grouping 
cues (e.g. colour and texture) is a non-trivial task. In m any approaches 
proposed so far such integration is performed in an ad-hoc m anner [62, 63, 
18, 68]. Moreover, despite the fact that generality of m any of the geometric 
cues is arguable very little work has been done to quantitatively demonstrate 
their usefulness on large collections, i.e. typically a handful of examples of 
segm entation is shown.

2.3.4 Application Specific Models

In some applications it is possible to use a prior model of w hat is expected 
in the image further reducing ambiguities and leading to fully automatic 
techniques for object-based segmentation, detection and recognition. In other 
w ords, the partitioning process is guided by models of specific objects to be 
segmented. Intuitively, such models should allow modeling of common real 
w orld deformations and variations within object classes. Models commonly 
used for segmentation and object recognition are shape models [70, 71, 72, 73, 
74, 75, 76] and models of colour (or intensity) variations, i.e. designed for 
synthesizing new images of the modelled object (e.g. Active Appearance Models 
(AAMs) [77, 78] or Eigenfaces [79]).

2.3.5 User Interactions

Semi-automatic or supervised approaches allow a user, by h is /h e r interactions, 
define w hat objects are to be segmented within an image [32]. The result of 
interaction provides clues as to the nature of the user's requirements which 
are then used by an automatic process to segment the required object. The 
user should have the possibility of obtaining exactly the segmentation he/she 
desires in terms of content and accuracy. The amount of required interactions 
should not be excessive and should be easily and quickly performed. Also, it is 
im portant that the system responds to the users interactions in real-time, ideally 
instantaneously. Rapid responses are crucial for cases w hen interactions need to 
be applied iteratively in order to refine the segmentation result, e.g. for complex 
objects or objects w ith adjacent parts exhibiting a certain degree of homogeneity. 
The strategies to user interaction can be grouped in three classes [80]: feature- 
based [81, 82, 83], contour-based [84,34], and region-based [85].
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2.4 Selected Methods for Bottom-up Automatic 
Segmentation: A Review

This section describes selected m ethods for bottom-up automatic segmentation 
of heterogenous still images, typically colour, w ithout utilizing any a priori 
knowledge about the scene depicted in the image.

As already explained, the literature in the area of automatic image segmentation 
is enormous. Different methodologies w ere used in the past to tackle the 
problem of segmentation such as: histogram thresholding [86, 87] (i) clustering [88, 
89, 90, 30, 29, 91, 56, 33], (ii) mathematical morphology [92, 93], (iii) graph theoretic 
algorithms [19, 94, 59, 28, 95, 28], (iv) statistical methods [96, 97, 98], (vi) edge based 
segmentation [99, 100], (vii) neural networks [101] and many others. This section 
discusses three categories of approaches w hich arguably are the most significant 
in the context of content-based image retrieval for general content and which are 
also relevant to the work presented in this thesis in chapter 3.

2.4.1 Clustering

Clustering methods are one of the earliest approaches to image segmentation [90]. 
Traditional clustering approaches typically ignore spatial information and op­
erate solely on the feature space (usually colour or texture). The feature sam­
ples com puted for each pixel are treated as vectors in multi-dimensional space 
and the objective is to group them into compact, well-separated clusters using 
a specific distance measure. Once the clustering is completed cluster labels are 
mapped onto the image plane to produce the final regions. The most widely 
used methods from this category are K-Means algorithm [88] and its fuzzy equiv­
alent Fuzzy C-Means [89]. The m ain draw back of the above approaches are: (i) 
they require a priori knowledge of the num ber of clusters, (ii) they produce dis­
connected regions, (iii) they assume approximately spherical clusters in the fea­
ture space.

To alleviate the first two drawbacks the K-Means-with-Connectivity-Constraint 
(KMCC) algorithm was proposed in [30]. In this approach, the segmentation 
is perform ed in the combined intensity-texture-position feature space in order 
to produce connected regions that correspond to real-life objects. The initial 
number of clusters is estimated by applying a variant of the MaxiMin algorithm 
to a set of non-overlapping image blocks. The problem of disconnected regions 
is alleviated by integrating K-Means w ith  a component labelling procedure, 
i.e. at each iteration the initial clusters (possibly disconnected) are broken 
down to the minim um  num ber of connected regions using a recursive four- 
connectivity component labelling algorithm  and the centres of the new regions 
are recalculated.
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Other approaches from this category are based on parametric models of feature 
distributions. The best-known approach from this category is Blobworld [29]. 
In this approach, the joint distribution of colour, texture, and position features 
is modelled w ith a mixture of Gaussians. The parameters of this m odel are 
then estimated using the Expectation-maximization (EM) algorithm and the final 
segmentation is defined based on the pixels' cluster memberships, i.e. pixels are 
assigned labels from clusters for which the pixel attains the highest likelihood. 
The num ber of m ixture components (K ) required by the EM algorithm is found 
by repeating the clustering for a selected range of K  where the initial param eters 
for each EM process are found from a predefined K  squared windows in the 
image. The final partitioning is selected from the set of K  solutions according to 
the Minimum Description Length (MDL) principle.

Since the same simple parametric shape for all clusters cannot handle the 
complexity of real feature space and also mixture models require the num ber of 
clusters as a param eter, recently density estimation-based non-parametric m ethods 
have gained in popularity. In the approaches from this category, cluster centres 
are automatically identified based on the assumption that dense regions in the 
feature space correspond to local maxima (modes) in the probability density 
function. The clusters associated with each mode are delineated based on the 
local structure of the feature space [91]. One of the most powerful techniques 
allowing detection of modes of the density is the Mean-Shift procedure recently 
rediscovered in [55, 56, 33] after it was forgotten for more than twenty years. 
In this procedure, a kernels (windows) initiated at each pixel iteratively move 
in the direction of the maximum increase in the joint density (i.e. toward region 
where the majority of feature points reside) until they reach local maxima (peaks) 
of the density (i.e. stationary points in the estimated density) leading to the 
identification of the modes of the density (cluster centres). Note that flat plateaus 
in the density m ay cause the procedure to stop, therefore modes which are closer 
than the w id th  of the kernel need to be grouped together. Each pixel is then 
associated w ith  a significant mode of the density located in its neighbourhood. 
A lthough the technique was originally designed for image segmentation by 
analysis of only colour feature space [55], more recently it was also successfully 
applied to the joint spatial-range domain [33]. A n interesting property of the 
approach is that it successfully creates large gradient regions which are typically 
over-segmented by other clustering methods. Its state of the art performance 
encouraged m any researchers to utilize the approach in various applications 
such as image retrieval [42], object-based video coding for MPEG-4 [102] and 
shape detection and  recognition [103].
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2.4.2 Mathematical Morphology

One of the most prominent methods from this category is the watershed trans­
form  [92] which associates a region to each m inim um  of the image gradient. 
The application of the watershed transform involves typically three stages: (i) 
pre-processing - the image is filtered in order to reduce the presence of noise, (ii) 
marker extraction - starting points for the flooding process are extracted, e.g. small 
homogeneous regions, and (iii) watershed transform - the topographic surface of 
a gradient image is flooded by sources located at the markers. As the markers 
grow, dams are erected to separate lakes produced by different sources. The fi­
nal segmentation is defined by the set of dam s produced during the flooding 
process. To reduce the over-segmentation due to m any local minima caused by 
noise, multi-scale gradient operators have been proposed in [93].

2.4.3 Graph Theoretic Algorithms

In Graph Theoretic approaches, images are represented as weighted graphs, 
where nodes correspond to pixels or regions and  the edges' weights encode 
the information about the segmentation, e.g. pairw ise homogeneity or edge 
strength [19, 59, 28,104]. The segmentation is obtained by partitioning (cutting) 
the graph so that a criterion is optimized. Several approaches from this category 
utilize Region Adjacency Graphs where nodes represent regions while edges 
contain region pairwise dissimilarities [105, 59]. The pairwise dissimilarities 
are computed using a distance between regions' colour features. RAGs can 
be simplified by successive mergings of neighboring regions, however these 
operations need to be guided by global inform ation to avoid erroneous solutions.

An interesting representation that emerged from the RAG structure was the 
Shortest Spanning Tree proposed by Morris et al. in [19] and applied to image 
segmentation and edge detection problems. The approach was later extended 
to colour images in [94]. A fast version of the Recursive Shortest Spanning Tree 
(RSST) was proposed in [106, 95]. An equivalent region growing algorithm was 
studied extensively in  the work of Salembier [59] and used for creation of Binary 
Partition Trees (BPT), a hierarchical structure that w as shown to be useful for 
filtering, retrieval, segmentation and coding [38,107].

Although the above approaches are typically computationally efficient, the 
merging criteria are based on local properties of the graph which may lead to 
suboptimal solutions to extracting the global im pression of a scene. To alleviate 
this problem a new global graph-theoretic criterion for measuring the goodness 
of an image partition, called Normalized Cut, was proposed in [28]. In this 
approach, pixels are represented as a weighted undirected graph where all nodes 
in the graph are connected and the weigh at each node is a function of the 
pairwise similarity both in spatial and feature space. The graph is partitioned
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into two disjoint sets by minimizing the value of the normalized cut defined 
as the cut cost (total w eight of the removed edges) as a fraction of the total 
edge connections to all nodes in the graph. The minimization of this criterion 
can be efficiently performed based on a generalized eigenvalue problem, e.g. 
the eigenvectors are used to partition the image into two disjoint regions and 
if desired the process is continued recursively. In recent years the technique 
attracted considerable attention in the CBIR community due to its state of the art 
performance -  see for example [58].

2.5 Selected Methods for Top-down Segmentation: A
Review

It is common knowledge that fully automatic image segmentation based solely 
on low-level processing techniques often fails not only due to the complexity 
of the real world, e.g. noise illuminations, reflections, shadows and colour 
variability w ithin objects etc., bu t also due to the fact that the interpretation of 
the scene is typically context dependent. These limitations of the bottom-up 
approaches can be alleviated by utilization of prior knowledge of the world or 
user interactions to additionally constrain the partitioning problem. As already 
explained in section 2.3 the prior knowledge can be general, e.g. boundary 
smoothness, or application specific, e.g. models of expected semantic objects. 
This section briefly reviews selected approaches to supervised segmentation and 
to segmentation and detection based on shape models.

2.5.1 Semi-Automatic Segmentation

Various strategies to user interaction for extraction of accurate semantic objects 
from images were proposed in the past. They can be grouped in three 
classes [80]: feature-based [81, 82, 83], contour-based [84, 34], and region-based [85]. 
Each category of interactions requires different approaches to the automatic 
process performing the segmention.

Feature-based Interactions

Feature-based approaches allow the user to draw  on the scene, typically by 
placing markers in the form of single point seeds or by dragging a mouse over 
the image and creating a set of labelled scribbles for objects to be segmented. 
Typically, two or more different markers(or scribbles) can have the same label, 
indicating different parts of the same object in the image.

Probably the best know n example of an approach guided by such interactions is 
Seeded Region Growing (SRG) technique [81]. This method is controlled by a small

23



2. IM A G E  S E G M E N T A T IO N , A P P L IC A T IO N S  A N D  E V A L U A T IO N : A  R E V IE W

num ber of pixels, known as seeds, chosen by the user from K  sets. The process 
evolves inductively from the seeds, labelling pixels which border at least one of 
the labelled regions. In each step a single unlabelled pixel w ith the most similar 
colour to the mean colour of one of the adjacent labelled sets is added to that set. 
The process is repeated until all pixels are allocated. The approach works well in 
noisy images but is sensitive to seed initialization (the size and position of seeds 
may affect the initial average colour and consequently the consecutive iterations) 
and in some cases results in jagged boundaries. Also the approach seems to 
be not suitable for cases where the region of interest consists of more than one 
homogeneous subregions. [81] states that the m ethod may not be applicable to 
highly textured images.

A nother approach to partition the scene into objects based on scribbles was pro­
posed by Chalom and Bove in [82] and further improved by O 'Connor [32]. 
Both approaches [82, 32] model the probability distribution functions (PDF) of 
each feature (colour, texture and location) parametricaly as a sum  of Gaussian 
PDFs. The segmentation is performed using an Expectation Maximization (EM) 
algorithm. The main drawback of the above m ethods is the additional require­
m ent of an estimated number of modes for each object and the relatively large 
num ber of user interactions required.

An elegant and efficient solution to image partitioning based on scribbles was 
described in [38] where the input image is automatically pre-segmented into 
regions and represented as a Binary Partition Tree (BPT) to allow rapid responses 
to users' actions (an approach based on morphological flooding performed 
using pre-com puted tree representation was also presented in [83]). The tree 
structure is used to encode similarities between regions pre-com puted during 
the automatic segmentation. This structure is then used to rapidly propagate the 
labels from scribbles provided by the user to large areas (regions) of the image.

Recently, a very interesting approach was proposed in [108] where the globally 
optimal segmentation is found using Graph Cuts approach. The user's scribbles 
provide hard constraints for segmentation while additional soft constraints 
incorporate both boundary and region information, i.e. the cost function is 
defined in terms of boundary and region properties of the segments. The relative 
im portance between the boundary properties term and the region properties 
term can be controlled by the user. Interestingly the method is valid for N-D 
images, e.g. 3-D images or even video sequences treated as a single 3D volume.

Contour-based Interactions

Contour-based approaches typically require initialization of the contour model 
close to the object's borders or placing a seed point on the interior of the region. 
In some applications however, e.g. medical image analysis [109], the rough
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position of the object is known a priori and the initialization of the contour can 
be achieved automatically.

Typically, the segmentation is based on the deformable model paradigm  of 
Active Contours (often called Snakes and also referred to as Variational Methods), 
proposed first in the seminal work of Kass et. al. [64]. In these approaches, 
the models incorporate prior knowledge about a contour's smoothness and 
resistance to deformations. A regularized estimate of a contour is obtained by 
applying external forces that attract the model to edges present in the image.
It has been shown in [110] that the m odel can be made less sensitive to the 
initialization by adding an additional "internal" force imitating inflation of the 
contour.

The first active contour models were im plem ented using parametric represen­
tations of the evolving curves [64]. One of the main advances in the area was 
introduction of the Geodesic Active Contours [111, 112] models which are para­
meterization free. In these approaches the segmentation involves solving the 
energy-based minimization problem by the computation of geodesics or mini­
mal distance curves [112]. The evolving contour is embedded as the zero level- 
set of a higher dimensional surface (typically signed distance function). The 
entire surface is then evolved minimizing a metric defined by the curvature and 
image gradient. Although more com putationally expensive than the parametric 
approaches, the implicit im plem entation allows convenient automatic handling 
of changes of contour topology, i.e. splitting and merging, allowing simultane­
ous detection of several objects. Geodesic Active Contours are less sensitive than 
the parametric counterparts to the initialization requiring only the initial curve 
to be placed completely inside or outside of the object boundaries.

Recently, motivated primarily by the (region based) Mumford-Shah functional [113], 
the active contour formulation has been extended to deal with multiple cues [65] 
(e.g. by including region-based terms) leading to Active Regions models which 
further increase robustness to the initialization and noise. For example, in [114] 
supervised texture segmentation was obtained by guiding the curve evolution 
by both: (i) the boundary-based (geometric) term and (ii) region-based (statisti­
cal) terms.

Finally, it should be noted that the variational approaches can also be used for 
fully automatic segmentation. For example, in the approach proposed in [65], 
the initial region seeds are scattered random ly over the entire image followed by 
curve evolution aided via Bayes/M inim um  Description Length (MDL) criteria.
In [66] an unsupervised textured image segmentation method based on geodesic 
active contours is proposed where the regions and the parameters of the 
distributions are updated simultaneously thus dynamically learning the model 
of each region.
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2.5.2 Shape Driven Segmentation 

Shape Models

While m ethods based on active contours incorporate a priori knowledge which 
is relatively general they typically require careful initialization of the model 
close to the object's borders or placing a seed point on the interior of the 
region. In some applications it is possible to incorporate much more specific 
models, further reducing ambiguities and leading to fully automatic techniques 
for object-based segmentation, detection and recognition. This section focuses 
on shape models and their applications.

Shape models can be divided into two categories: (i) special-purpose deformable 
templates carefully constructed ("hand-crafted") for a particular problem [115] 
and (ii) templates derived semi-automatically via statistical analysis of training 
examples [116,117].

Arguably the best know n statistical shape model is the Point Distribution Model 
(PDM) (also called Active Shape Models(ASMs) or "Smart Snakes") proposed by 
Cootes and Taylor [70, 117]. The model is derived by examining the statistics of 
the coordinates of the labelled points over the training set via the Karhunen-Loeve 
transform. The m odel gives the average position of the points, and a description 
of the main m odes of variation. The approach was later extended to models 
capable of synthesizing new images of the object of interest, the so-called Active 
Appearance Models (AAMs) [78].

O ther statistical approaches to shape modeling include methods proposed by 
Pentland and Sclaroff [116] (where the contours of prototype objects are rep­
resented using Finite Element methods and describe variability in terms of vi­
brational modes), Lades et al. [118] (where shape and grey level information is 
modelled using elastic mesh and Gabor jets), Mardia et al. [119] and Grenander 
et al. [120] (the use of which in image segmentation, however, appears diffi­
cult [78]).

Utilization of Statistical Shape Models for Image Segmentation

There are several different approaches which could be taken to make use of 
statistical shape m odels in the segmentation process [70, 117, 72, 73, 74, 75, 76, 
71]. However, all involve an optimization step finding the set of param eters 
which best match the model to the image (or hypothetical group of regions from 
the image).

The most straightforward approach is to fit different instances of the expected 
object to the image. For example, in the approach proposed by Cootes et. 
al. [70, 117] different sets of parameters are used to generate instances of the
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shape from the PDM model which are then projected into the image. The set of 
parameters which minimizes a cost of fitting the instance to the image measure is 
chosen as the best set to interpret the object. Note that the above use of statistical 
models shares some similarities w ith approaches matching a single shape to an 
unseen image -  see for example [121].

Recently, a considerable num ber of approaches have been proposed for integra­
tion of statistical shape models into the variational segmentation process [72,73, 
74, 75, 76] where the evolved contour is constrained not only by the smoothness 
and the fidelity of the segmented image but also by the compatibility with the 
expected shape. The main difficulty in such approaches is the need to account for 
possible pose transformations between the m odel and the object present in the 
segmented image. An example of such an approach was proposed in [72] where 
shape information is incorporated into the evolution process of Geodesic Active 
Contours. An initial curve is em bedded as the zero level set of a higher dimen­
sional surface (in this case signed distance function). The training set consists of 
a set of surfaces and the shape model is build over the distribution of surfaces 
similar to the approach from [70] for constructing PDMs. At each step of the 
evolution, the maximum a posteriori (MAP) position and shape of the object is 
estimated based on the model and the image gradient. Finally, an active con­
tour is evolved based on image gradients, curvature and towards a maximum a 
posteriori estimate of shape and pose.

Finally, statistical shape models can be used to aid the region grouping process. 
One such approach was proposed by Sclaroff and Liu [71]. The method 
consists of two stages: (i) over-segmentation using the mean-shift colour region 
segmentation algorithm and (ii) region merging via grouping and hypothesis 
selection guided by deformable shape models. In the second stage, various 
combinations of candidate adjacent region groupings are tested. The candidate 
regions are selected based on colour characteristics. The number of merging 
hypothesis is limited by evaluation of edge strengths between the initial regions. 
Each grouping hypothesis is matched w ith the model by deforming the model 
in order to minimize a cost function consisting of three terms: (i) a colour 
compatibility term, (ii) an area overlap between model and grouping hypothesis, 
and (iii) a deformation term. The final partitioning of the whole image is 
obtained by enforcing global consistency, i.e. a global cost function consisting of 
two terms: (i) sum of costs of individual grouping hypotheses and (ii) number 
of groupings, minimized using the Highest Confidence First algorithm (HCF). 
The system was shown to perform well on images containing fruits, leafs, fish, 
and blood cells. A lthough the technique can only segment objects consisting of 
one colour, utilization of the shape model allowed correct segmentation in the 
presence of shadows, poor lighting conditions and object overlapping.
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2.6 Evaluation

Meaningful assessment of performance is crucial for the development of any 
algorithm. However, the subject of objective evaluation of segmentation quality 
has received relatively little attention in the literature [122, 123] compared to 
the large num ber of publications on the topic of image segmentation itself. 
This state of affairs is surprising since clearly discussion on a consistent and an 
objective evaluation criterion is crucial for comparison of algorithms and could 
help answer fundam ental questions regarding the feasibility of incorporating 
segmentation in the context of a particular application.

The remainder of this chapter discuses difficulties that m ust be faced in compar­
ing segmentation results, describes briefly evaluation methods proposed in the 
literature, and explains the methodology adopted by the author to evaluate the 
approach discussed in the next chapter.

For the sake of brevity, the discussion focuses on evaluation of region-based 
image segmentation, however, many issues presented here are relevant to other 
segmentation scenarios.

2.6.1 Evaluation Strategies

The current practise in the field of region-based segmentation is to justify new 
advances by providing a set of qualitative results, i.e. by presenting selected 
segmentation examples. A lthough such an approach may be sufficient to 
illustrate the effects of low-level processing, e.g. edge detection, it does not 
provide satisfactory dem onstration of the generality of segmentation methods. 
This is especially im portant in the context of CBIR systems operating with 
general content.

Another alternative is subjective ad-hoc assessment by a representative group 
of hum an viewers. Subjectivity should be minimized by respecting strict 
evaluation conditions, e.g. [123] suggests to follow recommendations for 
video quality evaluation developed by ITU [124, 125]. However, such a 
process requires a significant number of hum an evaluators and is very time­
consuming. Because of its high cost, such evaluation is extremely rare. The 
author is familiar w ith only one such study presented in [98], where subjective 
experiments provided the basis for better understanding of human perception 
of segmentation artifacts.

From another point of view, segmentation is almost never the final objective 
in any application. Typically (e.g. in CBIR), it is just one step towards scene 
understanding. In fact, the main difficulty in segmentation evaluation lies in 
establishing a criterion adequate to a given application [123]. Therefore, it 
should be possible to perform  meaningful objective assessment of a grouping
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algorithm by measuring the overall performance of the system in which it 
is integrated. However, in the case of CBIR systems, such an approach is 
often impractical due to its complexity. Usually the performance of the system 
depends on combinations of param eters of the system and  the segmentation 
algorithm itself. Therefore, it is difficult to guarantee optimal evaluation 
conditions. Moreover, in recent years, it has become apparent that the key 
element of such systems are user interactions, and relevance feedback [10] 
in particular. Unfortunately it is practically impossible to take such factors 
into account in extensive evaluation experiments such as those required for 
developm ent of a new segmentation approach.

Since the development carried out in the next chapter requires multiple series of 
extensive evaluation experiments, all three above strategies had to be discarded. 
Instead, objective automatic evaluation methods based on measures capable of 
adequate assessment of segmentation quality are investigated.

There are two main classes of automatic assessment methods: standalone and 
relative. The first one is typically performed only in cases where no reference 
segmentation is available. It exploits available knowledge about expected prop­
erties of desirable segmentations for a particular application. The main diffi­
culty lies in establishing an evaluation measure suitable for the type of content 
and application addressed. Since the results of such evaluation do not neces­
sarily correspond to hum an perception of the segmentation quality [126, 127], 
this scenario is not considered in this thesis. However, it should be noted that 
despite the above limitation, the problem of standalone evaluation of segmen­
tation quality is central to the problem of segmentation itself. As a matter of 
fact, there is certain analogy between features proposed for standalone evalua­
tion in [126] and the geometric properties of regions proposed for incorporation 
w ithin the segmentation framework in the next chapter.

Relative evaluation methods are based on similarity m easures used to quantify 
differences between the evaluated and reference segm entation often referred 
to as ground-truth. This type of evaluation is significantly more reliable than 
the standalone method, however large collections of test data w ith a ground- 
tru th  are rarely available. It should also be recognized that relying on a single 
reference segmentation mask for each image may be questionable, especially in 
the context of CBIR. The quality of partitioning is query and  user dependent and 
possible queries are typically not known prior to segmentation. A ground-truth 
collection consisting of single masks for each image does not take into account 
such ambiguities in the partitioning of the scene. This issue is discussed in more 
detail in section 2.6.4 which describes the creation of the ground-truth for the 
collection utilized in all experiments presented in the next chapter.

Despite the above limitation, relative evaluation m ethods represent the best 
trade-off between reliability of evaluation (value of the inform ation provided)
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and the practicability of extensive evaluation experiments required for the next 
chapter. Therefore, the discussion presented in the following sections is limited 
only to relative evaluation methods.

2.6.2 Relative Evaluation Methods

One of the main difficulties in objective evaluation is finding an adequate mea­
sure capable of assessing segm entation quality aligned w ith hum an perception 
of segmentation quality -  see the discussions in [123] and in [98]. Since none of 
the methods proposed in the literature are currently well-established in the re­
search community, this section gives a brief review of available approaches most 
relevant to experiments in this thesis and provides arguments for the adopted 
solution. For a more comprehensive review of the existing methods the reader 
should refer to [127,98].

One of the earliest set of evaluation methods suitable for video segmentation 
were proposed in [128,129]. They evaluate both spatial and temporal accuracies 
for scenes composed of two objects (foreground & background). In [128] 
spatial accuracy is measured in  terms of misclassified pixels. Weighting of 
such misclassified pixels according to their distance to the reference object was 
introduced in [129].

A more advanced methodology w as proposed in [123] where a comprehensive 
set of relevant features to be com pared was identified and objective quality 
metrics combining these features were suggested. The proposed classes of 
spatial features included: (i) shape fidelity - computed similarly to spatial 
accuracy measure from [129], (ii) geometrical similarity - based on similarities of 
simple geometrical features like size, position, elongation and compactness, (iii) 
edge content - based on similarities between edge contents of the reference and 
estimated object, (iv) statistical data similarity, e.g. similarity of the brightness 
and "redness" values of reference and estimated objects. A lthough the above 
list of features is quite comprehensive, the usefulness of combining all different 
measures into one single evaluation criterion is questionable. Combining 
various features using ad-hoc weights seems impractical since in many cases 
analysis of such combined results may still require manual inspection of the 
result in order to fully understand which features contributed to the combined 
error (and in w hat ways). In this thesis, simpler, but easier to interpret measures 
are preferred.

A very interesting recent study of the impact of topology changes, in particular 
added regions and holes, was presented in [98]. Subjective tests have been carried 
out to measure the annoyance of these artifacts when presented alone or in 
combination. The experiments indicated that, independently from content, 
annoyance values corresponding to added regions quickly reaches saturation
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level for larger sizes. It also confirmed the common hypothesis that holes 
contribute more annoyance compared to added regions of the same size. Another 
im portant ou tput of the above experiments was dem onstration that various 
types of topological errors contribute differently to the overall annoyance. 
Moreover, the proportions in which they contribute to the annoyance are content 
dependent. Therefore, more studies of this problem have to be carried out on this 
subject before combination of multiple errors and such differentiations can be 
meaningfully incorporated in automatic evaluation metrics for general content.

A relatively simpler, yet well aligned w ith hum an intuition, m ethod was pro­
posed in [127]. It was specifically designed for evaluation of image segmen­
tation in the context of CBIR systems. It is primarily based on the approach 
from [129] for evaluation of spatial accuracy, but extended to still image seg­
m entation where both the evaluated segmentation and the ground-truth mask 
m ight contain several regions. Special consideration was devoted not only to 
the accuracy of boundary localization but also to over- and under-segmentation. 
To tackle such issues, the evaluation starts by establishing exclusive correspon­
dence betw een regions from reference and evaluated masks. Then, three dif­
ferent types of errors are taken into account: (i) accuracy errors for the asso­
ciated pairs of regions from reference and evaluated masks, (ii) errors due to 
under-segm entation computed based on non-associated regions from the ref­
erence mask, and finally (iii) errors due to over-segmentation com puted from 
non-associated regions from the evaluated mask. Although the m ethod is quite 
simple, a set of convincing evaluation results was provided in [127] indicating 
that the m ethod correlates well w ith subjective evaluation. The above method 
is adopted in this thesis due to the small num ber of param eters involved and 
ease of interpretation. A formal description of the method and justifications for 
param eter values chosen for all experiments are provided in section 2.6.3.

Finally it should be noted that hum ans are very sensitive to errors corrupting 
objects w ith high semantic value. All the above studies regarding evaluation 
acknowledge the importance of object's relevancy, e.g. such relevance measure 
could indicate the likeliness that a particular object will be further m anipulated 
and used [130]. However, due to the difficulties w ith providing such relevancy 
inform ation w ithin the reference segmentation currently it is rarely taken into 
account during evaluation.

2.6.3 Adopted Evaluation Method

This section gives the formal description of the evaluation m ethod proposed 
in [127] and  discusses the author's implementation of the above approach.
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Figure 2.2: Functions used for weighting the contributions of misclassified pixels 
based on their distance from the reference region to which they belong: / i (.,.) is 
used for false negatives (pixels belonging to rq bu t not in Sk), whereas / 2( . , .) is 
used for false positives (pixels assigned to ŝ , bu t not in rq) [129].

The O rig inal Evaluation Approach from  [127]

Let S  = si, S2 , . . . ,  s k  be the segmentation mask to be evaluated comprising K  
regions sk, and 71 = n ,  ■ ■ ■, tq  be the reference mask comprising Q reference 
regions. Let also a region be defined as a set of pixels p. Prior to calculation 
of segmentation errors, the correspondence between reference and evaluated 
regions is established. The pairing strategy involves exclusive associations of 
regions rq from the reference mask w ith regions from the evaluated mask 
on the basis of region overlapping. In particular, maximization of rq ("| .s> was 
suggested in [127]. It should be noted that due to over and under-segmentation 
of certain parts of the image not all regions from the evaluated and the reference 
mask are associated.

Once correspondences are established, the spatial errors can be computed. Let 
A  =  (rq,Sk) denote the set of region pairs identified using the pairing procedure, 
and let M r , N s  denote the sets of non-associated regions of masks 1Z and S  
respectively. For every pair (rq, Sk) from set A  the spatial error Eq is evaluated 
using the criterion from [129]:

E q=  Y !  /i(P -r</)+ Y !  V{rq,s k) e A  (2.1)
P^rn-r^tlSk) p£(sk-r qnsk)

where / i ( . , .), / 2( . , .) are weighting functions, introduced in [129], to take into 
account the distance of misclassified pixels from the reference region to which 
they belong. The functions are depicted in Figure 2.2.

The error Eq contributed by every non-associated region rq from the reference 
mask is calculated using the following formula:

E q = J 2 h ( P , r q), Vrq e A fR (2.2)
p £ r ,

Analogically, the error contributed by every non-associated region s*. from the
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mask under evaluation is calculated as:

E k = a ^  f i{p ,rq), Vsfc G M s (2.3)
P 6 * i t

where, a  is a scaling factor allowing different penalty for over-segmentation and, 
following the suggestion in [127], will be set to two in all experiments.

The final objective evaluation of segmentation accuracy is computed as the sum  
of error measures for all associated pairs and all non-associated regions from 
both reference and evaluated masks:

e = y , ^  +  E  E*+a  E  Ek (2 -4)
V(r,,sfc)e^ Vr,eA/ii VsfceA/s

Author's Implementation of the Evaluation Tool

Although the use of weighting functions f \  and /2 is well justified it also 
substantially increases the computational cost of the evaluation. Establishing 
the contribution of every misclassified pixel requires a search for the closest 
distance to the boundary of the reference region to which it belongs. Moreover, 
the complexity does not scale gracefully w ith the size of the evaluated image, 
e.g. it m ay takes around 1 minute to evaluate a CIF size (352x288) mask on a 
standard PC w ith Pentium  IV processor. Since many experiments from the next 
chapter require a m ultiple series of evaluation experiments, e.g. for different 
combinations of param eters, a simplified fast version of the above evaluation 
method, im plem ented by the author, is used instead.

In the simplified approach, all misclassified pixels contribute equally4 to the 
error irrespective of their distance to the boundary of the reference region. To 
enable com parison of results for images w ith different sizes the segmentation 
accuracy is norm alized by the size of the image: En = E /N  where N  denotes 
the num ber of pixels in the image. The above version requires only a single scan 
of the evaluated mask, leading to rapid execution, and despite the simplification, 
still provides meaningful assessment of the results.

Also, the description from [127] leaves freedom regarding the pairing strategy. 
In fact, assuming exclusivity of association and using maximization of rq P) sk as 
the only pairing criterion may lead to pairing of large regions having only a few 
common pixels, if a region better matching them has been already associated 
with another. Therefore, in the author's implementation an additional pairing 
requirement ( r q P| s k ) / { r q |J  Sfc) > 0.5 is imposed to prevent such associations. 
In other words, the evaluated and the reference regions can be paired only if 
their intersection is at least half the size of their union. This restriction results in 
a stricter evaluation criterion however was found to better correspond to hum an

4Both weighting functions are replaced by the unit function.
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perception of the segmentation quality.

2.6.4 Ground-Truth Creation

Although a handful of methods allowing satisfactory relative quality evaluation 

of segmentation results were proposed in the past, practically no image collec­

tions w ith  a ground truth are publicly available at the time of carrying out the 

research presented in this thesis.

To the best of author's knowledge, no study using a ground truth w ith  a 

significant number of images of real scenes partitioned into homogenous regions 

is currently available in the literature. For example, in  [123] mainly MPEG- 

4 sequences w ith  reference masks containing objects rather then homogenous 

regions were used. Three M PEG  sequences and one from an European 1ST 

project Art.live were used in [98]. Finally, the evaluation method from [127] 

was tested w ith  synthetic images created using the reference textures of the 

VisTex database [131] and only seven, rather simple, images from the Corel 

gallery [132].

Since none of the above collections was sufficient or suitable for the experiments 

reported in the next chapter the author committed significant effort into collab­

oration w ith  a colleague working in  another university to create an appropriate 

ground-truth for a small collection of images. The collection contains 100 images 

from the Corel gallery [132] and 20 photographs from  private collections taken 

using various digital cameras (including mobile phone cameras).

Reference masks were created m anually in a collaborative effort using a tool 

developed by the author. A  screenshot of the tool is shown in  Figure 2.3.

Typical creation of a new reference region involves choosing a label for the 

new region, drawing its boundary on the original image and then filling its 

interior. To ensure high accuracy of the masks, the area around the cursor 

is automatically zoomed. Furthermore, the mask can be edited in a Boundary 
Mode in which only region boundaries superimposed on the original image are 

displayed allowing accurate localization of the borders on the original image 

and fine corrections. Additionally, the tool allows definition of objects by 

specification of their constituent homogenous regions into semantic objects w ith  

a hope that such semantic information m ay be useful in the author's future 

research in this field. The typical time required to m anually partition an image 

was between 5-10 minutes, depending on user draw ing skills and complexity of 

the scene. Although this time seems acceptable, in fact m anual segmentation of 

several images proved tiresome. This provided very strong motivation for tools 

allowing semi-automatic segmentation. A n  example of such tool is discussed in 

the next chapter.

The biggest difficulty in the creation of the ground-truth proved to be the specifi-
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Figure 2.3: G U I of the tool for manual creation of ground-truth segmentation.

cation of rules ensuring that manual annotators provide consistent segmentation 

of images into homogenous regions. In  fact, to the best of author's knowledge, 

there has been no formal description of the expected output of region-based im ­

age segmentation useful in the context of CBIR proposed in the literature. For 

example Mezaris et.al. simply claim that their segmentation algorithm should 

"produce connected regions that correspond to the real-life objects shown in the image” 
and “providefast segmentation with high perceptual segmentation quality" in order to 

be useful in the context of content-based image and retrieval [30].

In  the case of the ground-truth described here four annotators were provided  

w ith  a description of the desired segmentation rather than w ith  a formal defini­

tion. The properties of the desired segmentation were specified as following:

•  The image should be divided into as large as possible connected regions 

with homogenous colour or texture,

•  Lighting effects should be ignored, e.g. shadows, reflections, etc.

Unfortunately, the above description leaves annotators w ith  the problem of 

deciding what terms like "colour homogeneity" and "large regions" mean in 

the context of a particular image. In  fact, the lack of a formal definition of 

desired results represents a major challenge for the utilization of bottom-up 

segmentation in applications involving general content.

However, the main objective of the next chapter is to evaluate the potential im ­

pact of geometrical information in im proving automatic segmentation and in­

vestigate the problem of integration of evidence from  m ultiple sources of infor­

mation in a region merging process. Despite possible ground-truth inconsisten­

cies, relative evaluation can still provide useful information on how well par­

ticular segmentation results correlate w ith  the majority of the manually created 

masks. In  other words, such ground-truth can be used to obtain comparative 

results, e.g. that a particular method produces results closer to the majority of 

masks in the ground-truth. Nevertheless clearly they cannot provide the answer 

to how useful a given tool is in the context of CBIR systems or any other appli­

cations.

The author is also conscious that the size of the dataset used in terms of
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number of images seems be far from optimal. However, it should be also noted 

that the ground-truth contains 1089 reference regions which should still ensure 

statistically relevant results. Although, the evaluation results obtained using the 

above collection should be interpreted w ith a certain reserve, the author believes 

that the approach used represents a significant departure from solely presenting 

selected qualitative which is currently a common practice in the literature.

The full dataset together w ith  the ground-truth segmentation is presented in 

appendix B.

Finally, it should be also recognized, that very recently the problem of the as­

sessment of image and video segmentation started to attract deserved attention 

w ithin the research community resulting in a several articles devoted solely to 

this problem [133,134,135,136,137,138].

2.7 Discussion

Unfortunately, in m any applications, image segmentation has proven to be 

very challenging and remained to a large extent an unsolved problem, despite 

being the subject of study for several decades. Although, it is well recognized 

that in certain scenarios utilizing segmentation can be very successful, many 

researchers consider reliable unsupervised general-purpose image segmentation 

as a hopeless goal. For instance, it is commonly accepted that the content 

of interest is a user dependant quality and w ill therefore always depend on 

some degree of user interaction. Consequently, the problem of inferring content 

of interest from generic visual data without any human intervention is ill 

defined. This thesis attempts to objectively discuss the prospects of utilization  

of image segmentation in the context of CBIR systems focusing prim arily on the 

abovementioned issues.

M any of the above aspects of image segmentation are discussed throughout the 

thesis in the context of several applications. Word recognition in handwritten  

historical documents presented in chapter 6 utilizes a simple segmentation by 

thresholding approach. Chapter 3 focuses prim arily on the feasibility of utilizing  

contour-based syntactic features for improving the correspondence of the output 

of automatic segmentation of images representing real w orld  scenes to semantic 

objects present in these scenes but discuses also some aspects of the semi­

automatic segmentation approach proposed originally in [38,107].

2.8 Conclusion

This chapter outlined the most important aspects of image segmentation in  

the context of content-based image retrieval. It  aimed at discussing the main

36



2. IM A G E  S E G M E N T A T IO N , A P P L IC A T IO N S  A N D  E V A L U A T IO N : A  R E V IE W

categories of approaches and giving an overview of a small selection of the most 

commonly used techniques a n d /o r those particulary relevant to the research 

carried out by the author in chapters 3 and 7. The subject of objective evaluation 

of segmentation quality is also discussed in some detail providing a basis for the 

quantitative experiments carried out by the author in  chapter 3.
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C h a p t e r  3

REGION-BASED 
SEGMENTATION OF IMAGES 
USING SYNTACTIC VISUAL 

FEATURES

T HIS chapter presents a new method for segmentation of images into large 

regions that reflect the real w orld  objects present in the scene. It  explores 

the feasibility of utilizing spatial configuration of regions and their geometric 

properties (the so-called syntactic features [18]) for improving the correspondence 

of image segmentation produced by the well-known Recursive Shortest Spanning 
Tree (RSST) algorithm [19] to semantic objects present in the scene and therefore 

increasing its usefulness in various applications.

The m ain challenge is to asses the "strength" of the additional evidence for re­

gion merging provided by the spatial configurations of regions and their geomet­

ric properties and compare it w ith  the evidence provided solely by the colour 

homogeneity criterion. Several extensions to the RSST algorithm [19] are pro­

posed among which the most important is a novel framework for integration of 

evidence from m ultiple sources of information w ith  the region merging process. 

The fram ework is based on the Theory of Belief (BeT) [23] and allows integra­

tion of sources providing evidence w ith  different accuracy and reliability. Other 

extensions include a new colour m odel and colour homogeneity criteria, prac­

tical solutions to analysis of region's geometric properties and their spatial con­

figuration, and a new simple stopping criterion aimed at producing partitions 

containing the most salient objects present in the scene.

Extensive experimentation is used to asses the generality of the proposed 

modifications. It  is demonstrated that syntactic features can provide additional 

basis for region merging criteria which prevent formation of regions spanning 

more than one semantic object, thereby significantly improving the perceptual
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quality of the segmentation.

The second part of this chapter describes a fast, easy to use and intuitive semi­

automatic segmentation tool utilizing the automatic algorithm proposed in the 

first part.

3.1 Introduction

3.1.1 M otivation

The problem of partitioning an image into a set of homogenous regions or 

semantic entities is a fundamental enabling technology for understanding scene 

structure and identifying relevant objects. Identification of areas of an image or 

a video sequence that correspond to im portant regions is the first step of many 

object-based applications. Unfortunately, the problem of segmentation remains 

to a large extent unsolved, despite being the subject of study for several decades. 

Although, it is w ell recognized that in certain scenarios utilizing segmentation 

can be very successful, many researchers consider reliable unsupervised general­

purpose image segmentation as a hopeless goal. The research in this chapter 

was motivated by the author's belief that in  a given application (e.g. CBIR) all 

possible sources of grouping evidence should be investigated and the quality 

of segmentation objectively evaluated in extensive experiments. The author 

shares the opinion presented in [29], that segmentation, while imperfect, is an 

essential first step for scene understanding and that a combined architecture for 

segmentation and recognition is needed. For example, sensible integration of 

segmentation features in an image indexing context should lead to more efficient 

object-based indexing solutions [139].

As described in chapter 2 a large number of approaches to image or video 

segmentation have been proposed in the literature [140,38,107,28,33,29,30,31, 

18]. They can be broadly classified as either Bottom-Up (visual feature-based) or 

Top-Down (model-based) approaches. This chapter focuses on automatic Bottom- 
Up segmentation, which does not require developing models of individual 

objects, and is potentially useful in the context of CBIR systems.

M any existing approaches aim to create large regions using (relatively simple) 

homogeneity criteria based on colour, texture or motion. However, the applica­

tion of such approaches is often lim ited as they fail to create meaningful parti­

tions due to either the complexity of the scene or difficult lighting conditions. 

In  [18], Ferran and Casas propose a new source of evidence for region merg­

ing which they term Syntactic Features. Syntactic features could be potentially 

important to a w ide range of segmentation applications. They represent geo­

metric properties of regions and their spatial configurations. Examples of such 

features include homogeneity, compactness, regularity, inclusion or symmetry.
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They advocate the use of the above features in bottom-up approaches as a w ay  

of partitioning images into more meaningful entities w ithout assuming any ap­

plication dependent semantic models. In  [18], they carried out a proof of concept 

of this idea using a quasi-inclusion criterion. Other approaches attempting to inte­

grate geometric properties of regions include [64, 62, 65,66, 67,18, 68] -  see also 

section 2.3.3 for brief overview.

Although the idea of using geometric properties w ith in  a region merging process 

to create more meaningful partitions is not new, the approaches currently 

available in the literature integrate the geometric features in a rather ad- 

hoc manner [62, 18, 68] typically developed to suit only particular geometric 

properties and not easily extendible to other features. Also, to the best of the 

author's knowledge, currently there is no objective evaluation available in the 

literature to support the usefulness of any such features.

Syntactic features can serve as an important source of information that helps 

to close the gap between low level features and a semantic interpretation 

of the scene. O f course, probably they do not provide evidence "strong 

enough" to reliably group regions w ith  very different colour, texture and motion 

into complex semantic objects. However, it can be argued that they can 

significantly im prove the performance of automatic bottom-up segmentation 

techniques bringing them closer to the semantic level by allowing creation of 

large meaningful regions enhancing their usefulness in CBIR systems. In  other 

words, creation of larger, more meaningful regions should facilitate extraction of 

more meaningful local features useful for content based indexing and retrieval.

Furthermore, syntactic and semantic sources of information are not m utually  

exclusive, and if  available they could, and probably should, be used together to 

complement the segmentation procedure. Syntactic features can be useful even 

in the case of supervised scenarios where they can facilitate more intuitive user 

interactions e.g. by allow ing the segmentation process make more "intelligent" 

decisions whenever the information provided by the user is not sufficient.

This chapter focuses on the integration of syntactic features into the image seg­

mentation process and proposes a practical solution for fully automatic, robust 

and fast segmentation that is potentially useful for object-based multimedia ap­

plications. The objective is to automatically segment images into large regions 

generally corresponding to objects or parts of objects whilst avoiding the cre­

ation of regions spanning more than one semantic object. The potential of incor­

porating syntactic features into the segmentation process to meet this objective 

and allow satisfactory results w ith  challenging real w orld  images is evaluated 

by extensive experimentation.
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3.1.2 Chapter Structure

The remainder of this chapter is organized as follows: the next section describes 

in detail the Recursive Shortest Spanning Tree (RSST). Then, an overview of the 

proposed segmentation approach is presented in section 3.3. Next, the training 

and evaluation methodologies adopted throughout the chapter are described 

in section 3.4. Section 3.5 discusses and evaluates several improvements to a 

region's colour representation and the colour homogeneity criteria used during  

the region merging process. Section 3.6 discusses selected syntactic features, 

proposes practical solutions to analysis of a region's geometric properties 

and their spatial configuration and discusses the major difficulties related 

to the integration of syntactic features w ith in  a region merging framework. 

The novel framework for integration of evidence from m ultiple sources of 

information w ithin the region RSST algorithm based on the Theory of Belief 
(BeT) is proposed in section 3.7. A  new simple stopping criterion aimed at 

producing partitions containing the most salient objects present in the scene 

is proposed and evaluated in section 3.8. Future research is discussed in 

section 3.9 and the properties of the final complete approach are discussed 

in  section 3.10. Section 3.11 describes a fast, easy to use and intuitive semi­

automatic segmentation tool utilizing the automatic algorithm proposed in the 

first part of the chapter. Conclusions are formulated in section 3.12.

3.2 RSST Segmentation Framework

The Recursive Shortest Spanning Tree (RSST) algorithm is selected for the incorpo­

ration of syntactic features as it provides a convenient fram ework for integration 

of a region's geometric properties, and also due to its speed.

The RSST algorithm was first proposed by M orris et al. in  [19] for image 

segmentation and edge detection problems. It was later extended to colour 

images in [94]. It  was also shown to be useful for image coding [63]. One of 

its application is object segmentation, extraction and tracking [85]. The COST 

211quat project adopted RSST as the grouping method in the Analysis Model 
(A M ) [140]. In  [141] RSST was utilized for video-object segmentation based on 

an affine motion model. The most recent work regarding fast implementation of 

the algorithm can be found in [106,95]. Similar region merging algorithms were 

studied extensively in the w ork of Salembier and Garrido for creation of Binary 
Partition Trees (BPT) [107].

The RSST segmentation starts by mapping the input image into a weighted 

graph [19], where the regions (initially pixels) form the nodes of the graph and 

the links between neighboring regions represent the merging cost, computed 

according a selected homogeneity criterion. Merging is performed iteratively. A t
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each iteration two regions connected by the least cost link are merged. Merging 

two regions involves creating a jo int representation for the new region and 

updating its links w ith its neighbors. The process continues until a certain 

stopping condition is fulfilled, e.g. the desired number of regions is reached 

or the value of the least link cost exceeds a predefined threshold.

The homogeneity criterion used to define merging cost and the stopping crite­

rion play a key role in obtaining the desired segmentation1. Since at each iter­

ation only two regions connected by the least cost link are merged the merging 

order is exclusively controlled by the function used to compute the merging cost. 

Let 7'i and r 7 be two neighboring regions. The merging cost is based solely on a 

simple colour homogeneity criterion defined as [142,140, 85]:

C o r i g & t i ^ W c i - C j W l ^ -  (3.1)
&i I CLj

where Cj and Cj are the mean colours of r, and rj respectively, a, and aj denote 

region sizes, and || • H2 denotes the £ 2 norm. It should be noted that the second 

factor encourages the creation of large regions2 by decreasing the cost of merging 

for small regions. Alternative merging criteria based on colour can be found 

in [19,143,41,18],

Various stoping criteria have been used in the past including the desired number 

of regions [140], thresholding of the least link cost [19, 144] and m inim um  

acceptable value of PSNR between the original and segmented image [41] 

(reconstructed using mean region intensities). However, none of the above 

criteria can produce large regions and at the same time ensure that the merging 

process w ill stop before merging im portant semantic boundaries.

The RSST algorithm is fast and capable of producing meaningful over-segmentation 

(typically more than 100 regions) useful in many applications -  see for exam­

ple [140], However, the above colour homogeneity criterion is insufficient to 

produce meaningful results in  applications where further simplification of the 

scene is required, i.e. it is incapable of producing large regions w ith  a high prob­

ability of corresponding to semantic notions [38]. Very often the produced re­

gions do not represent the true semantic structure of the scene.

One of the reasons for poor performance is utilization of identical simple 

homogeneity criterion at all stages of the merging process. In  other words, the 

same merging criterion is used at the level of pixels and at stages where regions 

contain thousands of pixels.

Summarizing, the RSST is selected for the incorporation of syntactic visual 

features due to the following reasons:

'The stopping criterion may not be required in certain applications, e.g. revealing hierarchical 
structure of the scene by creating Binary Partition Tree (BPT) [107].

2In fact, the factor encourages creation of regions similar in size.
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•  I t  is based solely on colour homogeneity and, when used to produce 

segmentations w ith a small number of regions, often creates regions 

w ith  geometric properties which are rare in the real world. Utilization  

of regions' geometric properties promises an intuitive remedy to this 

problem,

•  I t  provides convenient access to geometric properties of every region at 

each iteration,

•  It  is capable of producing meaningful over-segmentation w ith  well local­

ized region contours,

•  I t  is extremely fast, especially when compared w ith  other graph theoretic 
algorithms, i.e. it takes less than 3 seconds on a standard PC (Pentium I I I  

600M H z) to segment an image of C IF size (352x288),

•  I t  is easy to implement.

3.3 Overview of the Proposed Approach

To overcome the limitation of the original RSST algorithm, both, the merging 

cost measure and the stoping criterion are modified and extended, e.g. by 

an additional set of features. Additional geometric properties are integrated 

in  the RSST merging framework by employing new measures for calculating 

the cost of merging two neighboring regions. The new features control the 

merging order and provide a basis for a reliable stopping criteria. The new  

merging order is based on evidence provided by different features (colour 

and geometric properties) and fused using an integration fram ework based on 

the Theory of Belief (BeT) [22, 23], The impact of the above modifications on 

segmentation quality is demonstrated by rigorous experimentation using the 

evaluation methodology described in section 2.6.3.

The segmentation process is divided into two stages. The initial partition, re­

quired for structure analysis, is obtained by the RSST algorithm w ith  the original 

merging criterion implemented as in [140] since it is capable of producing good 

results when regions are uniform and small. This stage ensures the low  compu­

tational cost of the overall algorithm and also avoids the application of syntactic 

features to small regions w ith  meaningless shape. This initial stage is forced to 

stop w hen a predefined number of regions is reached (100 for all experiments 

presented in this chapter). Then, in the second stage, region representation is 

extended by region boundary and, depending on a variant of the approach, by 

a new  colour model. Subsequently, homogeneity criteria are re-defined based 

on colour and syntactic features and the merging process continues until a cer­

tain stopping criterion is fulfilled. The new merging order is based on evidence 

provided by different features (colour and geometric properties) fused using the
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proposed integration framework. It  should be stressed that all extensions pro­

posed in the following sections consider m ainly the second stage of merging 

when regions already have meaningful shape.

3.4 Methodology Used for Training and Testing

A ll solutions proposed in this chapter are tuned and evaluated using the 

spatial accuracy error measure and the collection of images w ith  ground-truth 

discussed in sections 2.6.3 and 2.6.4 respectively.

3.4.1 Training and Test Corpus

Recall from section 2.6.3 that the collection of manually segmented images 

contains 100 images from the Corel dataset and 20 images selected from various 

sources such as keyframes from w ell known MPEG-4 test sequences, digital 

camera, and mobile phone camera segmented by four annotators. The full 

dataset together w ith  the ground-truth segmentation is presented in appendix B.

The images from the Corel dataset are typically well composed and contain 

objects w ith  distinctive colour w hile the images from other sources are often 

taken w ith  difficult lighting conditions and contain objects w ith  similar colour. 

Although the images from the Corel collection appear somehow to be easier 

to segment due to the fact that different objects have distinctive colour, they 

also present the ultimate challenge to any approach utilizing features other than 

colour. In  other words the aim is to integrate the additional information, e.g. 

region's geometric properties, in such a way that the segmentation of the images 

w ith difficult lighting conditions is improved but also at the same time the good 

performance in the case of images containing objects w ith distinctive uniform  

colour is retained.

Taking into account the relatively small number of images available the pro­

posed extensions are evaluated by two-fold cross validation. The dataset is di­

vided into two subsets (let us denote them as subset A  and B), each containing 

60 images, i.e. 50 images from the Corel dataset and 10 from the other sources. 

Each time one of them is used for parameter tuning, the other subset is used as 

the test set. The final result is computed as the average error from the two tri­

als. Also, all images showing selected segmentation results are generated during 

the cross-validation. However, for clarity of presentation, whenever a particular 

parameter is discussed its influence on segmentation results is demonstrated on 

the entire image collection, e.g. all plots are generated using the entire collection.
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3.4.2 D evelopm ent M ethodology

For clarity, various merging costs and stopping criteria are developed and tested 

separately. First, new  merging costs controlling the merging order are proposed 

in sections 3.5, 3.6, and 3.7. They are evaluated by stopping the region merging 

process based on the number of regions available from the ground-truth and 

an assessment of the resulting segmentation mask in terms of spatial accuracy 

error. This helps to simplify the integration of various features w ith in  the 

merging cost and prelim inary evaluation of their generality and usefulness and 

at the same time to avoid the complex influence of a stopping criterion on the 

results. Once useful features and their meaningful integration for controlling 

the region merging order are identified, various stopping criteria are discussed 

in section 3.8.

3.5 Colour Homogeneity

Colour homogeneity is a basic criterion for partitioning in practically all image 

segmentation approaches which can be found in the literature [29,30,31 ,59,18]. 

This section discuses some modifications to the original colour homogeneity 

criterion used w ith in  the RSST algorithm [140]. The main aim is to ensure 

that the most appropriate colour homogeneity criterion is employed before 

integrating other, potentially less influential, features.

3.5.1 Colour Spaces

M any resent publications in the area of colour segmentation advocate utilization  

of the so called perceptually uniform colour spaces: C IE LUV and its improved  

version C IE LAB [28, 29, 30]. In  the remainder of this chapter, colour is 

represented using the C IE LUV colour space, which is often considered as a good 

trade-off between the approximation of perceptual uniform ity and the cost of 

conversion from commonly used RGB or Y U V  colour spaces.

3.5.2 O ptim ized Colour Homogeneity Criterion

Despite its simple form, the merging cost measure defined in equation 3.1 

realizes relatively complex merging rules. It  gives merging preference to small 

regions, even if the colour is significantly different, by "punishing" merging 

of large regions. This illustrates the implicit assumption that all homogenous 

regions (or objects) present in the scene should be of equal sizes. In  other words, 

when segmenting an image w ith uniform colour, at each iteration, all regions 

w ill have approximately equal size.
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Figure 3.1: Influence of parameter qavg on the spatial segmentation error.

Intuitively, the strong preferences of merging of small regions even for regions 

w ith  significant colour differences is one of the main reasons for the poor 

performance of the RSST algorithm in the final merging stages. Moreover, 

it is common knowledge, that even uniform colour spaces do not guarantee 

that distances between very different colours agree w ith  human perception of 

uniformity.

For example, lets imagine two links between pairs of regions, both w ith  equal 

costs according to formula 3.1, but the first one between two large regions 

w ith  quite sim ilar colour and the second one between two smaller regions but 

w ith  more distinct colour. We w ould like to introduce a modification to the 

equation 3.1 so that the contribution of the colour distance to the overall merging 

cost w ould be greater comparing the contribution induced by their sizes and 

therefore resulting in a smaller merging cost for the first link compared to the 

second.

It is proposed here that a more suitable balance between colour distance and the 

size dependent scaling factor can be obtained using a new merging cost defined 

as follows:

Cavg(i,j)  =  ||Ci -  c j h ^  • (3.2)
U j  T  0 . j

where parameter qavg is found experimentally using the training collection and 

evaluated later on the test collection.

Figure 3.1 shows the evaluation results for the approach w ith the modified  

merging cost measure Cavg utilized in the second merging stage for different 

values of parameter qavg obtained for the entire image collection using the 

optimal number of regions as the stoping criterion. It can be seen that values of 

parameter qavg greater than 4.0 lead to a significant decrease of average spatial 

accuracy error. Interestingly, for qavg =  4.0 the above modification is somehow 

similar to the merging criterion proposed recently in [144] for segmentation of
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luminance images3. In our case the lowest segmentation error is obtained by 

( j a v g  =  6 but the difference may be specific to the collection, evaluation method 

or stopping criterion used.

The significant improvement by this trivial modification is also confirmed by 

cross-validation where the average spatial segmentation error is reduced from  

1.00 to 0.64. It  should also be stressed that the improvement is consistent over the 

majority of image classes and was confirmed by m anual inspection of the results. 

To provide as illustrative results as possible, an equal number of examples 

showing cases where the modification leads to a significant improvement (the 

first 5 rows) and examples where the modification resulted in larger spatial 

segmentation error (the last five rows) than the original RSST approach are 

shown in Figure 3.4 (3rd and 4th column). It  can be seen that unlike the 

original approach the modified version of the merging criterion allows creation 

of large regions which easily explain the significant reduction of average spatial 

segmentation error.

3.5.3 E xtended  C o lo u r R ep resen ta tio n

In  the initial merging stage average values of colour components are sufficient 

in representing a region's colour. However, as segmentation progresses and re­

gions grow, average values may become unsuitable for effective characterization 

of their colour. To ensure that this simplification does not compromise the merg­

ing order, an extended alternative colour m odel is proposed and evaluated. A  

fine and compact representation of region's colour motivated by the so-called 

Adaptive Distribution of Colour Shades (ADCS) proposed in [31] is used during 

the second merging stage. In  this model, each region contains a list of pairs of 

colour/population4 which can more precisely represent its complex colour vari­

ations.

For example, imagine an extreme case where a chessboard like object is initially  

pre-segmented into white and black squares. The ADCS representation of the 

region representing the whole chessboard is capable of accurately represent its 

colour, e.g. by two pairs of colour/population: one for black and one for white 

colour, while an average colour simply w ould not allow distinguishing it from a 

completely grey object.

The ADCS is utilized in the proposed approach in the following way. After 

the initial segmentation each region's colour representation (average values of 

colour components) is converted into the ADCS representation. Such conversion

3The solu tion  p ro p o sed  in [144] w as m o tivated  as b e in g  the geom etrical m ean  of the criterion 
from  equation  3.1 (w hen  app lied  to lum inance co m p o n en t only) an d  a criterion com puted  as the 
squared  difference b e tw een  reg ions' m ean  lum inance  values.

4W here popu la tion  refers to the ratio  be tw een  the n u m b e r of pixels w ith  such colour and  the 
total size of the region.
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Figure 3.2: Example of ADCS representation.

is trivial as at this stage a region's ADCS list contain only one colour/population  

pair representing their average colour and size. Subsequently, in the second 

merging stage, whenever two regions are merged, the joint representation is 

created by concatenating lists from both regions. In  other words, at the end 

of the segmentation process each region's colour is represented by an ADCS list 

of colour/population pairs, each corresponding to one of its composing initial 

regions and representing its average colour and ratio between its size and the 

size of the final region. This extended colour representation has the advantage 

of low  requirements for both storage and for updating the merging cost. Also, 

no prior assumption needs to be made about the underlying colour distribution. 

Figure 3.2 shows an example of the extended colour representation for a large 

face region.

It  has been shown in  [31] that two such ADCS representations can be efficiently 

compared using Quadratic Distance [145]. Therefore, the colour difference be­

tween regions r* and rj is calculated as the quadratic distance d2quad{I ,  J) between 

their corresponding colour distributions characterized by two ADCS represen­

tations I  =  ( c { ,p i ) , . . .  ,(c £ ,p £ ),...,(c { ,,p {r) and J =  (c { ,p { ) , . . . ,  

ictn Pw)i ■ ■ ■ i icw iP w )  consisting of V  and W  pairs of colour/population respec­
tively:

4 w ( I, J) =  I TA j I  +  J t A j J -  2I t A / j J (3.3)

where matrices A 7, A J and A IJ express colour similarities between, respec­

tively, Vs colour pairs w ith  themselves, those of J w ith  themselves and those

of I  w ith  those of J. The colour similarities are computed based on the Euclid­

ean distance, e.g. m atrix A IJ  =  [ac/,..i] is calculated as:

dri„j
a c i c j  =  1 -  (3.4)l-"w rlmax

where dci r j  is the Euclidean distance between two colours cJw and (■:,[> represented 

in  the LUV colour space and dmax denotes the m axim um  of this distance in the
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Figure 3.3: Influence of parameter qext on the spatial segmentation error, 

colour space.

The cost of computing the quadratic distance depends strongly on the number 

of colour shades representing each region ( O ( N j N j )  complexity). However, the 

computation can be speeded-up by pre-computing the first two terms of (3.3) 

when each representation is created (i.e. after merging) such that only the last 

cross term needs to be evaluated when representations are compared. In  the 

case of the proposed segmentation approach, the additional cost of computing 

quadratic distance is lim ited by the number of regions obtained in the initial 

stage and is practically negligible. Nevertheless, if necessary, the number 

of colours representing each region can be further reduced by an additional 

clustering performed each time a new region representation is created or by 

global colour quantization as in [31].

By analogy to equation 3.2 the new merging cost based on the extended colour 

representation is defined as:

Figure 3.3 shows the average spatial segmentation error obtained for the entire 

collection w ith  the extended colour representation for different values of para­

meter qext. It  can be seen that the lowest average spatial segmentation error 

is obtained for values of qext close to 4.0. The improvement is also confirmed 

by the cross-validation where the average segmentation error is reduced from  

1.00 (obtained by the original RSST approach [140]) to 0.63. However, it should 

be also noted that although the extended representation improves the results 

compared to the original RSST algorithm the improvement is very close to the 

one obtained by the simple modification of the original homogeneity criterion 

(equation 3.2) proposed in the previous section -  see Figure 3.1 (5th column). 

The hypothesis that the influence of the extended colour representation is more 

pronounced when additional homogeneity criteria, other then colour, are incor-

(3.5)
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porated is evaluated in section 3.7.5.

In the current approach only spatial colour homogeneity is considered. Integra­

tion of texture homogeneity e.g. by adopting the approach from [30], incorpora­

tion of the so-called Boundary Melting  approach which favors merging of regions 

w ith  low  magnitude of colour gradient along their common boundary [105] and 

utilization of shape homogeneity, i.e. shape similarity (a potentially very impor­

tant syntactic feature) w ill be part of the author's future research in this area. 

Since integration of m ultiple feature w ith in  the RSST merging algorithm is a 

challenging problem the remainder of this chapter considers instead a new flexi­

ble integration fram ework and demonstrates its application to the difficult prob­

lem of integration of colour homogeneity w ith a region's geometric properties 

into single region merging criterion.

3.6 Syntactic Visual Features

As already discussed in the previous chapter several approaches have attempted 

to incorporate some kind of region geometric properties into image segmenta­

tion. The w ork described here is p rim arily  motivated by the proof of concept of 

using the so-called Syntactic Visual Features, and in particular a Quasi-Inclusion 

Criterion, for creation of Binary Partition Tree (BPT) advocated by Ferran and 

Casas [18].

Syntactic visual features include homogeneity (e.g. shape homogeneity), com­

pactness, regularity, inclusion and symmetry [18]. This section discuses a subset 

of the above properties together w ith  issues related to their measurement and 

some general issues related to their integration within the RSST framework.

The employment of syntactic features for automatic segmentation appears to 

be well motivated. Since most "real w orld" objects are regular, i.e. since their 

shape complexity tends to be rather low, analysis of regions complexity could 

provide additional evidence for merging. Also, it is well known that objects 

tend to be compact, i.e. they exhibit adjacency of their constituent parts [30] 

therefore analysis of adjacency could also provide additional evidence for 

merging. Furthermore, objects m ay contain holes but more often small regions 

totally included inside larger regions correspond simply to less significant parts 

of the larger semantic object. Therefore, merging the included region would  

lead to simplification of the analyzed scene without merging important semantic 

boundaries. Also symmetry of objects or their parts and similarities between 

parts of the same object appear to be rather common in "real w orld" scenes and 

therefore could provide evidence for more meaningful merging.

Although compactness, regularity and inclusion are often discussed separately [18]
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Image Reference Mask Orig. RSST (Corig) Cnvg Cext

Figure 3.4: Segmentations obtained by different colour homogeneity criteria 
(the required number of regions is known). The 3rd, 4th and 5th columns 
show results obtained by the original RSST approach (C„rig), the modified 
merging criterion (CaVg) and the merging criterion based on the extended colour 
representation (C e x t ) respectively.
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in fact there is a strong overlap between these concepts. For example, it is rather 

difficult to provide a definite example of an object which has complex shape and 

at the same time is compact. Also, one could consider inclusion as an extreme 

case of adjacency between regions. In  fact it appears impossible to propose com­

pletely independent measures of regularity, compactness and inclusion when  

considering pairs of regions. Such strong overlaps between geometric proper­

ties contributes additional difficulty to their integration into the segmentation 

process.

The following sections propose two measures for quantification of the quality 

of merging based on geometrical properties and spatial configuration of pairs 

of neighboring regions (namely adjacency and shape complexity) and discuss in 

detail their overlaps and potential role in region merging.

3.6.1 Adjacency

It  is a well known fact that "real w orld" objects tend to be compact, i.e. they 

exhibit adjacency of their constituent parts. In  the case of the RSST algorithm, 

adjacency of parts is imposed intrinsically during link initialization where 

regions are considered adjacent when they have at least one adjacent pixel. It  

is proposed here that this binary notion of adjacency be extended by defining an 

adjacency measure:

Cadj{i,j) = 1 .0 -------r-jj-  T t  (3-6)
J mm{/j, Lj \

where k j  is the length of the common boundary between regions and k  and l j  

are their perimeter lengths.

Although simple, the above measure provides quite rich information about 

geometrical relations between both regions. Values of C a d j { i , j )  close to zero 

indicate almost total inclusion (one region is almost completely surrounded by 

another) [18] whereas values close to one point to weak adjacency and therefore 

provide strong evidence against merging. It  should be also noted that low values 

of C a d j ( i , j )  can result from high local complexity (jaggedness) of the common 

border between the two neighboring regions. Therefore using low  values of 

C a d j  (*> j )  as a good indication for merging m ay result in preferences for merging 

regions for which the common border is jagged.

It should also be mentioned that a measure of the so called quasi-inclusion for 

improving the order of region merging based on the concept of convex-hull was 

proposed in [18]. Quasi-inclusion may play very similar role to the adjacency 

measure defined here. Since quasi-inclusion should not be influenced by the 

contour jaggedness it could be very interesting to compare their performances.

As already discussed, total inclusion of a small region inside another should 

provide strong evidence supporting merging the two regions. In  the proposed
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Figure 3.5: Over-segmentation of occluded background caused by favouring of 
merging of adjacent regions [68].

approach merging of included regions is encouraged by incorporation of the ad­

jacency measure and merging of small regions is favoured by the size dependent 

factor in the colour homogeneity measures. The author's observations indicate 

that merging of small included regions is sufficiently encouraged by these two 

measures.

However, favoring the creation of compact (and simple) regions may also 

discourage form ation of large regions corresponding to occluded background

-  see for example Figure 3.5. It  is clear that in this particular case the adjacency 

information should be ignored due to strong colour similarity. Examples like the 

above provide strong motivation for research of an advanced way of fusing the 

information which w ould  allow modeling of doubt and taking into account the 

reliability of different sources of evidence.

3.6.2 R e g u la r ity  ( lo w  com plex ity )

Further evidence for region merging is provided by the fact that the shape 

complexity of most objects tends to be rather low. Both global and local shape 

complexities can be explored in this regard. However, for the reasons described 

below, only global shape complexities are used in this work.

The term "com plexity", although often used in the context of shape analysis, is 

not w ell defined. Probably the most advanced w ork towards better understand­

ing of perception of shape complexity can be found in [146] where the complex­

ity measure is based on entropy measures of global distance and local angle, 

and a measure of shape randomness5. To maintain the simplicity of the set of 

features tested here a more straightforward measure of complexity is tested in­

stead. Depending on the performance of this simple approach, incorporation 

of more advanced measures of complexity may be part of the author's future 

research in this field.

G lobal Contour C om plexity

Intuitively, more complex shapes have a longer perimeter in relation to their area 

compared to simple shapes. Therefore global shape complexity xi of a region r 7; 

can be measured as the ratio between its perimeter length k  and the square root

5Unfortunately, the final measure requires regularization parameters set in an ad-hoc manner.
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of its area a*. In  fact the above ratio is often used in the literature as a measure 

of compactness and it is also dependent to a certain degree of the local contour 

complexity.

Average changes of global shape complexity for a pair of neighbouring regions 

ri and i’j caused by their merging is measured in the proposed scheme as:

a , , S J )  -  t„ Xi{ ... i (3-7)
[ ajXi

a
¿~t- d j X j

+ 0 . 7

where x tJ denotes shape complexity of a hypothetical region formed by merging 

rj and r j . The denominator in the above formula can be seen as an estimation of 

the average complexity of both regions before merging. Low  values of Ccpx{i, j ) 

provide evidence for merging the two regions e.g. values below 1.0 indicate that 

the complexity of the joint region is lower than the average of complexities of 

the two original regions.

However it should be also noted that there is a certain overlap w ith the adjacency 

measure. The shape of the merged region is more like ly  to be simpler than the 

shape of the constituent regions r, and rj if they share a longer common border.

Local Contour Com plexity

Objects w ith very jagged contours are rather rare in  the "real world". Moreover 

the RSST algorithm tends to produce jagged contours at the border separating 

regions which should be merged [38, 62], Therefore excessive jaggedness could 

be used for detection of such "artificial" borders and provide evidence for 

merging them.

However, contours w ith  corners w ith  high value of curvature are also created 

at the meeting point of two different convex objects interpenetrating each other. 

This phenomenon is often referred in the literature as the Principle ofTransversal- 
ity [147], An attempt to distinguish such salient corners created by interpenetrat­

ing objects from the corners belonging to a jagged boundary artificially created 

by the merging algorithm and to utilize such perceptual information w ithin the 

RSST-based merging was presented in [62,63]. Disappointingly the performance 

of the approach was demonstrated only on a single image (Lenna).

Although in the proposed approach, detection of jaggedness of the common bor­

der using two different methods (one based on the Moravec operator [148] and 

another based on contour curvature) and explicit utilization of such information 

w ithin the proposed fram ework led initially to plausible results for many im ­

ages (see the author's initial approach in [68]), extensive experiments revealed 

also that it can cause some erroneous merges. Therefore several problems have 

to be addressed before the local complexity of region's contours can be explicitly 

utilized for reliable region merging: (i) choice of correct scale at which the lo-
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cal complexity is measured, (ii) it is not clear whether isolated corners w ith high 

curvature or a measure of the overall jaggedness of the common border provides 

more useful evidence for merging, (iii) a reliable way of distinguishing between 

artificially created jagged borders from the high curvature points resulted by in­

terpenetrating objects.

The above problems together w ith  the fact that both measures Cadj and Ccpx 
proposed in this thesis already capture well the jaggedness of the common 

borders motivated the fact that the local complexity of contours is not explicitly 

used in this work.

3.7 Integration of Evidence from Different Sources

Meaningful integration of evidence from different sources into a single merging 

cost has proven to be a non-trivial task. Intuitively, colour homogeneity should 

provide much more reliable evidence than any other geometric properties, 

i.e. the new features described in the previous sections should offer only an 

auxiliary evidence. Therefore it is necessary to take into account the reliability 

of different sources of inform ation when integrating them w ithin  the region 

merging algorithm. Moreover, certain geometric properties in some cases cannot 

be measured and therefore cannot provide any evidence supporting the region 

merging hypothesis, e.g. changes in shape complexity caused by merging 

two regions are meaningless if the hypothetical region created by the merging 

shares a significant part of its contour w ith the entire image as explained later 

in section 3.7.4. In  other words, the integration fram ework should be able to 

combine the evidence for merging or not from various sources but also should 

be able to accept that certain measurements may not be precise (doubtful) or 

even "unknown" in some cases. Both considerations provide strong motivation 

for adopting the Belief Theory [20, 21], which offers a convenient model for 

handling imprecise and uncertain information, and particulary its revised 

version proposed recently by Smets [22, 23] called Transferable Belief Models 
(TBM ), as the main fram ework for integration of m ultiple features within the 

proposed region merging algorithm.

3.7.1 B e lie f T h e o ry

Traditionally, uncertain data was dealt w ith the use of probability theory, 

which in some cases has proven to be inadequate [149]. More recently, other 

models have been proposed for handling imprecise knowledge, e.g. Theory of 
Fuzzy Sets [150], Possibility Theory [151], or uncertain information, e.g. Belief 
Theory [20,21,22,23]). This chapter examines the possibility of using Belief Theory 
to combine evidence provided by colour homogeneity and the syntactic features
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for im proving the performance of the RSST-based segmentation.

Belief Theory (BeT) (or Theory of Belief Functions) was introduced by Dempster [20] 

and Shafer [21] and later revised by Smets [22, 23] who proposed Transferable 
Belief Models (TBM). The BeT is adopted in this work as it represents a powerful 

tool for combining measures of evidence. The main features of Dempster- 

Shafer's theory are:

•  Convenient management of uncertainties by explicitly m odelling the doubt;

•  The ability of taking into account reliability of information sources;

•  Distinct representation of ignorance, imprecision and conflicting informa­

tion;

•  Convenient incorporation of statistical a n d /o r expert knowledge.

In  other words, BeT appears more general and more flexible than the commonly 

used probability model and allows representation of states of knowledge and 

opinions that probability models cannot [152],

Typically Dempster-Shafer's theory is used for information fusion in decision 

m aking problems, e.g. medical diagnosis or recognition/classification [153,154], 

Here, it is used to compute merging cost utilizing evidence provided by multiple 

sources such as colour homogeneity and the syntactic features proposed in the 

earlier sections.

3 .7.2 D em p ste r-S h a fe r's  T h eo ry : B ackground  

Frame of Discernment

Assume a definition of a finite set of N  exclusive and exhaustive hypotheses 

called a frame of discernment such as:

i i  =  H n ] (3.8)

Basic Belief Assignment

Also, the power set 2n of fi be composed of 2N propositions A  of f2, such as:

2 ° =  {0, { # ! } , . . . ,  {H n }, {Hi U H2}, {H v U H3} , . . . ,  Ü} (3.9)

Finally, let us define a set of U independent evidence sources S i , . ..  ,Su-  A  piece 

of evidence brought by a source Su on a proposition A  is modelled by the belief 

structure m u called the Basic Belief Assignment (BBA) defined as:

mu : 2n  — ► [0,1] (3.10)
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w ith  m „(0)  =  0 and m u{A) =  1.

In  other words, a model mu associates a belief mass to each of the symbols of 2n 

for each value of the evidence from Su .

Com bining In form ation  Sources

Evidence theory provides a convenient framework for fusing or combining 

several sources of evidence. A  commonly used operator is the orthogonal sum  

also called the Dempster's rule of combination [22, 155]. According to this 

operator, which is commutative and associative, the combined belief structure 

m® is defined by:

m® =  m i © m 2 © ■ ■ ■ © m u  (3.11)

where for two sources of information Su and Sv the combined belief structure 

m® is defined as:

where K  can be interpreted as a measure of the conflict between the sources to 

be combined (m ®(0)) and is defined as:

K =  Y  ™u(B ) -m v(C) (3.13)
snc=0

Although, due to the assumption Y Iacu m* ( A )  =  1, the normalization of m® (A) 

by (1 — K )  seems natural, it has been also criticized by some authors [156]. It  has 

been shown in [155] that the above normalization corresponds to assimilation 

of the closed-world postulate (the evidence may support only propositions from  

Q), while combining sources without normalization corresponds to assimilation 

of the open-world assumption (the evidence m ight support propositions from  

outside f2). The utilization of the normalization is further discussed in the next 

section in the context of the region merging problem.

Taking In to  Account Source R eliab ility

W hen source Su is considered not completely reliable the confidence in this 

source can be attenuated by a factor a u E  [0,1]. This procedure is often referred 

to as discounting [21]. The new attenuated structure m “ is then defined as:

(A) =  a um u{A) VA ¿ 0 ,  (3.14)

and

=  1 -  a u + a um u{Q) (3.15)
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3.7.3 Application of Dem pster-Shafer's Theory to the Region 
M erging Problem

This section describes the major aspects of the application of BeT to the problem 

of integration of multiple features w ith in  the region merging process: (i) 

definition of the frame of discernment, (ii) general form  of the belief structure 

used to model the way a piece of evidence is brought by a source on a 

proposition, (iii) taking into account source reliability, (iv) combination of 

beliefs from multiple sources and (v) a new merging cost formula based on the 

combination of beliefs.

Frame o f D iscernm ent

Considering the region merging problem, let the frame of discernment i i  

represent a set of two hypothesis, namely M E R G E  and D O N T  M E R G E ,  which 

are exhaustive and exclusive:

Ü =  { M E R G E ,  D O N T  M E R G E }  (3.16)

Since in case of the region merging problem the closed-world postulate appears 

more intuitive than the open-world postulate6 the closed-world assumption and 

consequently the assimilation of the normalization in  equation 3.12 are adopted 

in the proposed framework.

Basic Belief Assignm ent

The power set 2n of Q, is composed of 4 propositions A:

2 °  =  {0, { M E R G E } ,  { D O N T M E R G E } ,  { M E R G E  U D O N T M E R G E } }
(3.17)

The proposition { M E R G E  U D O N T M E R G E }  is also referred to in this thesis 

as doubt { D O U B T } .

Let us define a set of U independent7 evidence sources S i , . . . ,  Su  where S i 

always denotes one of the colour homogeneity criterion and S2 , - - . ,S u  denote 

a set of other properties associated w ith  a link between two regions. A  piece 

of evidence (measurement) Cu brought by a source Su on a proposition A is 

modelled by the belief structure m u formally defined by formula 3.10. In other 

words, for each measure Cu (e.g. a colour homogeneity or a syntactic feature) 

model m u maps each value of Cu into a belief on a proposition (singleton or 

composed hypothesis) of 2V- .

6In the proposed framework the evidence should support propositions only from ii.
7The assumption of independency of sources is further discussed in section 3.7.5 and sec­

tion 3.9.
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Figure 3.6: General form of BBA functions (D O U B T  =  M E R G E  U
D O N T M E R G E ) :  (a) - BBA for a reliable source of information, (b) - D iscounted  
BBA for a source of lim ited reliability, i.e. increased doubt.

Theoretically the belief structures (BBA) could  be obtained based on both  

statistical or expert know ledge. H ow ever, autom atic derivation of BBA based  

solely on the training data is a nontrivial problem  and is currently investigated  

by several researchers [153]. Therefore in  this w ork the m odels are based on  

both expert k now ledge and statistical k n ow led ge obtained from the training 

collection sim ilar to the m ethodologies proposed  in [154] for training of static 

posture recognition system  and in [152] for training of facial em otions classifiers.

The general form of such m odels is sh o w n  in Figure 3.6a. Let us denote 

the neutral value of measure Cu as T^, i.e. the value of Cu w hich does not 

provide evidence either for m erging or n ot m erging. Therefore, in the proposed  

belief structure for value of m easure Cu equal to T£ the entire m ass of belief 

is associated w ith  D O U B T  (M E R G E  U D O N T M E R G E )  w hile the m asses of 

belief associated w ith  propositions M E R G E  or D O N T M E R G E  are equal to 

zero. A s the value o f Cn decreases(increases) from T£ to T lu(TlL) the mass o f belief 

associated w ith  D O U B T  decreases w h ile  the m ass of belief associated w ith  

M E R G E ( D O  N T  M E R G E )  increases. Finally, for values of Cu below(above) 

T^(T[L) the entire m ass of belief is associated  w ith  M E R G E ( D O N T M E R G E )  

and the m ass of belief associated w ith  D O U B T  is equal to zero.

Taking Into A ccount Source R eliab ility

Figure 3.6b sh ow s an exam ple of the BBA from Figure 3.6a discounted by fac­

tor a u =  0.3. It should  be observed that d iscounting sim ply transfers the be­

lief from propositions M E R G E  and D O N T M E R G E  to D O U B T  ( M E R G E  U 

D O N T M E R G E ) .

Clearly, the difficulty then lies in the correct choice of the thresholds 7\{, T£, 

T £  and d iscounting factor a u  for each source of information. All the above
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param eters are estimated using the training collection as discussed later in 
section 3.7.4.

Com bining Inform ation Sources

Although the general form of belief structures (BBA) is rather intuitive the 
result of combining such BBA for two or more information sources using 
the D em pster's combination rule from equations 3.11 and 3.12 may not be 
immediately apparent. Therefore, let us consider an example where two belief 
structures m u and m v are combined using the above rule. According to 
equation 3.12 the combined belief structure m® is com puted as follows:

m® (M ERGE)  =  (inu(MERGE) ■ m u{MERGE) +

+ m u(MERGE) ■ m v{DOUBT) +

+ m u(DOUBT)  - m v(M E R G E )j  (3.18)

m® {DO N T  M E R G E )  =  -  —  {mu(DO N T  MERG E)  ■ m v(DONT MERGE) +

+ m u(D O NT MERG E) ■ m v (DOUB T) +

+ m u(DOUBT) ■ m v(DO N T  M E RG E))  (3.19)

» { D O U B T )  =  — ( i »„ (D O U BT )  ■ m „ ( D O U B T ))) (3.20)

K  =  m u(MERGE) ■ mv(DO NTM ERG E)  +

+  m u(DO NT MERG E)  ■ m v(MERGE)  (3.21)

M erging Cost

In the proposed approach the new cost of merging of two neighbouring regions 
rj and rj based on evidence from one or a combination of sources is defined 
using an empirically derived formula:

Crotal (h 3) =  m ^ D O  N T  M E R G E ) -  m® „ (M E R G E ) (3.22)
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Table 3.1: Combination of two BBA using the D em pster's combination rule. 
Each table entry indicates hypothesis supported by a certain conjunction of belief 
masses from the individual BBA.

niu
mv

MERGE DOUBT DONTMERGE

MERGE MERGE MERGE f»(K)
DOUBT MERGE DOUBT DONTMERGE

DONTMERGE 9{I<) DONTMERGE DONTMERGE

where m® ̂ (D O N T M E R G E )  and (M E R G E )  are combined beliefs that 
measurements obtained for the pair r,; and r 3 from all integrated sources of 
evidence support the hypothesis M E R G E  and D O N T M E R G E  respectively.

The greater (lower) the belief that measurements obtained for the link between n  
and rj from all combined sources of evidence support the proposition M E R G E  
the lower (greater) the cost of merging. Analogically, the greater (lower) the 
belief that the measurements belong to class D O N T M E R G E  the greater (lower) 
the cost of merging. Note that the belief associated w ith proposition D OU BT  
(M E R G E  U  D O N T M E R G E )  does not explicitly contribute to the final cost of 
merging. The above formula is further clarified in the next section that discusses 
the design of BBA for each source of information.

3.7.4 Designing Belief Structures for each Source of Information

The design of BBAs for each source of information Su involves selection of the 
thresholds T/t, T£, T ' and the discounting factor a u all of which are estimated in 
the proposed approach using the training collection. This section describes the 
general approach to estimation of the above param eters and discuses in detail 
the BBA constructed for colour, adjacency and changes of shape complexity.

General Approach to Estimation of T l, T c, and T r

For a source of evidence providing measurement Cu of a certain property 
of links between region pairs the thresholds T/(, T£ and T.[ are found by 
computing some statistics of Cu from examples of links which "should" or 
"should not" be merged. The training collection, containing examples of links 
with an associated set of measurements (i.e. colour homogeneity and geometric 
properties) and classified as either "link to be merged" or "link which should not 
be merged" is automatically generated using the training collection of images 
with ground-truth. It should be stressed that such a collection of links cannot 
possibly be created directly by a m anual annotation. Firstly, such an annotation 
of all possible mergings between image regions w ould be prohibitively time 
consuming, and secondly the exemplar links should be typical of the ones
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occurring during the RSST merging.

Instead, the training collection of labelled links is created in the following pro­

cedure. Each image from the training collection is segmented using the original 

RSST algorithm implemented as in [140] except that only links corresponding 

to merges completely "compatible" w ith  the ground-truth mask are allowed to 

compete for merging and consequently merged. In  other words, each image is 

segmented by the original RSST algorithm constrained to produce segmentation 

identical to the ground-truth segmentation mask. When the number of regions 

becomes lower than the number specified as the beginning of the second seg­

mentation stage (which in all experiments is set to 100 as it has been explained 

in  section 3.3) all relevant properties (i.e. colour homogeneities, geometric prop­

erties, and category: either "should be merged" or "should not be merged") of 

all newly created links are computed and stored in the training collection.

Once the training collection of links is generated the parameters T^, T£ and 

can be estimated. First, it should be recalled from Figure 3.6a that for a 

perfectly reliable source, the parameters and T 7a define the limits of the 

range of values of measure Cu for which the masses of belief associated w ith  

propositions M E R G E  and D O N T M E R G E  are lower than one, i.e. the mass 

of belief associated w ith  D O U B T  is greater than zero. In  other words, for 

values of Cu lower (greater) than T lu (T£) the mass of belief associated w ith the 

proposition M E R G E  (D O N T M E R G E ) is equal one. Thus, the parameter T£ 

( T TU) can be estimated by finding the m inim um  (maximum) value of Cu in the 

training population of links which should (should not) be merged. In fact to 

avoid bias caused by a single link (e.g. generated from an "accidental" manual 

segmentation) the above measures are found individually for each image in the 

training collection and the final values of parameters T lu and T[t are computed 

as their average values. Formally, assuming training collection T  containing N  

images, values of parameters ^  and T ^ 1'1 estimated based on image I  G T  
are computed as:

(3.23)

and
(3.24)

where (i, j)  denotes link between a pair of neighbouring regions rt and r,-. Q(Ij 
and denote sets of such links generated from I  which "should" and "should 

not" be merged respectively. Finally T lu and T /(' are computed as average values 

of T u ^  and respectively over the entire T :

(3.25)
v / e r
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and

= f u {1) (3-26)
V /e T

N o w  let us recall that the parameter T£ defines the value of measure Cu for 

w hich the mass of belief associated w ith  proposition D O U B T  (M E R G E  U 

D O N T M E R G E )  reaches maximum. In  this w ork the value of T£ is computed 

sim ply as m id point of and T„.

G eneral Approach to Estimation of D iscounting Factor a

The parameter a u reflecting the reliability of the source Su is found differently 

than the previously discussed parameters. First of all, for simplicity the dis­

counting factor corresponding to colour homogeneity « [ is always set to one 

since intuitively the evidence provided by colour homogeneity is the most reli­

able of all sources utilized in this work. For the remaining sources discounting 

factors are found by combining them w ith  the colour homogeneity criterion us­

ing the proposed framework and searching for discounting factor/factors mini­

m izing the average spatial segmentation error on the training collection.

I t  should be stressed that although the above parameter estimation procedure is 

intuitive and performs well for all evaluated sources it is also rather crude and 

an alternative solution should be possible. For example, all parameters could be 

optim ized simultaneously in a procedure similar to the one employed currently 

only for the estimation of discounting factors. However, even in such a case, the 

procedure described in this section could be used to provide the initial estimates 

of each parameter.

BBA for Colour Hom ogeneity

Two colour homogeneity criteria which performed particulary w ell in the 

experiments presented in section 3.5 are further tested w ith  the new integration 

fram ework. They are the modified colour homogeneity criterion Cavg based on 

the region's mean colour (formula 3.2) and the colour homogeneity criterion Cext 
based on the extended colour representation (formula 3.2).

Before discussing the mapping of the abovementioned measures into belief 

masses it should be first noted that they are not invariant to image size. Therefore 

for the purpose of integration in the proposed fram ework both measures are 

norm alized by the size of the entire image Aj: C'avg( i , j ) = Cav̂ ’̂  and 

C'ayg (i , j ) =  . Such normalization does not affect the merging order.

Let us also recall from Figure 3.6 that in the proposed form of the belief structures 

values smaller than T l are mapped to identical masses of belief assigned to 

proposition M E R G E . To ensure differentiation between small differences in
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Table 3.2: Parameters T l, T c, T r, and a  for colour homogeneity measures BBA.
colour homogeneity T r p r a

Cavgt (Qavg =  6.0) 0.0 2.1 x 10s 4.2 x 108 1.0
Cexh (Qext =  4.0) 0.0 9.4 x 10“ 5 18.8 x 10“5 1.0

Table 3.3: Estimated values of discounting factor a aiij for use in combination 
with other features.________________________________________

_______[ Cgyg ] \Cavg,Cjcpx\ [Cefft] \.Cext fCcpx]
ctgdj 0.4_______ (L4_______ L0_______(L6____

colour homogeneity, parameter T l is set to zero for all colour homogeneity 
criteria. Interestingly the automatically estimated values of T l based on the 
procedure described in the previous section are typically very small and also 
lead to correct results.

The set of param eters completely defining BBA for both colour homogeneity 
measures found using the entire available image collection are shown in Ta­
ble 3.2.

Interestingly, it can be shown that utilizing only the colour homogeneity crite­
rion in the above framework (without additional sources of evidence) results in 
a merging order identical to the one which w ould be produced by directly using 
the colour homogeneity criterion. This can be seen by looking at equation 3.22 
defining the new merging cost and the general form of BBA from Figure 3.6. 
If only the colour information is used the combined belief structure m® reduces 
simply to just the colour's BBA and the value of Crotaiihj) increases linearly and 
monotonically for increasing values of colour homogeneity criteria (Cavg( i , j ) or 
Cext{i,j))  from range [0, T r\. As a consequence, formula 3.22 results in the merg­
ing order identical to the one which w ould be produced by utilizing the colour 
homogeneity criterion directly. If a single additional source of evidence is used 
the evidence from this source contributes to the combined belief structure m® 
depending on the mass of belief associated with D O U BT  based on the colour 
homogeneity criterion. In other words, the additional evidence contributes in­
formation m ainly when the evidence provided by the colour homogeneity cri­
terion is indecisive, i.e. for values of colour homogeneity criteria close to T c. 
Therefore, the proposed merging cost integrating multiple sources of evidence 
can be seen as generalization/extension of the merging costs based solely on 
colour.

BBA for Adjacency Measure

Values of param eters T ^ ,  T ^ ,  and T^d- found using the entire image collection 
are 0.0, 0.5, and 1.0 respectively. These values appear sensible since if we recall 
the definition of Cacij from section 3.6.1 values of Ca(ij close to zero indicate quasi-
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Table 3.4: Estimated values of d iscounting factor a cpix for use in com bination
w ith  other features.________________________ ____________________

_________ [Cyrug] [G (iyij,Ca(jj | [Gext] [C'eat/C'qrfj]

Q-cpx 0.9_______ L0_______ L0___________ 0.5

inclusion (one region is alm ost com pletely surrounded by another) whereas 

values close to one indicate "weak" adjacency b etw een  regions. Estimated 

values of d iscounting factor a acy for use in com bination w ith both colour 

hom ogeneity m easures and m easure of change in  shape com plexity are show n  

in Table 3.3.

BBA for Measure of Changes in G lobal Shape Com plexity

The m easure of average change of global shape com plexity Ccpx (defined by  

equation 3.7) requires a more flexible form of BBA. This is due to the fact that 

reliability of evidence provided by the m easure C cpx depends on the length of 

the contour of the hypothetical region (created by  m erging tw o neighbouring  

regions r* and rj)  com m on w ith  the im age border. In other w ords, w henever  

the hypothetical region ry  shares a significant part of its contour w ith the im age 

border the m easure Ccpx does not provide any usefu l evidence. This fact can 

be taken into account b y  additional transfer of the belief from propositions 

M E R G E  and D O N T M E R G E  to the proposition  D O U B T  depending on the 

adjacency of ry w ith  the border of the entire im age. Such transfer can be 

performed by applying an additional d iscounting  operation according to the 

formulas 3.14 and 3.15 for each pair of regions n  and rj.  In this work the 

additional d iscounting factor is defined as:

a 'cpx^ j )  =  l . Q - lj i i  (3.27)
Hj

w here l -Lj  is the perim eter length of r,;7 and la-j denotes the length of the com m on  

boundary betw een  ry  and the entire im age. N o te  that w henever I/¿7 =  kj  the 

total m ass of belief is assigned to proposition D O U B T .  In other words, the 

above m odel is equivalent of using a joint BBA for m easures Ccpx and a'cpx. This 

exam ple is a good  illustration of the ignorance m anagem ent capabilities of BeT.

All necessary param eters of the BBA are estim ated  based only on links w ith  

a'cpx{ i , j ) >  0.5 to avoid  the influence of m eanin gless exam ples8. Values of 

parameters T p̂x, T(?px, and T£px found u sing  the entire im age collection are 

0.7, 1.1, and 1.4 respectively. These values appear sensible since if w e recall 

the definition of Ccpx (equation 3.7) values of C cpx b e low  1.0 indicate that the 

com plexity of the joint region is low er than the average com plexity of the two

8Examples where the hypothetical region rij shares a significant part of its contour with the 
image border.
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Table 3.5: Results of cross-validation for different combinations of features.
Integrated Features Measures Avg. Spadai Segm. Error

original colour hom ogeneity  criterion  [140]
(colour modelled by m ean values of colour 
components;)

C o r i g  (eq.3.1)
Collection A

0.95
Collection B

1.05
Avg.

1.00

m odified colour hom ogeneity  (colour m od­
elled by m ean values of colour components; 
modification of the balance betw een factors 
depending on colour difference and region's 
size;)

C a v g  (eq.3.2) 0.60 0.68 0.64

m odified colour hom ogeneity  and ad ja­
cency m easure

C a V g  (eq.3.2) 
C a d i  (eq.3.6)

0.53 0.65 0.59

m odified colour hom ogeneity  and m easure 
of changes of g lobal shape  com plexity

C a v g  (eq.3.2) 
C c p x  (eq.3.7)

0.49 0.58 0.54

m odified colour hom ogeneity, adjacency 
m easure, and m easure o f changes of global 
shape complexity (complex dependency be­
tween adjacency and changes of global 
shape complexity)

C a v g  (eq.3.2) 
C a d j  (eq.3.6) 
C c p x  (eq.3.7)

0.48 0.64 0.56

colour hom ogeneity based  on  the extended 
colour representation  (the extended colour 
representation and quadratic  distance)

C e x t  (eq.3.5) 0.59 0.67 0.63

colour hom ogeneity based  on the extended 
colour representation  an d  adjacency m ea­
sure

C e x t  (eq.3.5) 
C a d j  (eq.3.6)

0.54 0.57 0.56

colour hom ogeneity based  on the  ex­
tended colour represen tation  and  m easure 
of changes of global shape  com plexity

C e x t  (eq.3.5) 
C c p x  (eq.3.7)

0.50 0.56 0.53

colour hom ogeneity  based  on the extended 
colour representation, adjacency m easure, 
and m easure of changes of g lobal shape 
complexity (complex dependency betw een 
adjacency and changes of global shape com ­
plexity)

C e x t  (eq.3.5) 
C a d j  (eq.3.6) 
C c p x  (eq.3.7)

0.48 0.54 0.51

original regions whereas values above 1.0 indicate increase in shape complexity 

if the regions are merged. Estimated values of discounting factor a cpx for use 

in combination w ith  both colour homogeneity measures and adjacency measure 

are shown in Table 3.4.

3.7.5 Evaluation of the New  Framework for Combining Multiple 
Features

This section presents results of cross-validation obtained by different combina­

tions of features (sources of information). It  should be recalled from section 3.4 

that only the merging order is evaluated here by using the number of regions 

available from the ground-truth as the "optimal stopping criterion". Fully auto­

matic stopping criteria are discussed and evaluated in the next section.

Table 3.5 shows performances obtained by different combinations of features 

during the cross-validation. The first column contains a brief characterization 

of each feature combination. The second column recalls the formulas used to
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compute each homogeneity measure. The performances in terms of average 

spatial segmentation error obtained during the cross-validation for subsets A 
and B  are shown in the third and fourth columns respectively. Column 5 

contains the average error from the two trials. The results for the original RSST 

algorithm are shown in the first row for reference. A ll the remaining rows 

contain results obtained by utilization of a single or m ultiple features using the 

proposed integration framework.

A ll the extensions discussed in previous sections led to some improvement 

of the segmentation quality. The improvements obtained during the cross­

validation are consistent w ith  the improvements promised during the training 

indicating good generalization. The best result was obtained for the approach 

integrating colour homogeneity based on the extended colour representation 

together w ith  the adjacency measure and the measure of shape complexity 

change which almost halved the average spatial segmentation error compared to 

the original RSST approach. Also, manual inspection of the results confirms that 

the proposed extensions significantly improve correspondence of segmentation 

to semantic notions compared to the original RSST approach.

Although the integration of both geometric properties w ith  the colour homo­

geneity based on the extended colour representation further reduces the spatial 

accuracy errors the improvement is not as significant as the one obtained by 

the relatively simple modifications of the colour homogeneity criteria discussed 

in section 3.5. Integration of the syntactic features reduced the spatial segmenta­

tion error by only around 15% comparing to the best colour homogeneity criteria 

used alone (Cext). Clearly, this m ay be attributed to the fact that the results ob­

tained by the proposed modifications of the colour homogeneity criteria on the 

tested collection are close to saturation and subsequent improvements are much 

harder to obtain. M anual inspection of the results indicate that the improvement 

obtained by integration of syntactic features is generally more pronounced in 

cases of difficult lighting conditions, e.g. shadows across a human face, textured 

areas and areas containing many small regions w ith  distinctive colour included 

inside larger objects. Such images constitute only part of the collection used for 

evaluation. The images from the Corel collection, which constitute most of the 

collection used here, are probably one of the most challenging image sets pub­

licly available to evaluate the performance of the syntactic features since many 

of them can be successfully segmented using solely colour homogeneity criteria. 

Therefore an important property of the proposed approach is that the introduc­

tion of syntactic features improves the results wherever possible without degrad­

ing the performance in cases where the colour homogeneity alone is sufficient. 

Nevertheless, the above experiments confirm that syntactic features, although 

useful, can provide only auxiliary evidence to colour information.

Also, integration of both geometric properties, adjacency and shape complexity,
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resulted in a smaller improvement than could be expected from improvements 

caused by each of them individually. In  fact, the performance obtained by 

integrating only one of the two syntactic features is comparable to the one 

obtained by integration of both of them. This result is confirmed by manual 

inspection. This can be explained by the complex relation (dependencies) 

between these features already discussed in section 3.6. For example, it is 

possible that utilization of one feature may affect the geometric properties 

of regions created at each iteration in  a w ay which affects the role of the 

other feature. Moreover, the formulas 3.11 and 3.12 used for combination of 

sources are derived based on the assumption that the sources are independent. 

Combination of correlated sources is currently under investigation by several 

researchers [157] and potential developments in this area could clearly benefit 

the proposed approach.

Representative examples of segmented images produced by the approach based 

solely on the extended colour representation and its various combinations 

integrating the syntactic features are shown in Figure 3.7. As previously, the 

first top five examples show cases where the syntactic features result in lower 

spatial segmentation error than the approach based solely on the extended 

colour representation whereas the bottom five examples show cases where the 

syntactic features increase the error.

In  fact, close manual inspection revealed that the measure of changes of 

global shape complexity alone often produce more meaningful results than 

both syntactic features together except in cases where the initial partition  

contained erroneous regions w ith  complex shape causing further erroneous 

merges attempting to reduce the shape complexity or in cases where some 

objects were over-segmented due to the fact that the regions constituting them 

had already circular or elliptical shape (e.g. a butterfly w ith  relatively small but 

circularly shaped spots w ith  distinctive colour).

Moreover, close manual inspection of the results revealed that, although seg­

mentations obtained using the extended colour representation are often close 

to the one obtained by using the m odified criterion based on regions' average 

colour, in  some cases utilization of the extended representation leads to signifi­

cantly better partitions.

It  should also be noted that the colour homogeneity criterion based on a region's 

average colour (Cavg) does not integrate w ell w ith the adjacency measure, i.e. 

this results in very small improvement. In  fact, integration of CaVg w ith  both 

syntactic features resulted in worse performance that when integrated solely 

w ith  the measure of change in  global shape complexity (Ccpx). This can be 

explained by the fact that the utilization of the adjacency measure causes many 

small regions w ith  irregular shape or semi-included but w ith  relatively different 

colour to be merged at early iterations. Subsequently, the average colour may
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Reference Mask
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S i  i S H ;

Figure 3.7: Segmentations obtained by merging criteria integrating colour homo­
geneity based on the extended colour representation w ith different combinations 
of syntactic features (the required number of regions is known).
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IlTlcl£6 Reference M ssk C^nvg/ ^adjt @cplx Ĝ eicfc/ ^a d jt  ^ cplx

Figure 3.8: Segmentations obtained by merging costs integrating the measure 
of adjacency and changes in global shape complexity w ith  two different colour 
homogeneity criteria: the modified colour homogeneity based on regions' 
average colour (Cavg) and the colour homogeneity based on the extended colour 
representation (Cext)■ The required number of regions is known.

70



3. SEGMENTATION USING SYNTACTIC VISUAL FEATURES

not be sufficient to represent the colour of such regions resulting in some 

erroneous merges in consecutive iterations. The above example illustrates the 

most disappointing limitation of the RSST algorithm which is that it does not 

explore well the solution space. In  other words, in extreme cases more plausible 

merges performed at early iterations may lead to erroneous merges at the later 

stages.

Representative examples of segmented images produced by merging costs 

integrating geometric measures w ith  the two colour homogeneity criteria: CaVg 
and Cext are shown in Figure 3.8. As previously, the first top five examples 

show cases where the extended colour representation results in lower spatial 

segmentation error than the approach based on the modified criterion based on 

regions' average colour whereas the bottom five examples show cases where the 

extended colour representation increases the error.

M anual inspection of the results revealed that evaluation of merging criteria 

using partitions w ith  the number of regions equal to the number of regions 

from the ground-truth may not fu lly  illustrate the effects of the proposed 

extensions. For example, a modification resulting in a more meaningful partition 

but producing a significant number of small regions w ith distinctive colour has 

a serious disadvantage when evaluated using the proposed methodology. In  

other words, the high number of small regions may lead to significant under­

segmentation of the remaining parts of the image in order to reduce the overall 

number of regions to the number of regions from the ground-truth. More 

meaningful comparison of merging criteria could be achieved by analyzing all 

partitions produced during the merging process and taking into account only 

the partition w ith  m inim um  spatial segmentation error.

3.8 Stopping Criterion

Segmentation of scenes into semantic entities based solely on low level features 

is an ill-posed problem and building systems relying on such single partitions 

should be avoided whenever possible. Instead the segmentation should produce 

a hierarchical representation of the image, e.g. BPT. However, currently 

many applications, including CBIR systems discussed in section 2.2, can utilize 

only a single partition of the scene. Moreover, even in scenarios where the 

segmentation is used to produce a hierarchical representation of the image it 

is often necessary, e.g. due to reasons of efficiency, to identify a single partition 

within such a representation most likely to contain a meaningful segmentation -  

see for example [41]. In  particular, a stopping criterion could be used to select a 

range of the most likely meaningful partitions or at least to identify the top nodes 

in such hierarchical representations which are often meaningless, i.e. correspond 

to merging different semantic entities.
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This section discusses the feasibility of producing such single partitions aligned 

w ith  the semantically meaningful entities present in the scene by stopping the 

region merging process. It is assumed that potential applications can benefit 

from single partitions despite their limited accuracy. First, a very simple but 

common stopping criterion based on value of Peak Signal to Noise Ratio (PSRN) 

between the original and segmented image (reconstructed using mean region 

colour) [41] is discussed. This is followed by a proposal of a new approach to 

stopping the merging process.

3.8.1 S to p p in g  C r ite r io n  Based on P S N R

In  this case a single partitioning of the image is achieved based on value of PSNR  

between the original and segmented image (reconstructed using mean region 

colour) -  see for example [41]. First, let us assume that all merges performed  

during the region merging process are stored in a Binary Partition Tree (BPT) 

together w ith  values of PSNR at each merging iteration. A  single partition is then 

obtained from the BPT by deactivating nodes following the merging sequence 

until the value of PSNR falls below a pre-defined threshold.

The threshold is typically chosen in an ad-hoc manner to suit a particular 

application. In  this work, only the luminance information is used in order to 

lim it the computational complexity.

Formally PSNR for an M  x TV image is computed as:

P S N R  = 20 log10 _ _  M A X l ^  2g)

E £  0 1 E i i o 1 -  * ( M ) ) 2

where L is the original image (luminance information only) and K  is the 

segmented image reconstructed using mean region intensities. M A X l is the 

m axim um  luminance value.

The main drawback of such an approach is that PSNR values do not reflect 

correctly the sim ilarity between the original image and the segmented one. This 

is particulary apparent for textured regions or regions w ith  gradual changes of 

colour. For example it is impossible to chose a single threshold which can result 

in a meaningful segmentation of both: images containing objects consisting of 

heavily textured regions and images containing semantically different objects 

but which have sim ilar colour, e.g. compare the image from Figure 3.10a w ith  

the image from Figure 3.10b).

Here we take advantage of the evaluation methodology used in previous 

sections to demonstrate the influence of different values of the threshold (Tp s n r ) 

on the spatial accuracy of the segmentation and compare the approach w ith  

the case when the optim al number of regions is used. The stopping method is
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evaluated in combination w ith  several selected region merging criteria described 

in the previous sections.

Figure 3.9 shows the segmentation quality obtained for the entire collection by 

six homogeneity criteria for different values of the threshold Tpsnr used to stop 

the merging process. The results of cross-validation are shown in Table 3.6.

N ot surprisingly, the stopping criterion based on PSNR obtained significantly 

higher spatial segmentation error comparing to the "m anual" stopping criterion 

for all merging criteria except the original RSST algorithm. This is confirmed 

by visual inspection of the segmentation masks -  see the 3rd column from  

Figure 3.12. Interestingly, Figure 3.9 suggests that different merging criteria may 

be suitable for different stopping conditions, e.g. over- or under-segmentation. 

For example, although the original homogeneity criterion (Corig) performs 

relatively well in cases of under-segmentation (Tp s n r  below 44dB forces the 

creation of large regions) it is significantly outperformed by the new merging 

criteria when over-segmentation is required.

Although for the majority of the evaluated merging criteria the lowest spatial 

segmentation error was obtained for T p sn r  close to 44dB  manual inspection 

of the results revealed that for many images this value results in strong under­

segmentation. This can be explained by the fact that m any of the images in the 

collection contain a small number of objects, often textured, for which the above 

value of T p s n r  produces results close to optimal.

Interestingly, the lowest spatial segmentation error was obtained by the merging 

criterion integrating the colour homogeneity based on the extended colour 

representation and the measure of changes of shape complexity alone. The above 

merging criterion not only obtained the best performance for the optimal value 

of Tp sn r  =  44dB, but also outperformed other configurations for higher values 

of the threshold, possibly being more general for other collections.

The above results suggest that further improvement could be achieved if the 

merging criteria are optim ized simultaneously w ith  the stopping criterion. Also, 

to fully utilize the improvements proposed in previous sections to merging 

criteria a new stopping criterion is required.

3.8.2 A  N e w  S to p p in g  C r ite r io n

Alternatively to the PSNR-based solution, the merging process could be stopped 

by comparing the cost of merging at each iteration w ith  a predefined threshold. 

However the author's experiments (results omitted for brevity) indicate that 

choosing a single threshold in such cases results either in  over-segmentation of 

some scenes, e.g. w ith  difficult lighting conditions, or under-segmentation, e.g. 

containing objects w ith  similar colour.
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Figure 3.9: Influence of Tpsnr on the average spatial segmentation error.

This section discusses a new approach to obtaining a single partition of images 

in which instead of evaluating the goodness of segmentation at a single iteration 

only, the decision is made based on the evolution of the merging cost accumu­

lated during the complete merging process, i.e. starting from the level of pixels 

and finishing w ith the single region corresponding to the entire image. As in the 

previous approach, the selected partition is obtained from the BPT built during  

the merging process by deactivating nodes following the merging sequence.

First, let us define an accumulated merging cost measure Ccum which measures 

the total cost of all mergings performed to produce t regions as:

CoumW =  (  ^ ,Cmrs(n> ‘f  1 S i <  W, (3 29)
I 0.0 otherwiseV.

where Cmrg(n ) denotes cost of merging of a single pair of regions reducing the 

number of regions from n  +  1 to n  computed using a given merging criterion. 

N i denotes the number of regions in the initial partition, i.e. produced in the 

first merging stage. O nly costs of merging performed during the second stage 

contribute to the value of Ccum.

Figure 3.10 shows measure Ccum plotted for each iteration t of the merging 

process for three images, each presenting a different segmentation challenge. 

The basic idea behind the stopping criterion is to find the number of regions 

t s which partitions the curve Ccum(t) into two segments in such a way so that 

w ith  decreasing values of t, values of Ccum(t) w ithin segment [ l , t a] increase 

significantly faster than for the segment [ta, TV/]. Also it should be possible to 

bias the result towards under- or over-segmentation.

In  the proposed approach t s is found using the method proposed in [158] for 

bi-level thresholding designed to cope w ith  uni-modal distributions (histogram
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Table 3.6: Results of cross-validation of selected merging criteria used w ith the 
FSNR-based stopping criterion._____________________________________________

Integrated Features Measures Avg. Spatial Segm. Error

orig inal colour hom ogeneity criterion [140]
(colour m odelled by mean values of colour 
components;)

Corig (eq.3.1)
Collection A

0.84
Collection B

0.84
Avg.

0.84

m odified colour hom ogeneity (colour m od­
elled by m ean values of colour components; 
m odification of the balance between factors 
depending on colour difference and region's 
size;)

Cavg (eq.3.2) 0.93 0.88 0.91

colour hom ogeneity  based on the extended 
colour represen tation  (based on the ex­
tended colour representation and quadratic 
distance)

Cext (eq.3.5) 0.90 0.76 0.83

colour hom ogeneity  based on the extended 
colour representation  and the adjacency 
m easure

Cext (eq.3.5) 
Cadj (eq.3.6)

0.82 0.77 0.80

colour hom ogeneity  based on the ex­
tended  colour representation and m easure 
of changes of g lobal shape complexity

c ext (eq.3.5) 
CCpx (eq.3.7)

0.74 0.78 0.76

colour hom ogeneity  based on the extended 
colour representation, adjacency m easure, 
and m easure of changes of global shape 
com plexity  (complex dependency between 
adjacency and changes of global shape com­
plexity)

Cext (eq.3.5) 
Cadj (eq.3.6) 
Ccpx (eq.3.7)

0.79 0.78 0.79

based thresholding). The algorithm is based on the assumption that the main 

peak of the uni-modal distribution has a detectable corner at its base which 

corresponds to a suitable threshold point. The approach has been found suitable 

for various problems requiring thresholding such as edge detection, image 

difference, optic flow, texture difference images, polygonal approximations of 

curves and even parameter selection for the split and merge image segmentation 

algorithm [40].

Here, the approach is used to determine the stopping criterion t s based on the 

accumulated merging cost measure Ccum■ Let us assume a hypothetical reference 

accumulated merging cost measure Cref  having a form of a line passing through 

points ( l ,  Ccum{ 1 )) and ( r rum, Ccum{Tcum) ) ,  where Tcum is a parameter whose 

role is explained later. The threshold point t s is selected to maximize the 

perpendicular distance between the reference line and the point ( t s , Ccurn(Ls)J
-  see examples in Figure 3.10. It  can be shown that this step is equivalent to 

an application of a single step of the standard recursive subdivision method for 

determining the polygonal approximation of a curve [159].

Parameter Tcum can be used to bias the stopping criterion towards under- or 

over-segmentation, i.e. smaller values of Tcum bias the stopping criterion to­

wards under-segmentation while larger values tend to lead to over-segmentation. 

However, it should be stressed that it is the shape of Ccum(t) which plays the 

dom inant role in selecting t s.
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Figure 3.10: Stopping criterion based on accumulated merging cost (C'cum) 
for Tcum = 70. The merging order is computed using the extended colour 
representation together w ith  syntactic features. Values of Ccum are re-scaled to 
the range [0, T^m] for visualization purposes.

Figure 3.11 shows the average spatial segmentation error obtained for the entire 

image collection by six merging criteria for different values of threshold Tcum. 
Table 3.7 shows results of cross-validation.

Clearly, the proposed stopping criterion significantly outperforms the PSNR- 

based stopping criterion when used w ith  any of the new merging criteria. It 

should be noted that the best combination of merging criterion (the extended 

colour representation combined w ith  syntactic features) together w ith  the new  

stopping criterion leads to significantly lower average spatial segmentation error 

than the original RSST approach even w ith  the "manual" stopping criterion 

based on the number of regions in the ground-truth mask.

However, it can be seen from Figure 3.11 that the new stopping criterion is not 

suitable for use w ith  the merging criterion from  the original RSST approach. This 

suggests dependency of the new stopping criterion on the balance between the 

regions' colour differences and the size of the regions, i.e. values of qavg and qext 
discussed in section 3.5.

A lthough the merging criterion integrating the syntactic features obtained the 

best performance its quantitative results are comparable w ith  the merging cri-
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T
cum

Figure 3.11: Influence of Tcum on the average spatial segmentation error.

teria based solely on colour proposed in section 3.5. This could suggest that a 

stopping criterion which can fully utilize the benefits of syntactic features yet re­

mains to be found. However, further manual inspection of the results for values 

of Tcujn different than the ones producing the m inim um  spatial segmentation 

error reveals that in  fact the syntactic features have strong positive impact on 

the results, especially for values of Tcum ~  400. This is especially true for the 

merging criterion integrating measure Ccpx which greatly limits the number of 

regions spanning more than one object. The reason this configuration obtained 

slightly worse results in the qualitative evaluation than the configuration based 

solely on colour homogeneity criterion for Tcum ~  400 is due to the fact that in 

some cases it also over-segments large regions. However, practically all cases of 

such over-segmentation are meaningful, i.e. there is a visual difference between 

the created regions.

Figure 3.12 shows selected segmentation results obtained by the original RSST 

algorithm w ith  the PSNR based stopping criterion (3rd column) and segmenta­

tions produced by the best of the proposed approaches: merging criterion in­

tegrating the extended colour representation combined w ith  syntactic features 

together w ith  the new stopping criterion. As in the previous cases, the first five 

rows show examples where the new approach improves the results compared 

to the original RSST and the last five rows show examples where the proposed 

approach obtained higher spatial segmentation error than the original RSST ap­

proach. However, it should be stressed that the latter cases are very rare and 

in fact even in  such cases the partitions appear intuitive. Moreover, it should 

be stressed that all segmentations for the proposed methods were produced for 

values of parameters found in the training process which due to the evaluation  

criterion chosen and the collection used tends to produce under-segmentation. 

As already explained, for the merging criteria integrating the syntactic features 

subjectively better results can be obtained by higher values of Tcum.
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Table 3.7: Results of cross-validation of selected merging criteria w ith the
proposed stopping criterion.

Integrated Features Measures Avg. Spatial Segm. Error

original colour hom ogeneity  criterion [140]
(colour m odelled by m ean values of colour 
components;)

Corig (eq.3.1)
Collection A

0.71
Collection B

0.91
Avg.

0.81

m odified colour hom ogeneity (colour m od­
elled by m ean values of colour components; 
modification of the balance between factors 
depending on colour difference and region's 
size;)

Cavg (eq.3.2) 0.60 0.76 0.68

colour hom ogeneity based on the extended 
colour representation (based on the ex­
tended colour representation and quadratic 
distance)

Cext (eq.3.5) 0.60 0.74 0.67

colour hom ogeneity based on the extended 
colour representation  and adjacency m ea­
sure

Cext (eq.3.5) 
Cadj (eq-3.6)

0.67 0.66 0.67

colour hom ogeneity based on the ex­
tended colour representation  and m easure 
of changes of global shape complexity

Cext (eq.3.5) 
Ccpx (eq.3.7)

0.61 0.67 0.64

colour hom ogeneity based  on the extended 
colour representation, the adjacency m ea­
sure, and the m easure of changes of global 
shape complexity (complex dependency be­
tween adjacency and changes of global 
shape complexity)

Cext (eq.3.5) 
Cadj (eq.3.6) 
Ccpx (eq.3.7)

0.61 0.64 0.63

For comparison, the last column from Figure 3.12 shows the results of the Blob- 

world segmentation algorithm9. The Blob w orld  algorithm has been extensively 

tested and produced very satisfactory results in  the past [29].

Although, in many cases the proposed stopping criterion does not produce 

perfect segmentation, i.e. ideally aligned w ith  the manual segmentation, it 

successfully identifies the most visually salient regions in almost all evaluated 

images. This presents a tremendous opportunity for utilizing such salient 

regions in CBIR systems. It  should be stressed that the method performs 

well on images presenting very different challenges w ith fixed value of the 

parameter Tcum and unlike the stopping criterion based on PSNR very erroneous 

segmentations are extremely rare.

3.9 Future Work

RSST has the advantage of speed and simplicity compared to many other ap­

proaches and proved to be convenient for integration of multiple features. H o w ­

ever, it has also one inherent lim itation which is that it does not exhaustively 

explore the solution space. Future w ork could progress in two main directions. 

One research route could consider solving some of the limitations of the current

’Source code obtained from http:// elib.cs.berkeley.edu/src/blobworld/
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Image Reference M ask Original RSST C KXt, C artj, C cpix Blobworld

PSNR stop. crit. Proposed stop. crit.

Figure 3.12: Selected segmentation results obtained by the fully automatic 
versions of the proposed extensions.
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approach and the second one could focus at the possibilities of adaptation of the 
solutions proposed in this work into other segmentation frameworks especially 
the ones promising a better exploration of the solution space. The new frame­
work for integration of evidence from multiple sources, each w ith its own accu­
racy and reliability, into the region merging process opens many possibilities of 
integration of new features such as texture, additional geometric properties, or 
in the case of video even motion information.

In particular, possible research routes could include:

• U tilization of A dditional Geometric Features - The discussed list of 
geometric properties potentially useful in controlling merging order is 
by no means complete and could be further extended by for example 
symmetry analysis, shape homogeneity (e.g. similarity between parts of 
region's contours), continuity and collinearity [67] (see also section 2.3.3 
for other possible generic geometric measures).

• U tilization of M ulti-scale Colour and Texture Features - The colour ho­
mogeneity could be further extended by integration of texture homogene­
ity, e.g. by adopting the approach from [30], and by incorporation of the 
so-called Boundary Melting approach which favors merging of regions with 
low magnitude of color gradient along their common boundary [105]. In 
fact utilization of features computed from pixel's local neighbourhood, e.g. 
texture or even multi-scale colour information, could provide a remedy to 
the non-optimal exploration of the solution space in the initial merging 
stages. In other words, colour or texture information from a pixel's neigh­
bourhood could help avoid some erroneous merges caused by noise and 
the inability of RSST to find the globally optimal solution. However, uti­
lization of texture or multi-scale colour information could also affect con­
tour localization [31] and increase the com putational complexity.

•  Analysis of Feature D ependencies - The dependencies between geometric 
features could be further analyzed by using techniques like Principal Com­
ponent Analysis (PCA). Also the most recent findings in the area of gener­
alization of TeB to dependent sources of information, e.g. [157], should 
be considered for extending the proposed integration framework. Fur­
thermore, optimization of all param eters of the merging criteria simulta­
neously w ith the optimization of the stoping criteria could lead to more 
significant improvement in segmentation quality.

•  U tilization of an Alternative Technique in the Pre-Segm entation Stage - 
Using an alternative segmentation method to produce the initial partition 
could improve its quality and in consequence also the quality of the final 
segmentation. In fact, the proposed approach, i.e. extensions proposed for 
the second merging stage, could be utilized as a post-processing step to 
any segmentation algorithm.
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•  T ra in in g  and  T estin g  o f  the A p p ro a ch  w ith  O ther C o lle c tio n s  - A s has

b een  already ex p la in ed  in  sec tio n  2.6.4 the s ize  o f  the dataset u sed  for train­

in g  and testing  in  this th esis  is  n o t optim al. Therefore the f in d in g s o f this 

chapter sh o u ld  be con firm ed  w ith  m uch  larger and m ore h eterogen ou s im ­

ag e  co llection s. O ne su ch  co llec tio n  that has b een  m ad e recently  public is 

the B e r k e l e y  S e g m e n t a t i o n  D a t a s e t  [160]. The co llection  conta ins 300 im ages, 

each  seg m en ted  b y  2-6 an n otators. The segm en ta tion  m asks con ta in  closed  

con tou rs o f each  region . A d o p tin g  the co llection  to the ev a lu a tio n  m eth o d ­

o lo g y  u sed  in  th is th esis  w o u ld  require con version  o f the m ask s from  con ­

tour representation  in to  reg ion s. A lso  it cou ld  be extrem ely  in teresting  to 

ev a lu a te  the approach  u s in g  th e  orig inal bou n d ary  d etection  an d  seg m en ­

tation  b en ch m ark  p ro p o sed  for the B erkeley  co llection  w h ich  eva lu ates the  

reg ion s b ou n d aries in  term s o f  p recision  and recall [161].

•  A u to m a tic  A sse s sm e n t  o f  th e  S eg m en ta tio n  Q u a lity  - A lth o u g h , as 

sh o w n  in  th is th esis, au tom atic  im a g e  segm en tation  can be q u ite  su ccessfu l 

for m an y  ty p es o f  im a g es  it  sh o u ld  be also  a ck n o w led g ed  that m an y  

im a g es can n ot be m ea n in g fu lly  seg m en ted  in an autom atic fash ion . This 

p resen ts a sign ifican t ch a llen g e  in  u tiliz in g  su ch  resu lts in  CBIR system s. 

O n e so lu tio n  w o u ld  b e  to  acco m p a n y  the segm en tation  resu lts w ith  a 

con fid en ce m easu re in d ica tin g  h o w  lik ely  it is that it contains a m ean in gfu l 

seg m en ta tio n  w h ich  c o u ld  b e th en  taken into account b y  the CBIR system . 

S uch  con fid en ce  cou ld  be d e r iv e d  b ased  on  the m easure C c u m  p ro p o sed  in  

th is chapter.

3.10 D iscussion

E xten sive ev a lu a tio n  con firm ed  that the p rop osed  m od ification s sign ifican tly  

im p rove  the q u ality  o f the seg m en ta tio n  p rod u ced  b y  the RSST algorithm . C on­

sisten t im p ro v em en t in  sp atia l accuracy  is ob served  through  all c la sses o f tested  

im a g es confirm ing the gen era l n atu re  o f the p rop osed  so lu tion s. In particular, 

the m o st p ro m isin g  o f the fu lly  au tom atic  approaches p rop osed  here reduces  

the average sp atia l seg m en ta tio n  error b y  around 20% com pared  to the orig i­

nal RSST approach  w ith  the sto p p in g  criterion based  on  PSNR. T he p rop osed  

m eth o d , in contrast to m a n y  ex istin g  approaches, in c lu d in g  the B lob w orld  a lg o ­

rithm  [29], p ro d u ces accurate reg io n  bou n d aries. Perhaps the m o st im portant 

property  of the p ro p o sed  a lgorith m  is  that it w ork s relatively  w e ll on  im ages  

from  d ifferen t co llection s, su ch  as standard  test im ages, p rofession a l databases, 

d ig ita l p h o to g ra p h s an d  v id e o  k ey fram es from  broadcast TV, all u s i n g  a  f i x e d  s e t  

o f  p a r a m e t e r  v a l u e s .  T his, a lo n g  w ith  th e  fact that it takes less than  3 secon d s  

on  P en tiu m  III 600 M H z to se g m e n t an  im age o f CIF size  (352x288)10, m akes the 

p ro p o sed  a lgorith m  v ery  attractive for object-based ap p lications su ch  as content-

10Blobworld ,using mostly Matlab code, requires over 30 minutes for this task.
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b ased  im a g e  retrieval in  large co llection s or d efin ition  o f in terest reg io n s for 

co n ten t-b a sed  co d in g  of still im ages in  the con text o f  the JPEG2000 [27, 30], for 

exam p le .

A lth o u g h  the in trod u ction  o f syntactic features red u ced  the spatia l accuracy  er­

rors, the im p ro v em en t is sm aller than  the im p ro v em en t ob ta in ed  b y  the m o d ­

ification  o f the co lour h o m o g en e ity  criterion. Therefore, the exp er im en ts con ­

firm ed  that syn tactic  features, a lth ou gh  u sefu l, can p ro v id e  o n ly  e v id en ce  au x­

iliary  to co lo u r  in form ation. M oreover, the an a lysis o f severa l syntactic  features  

revea led  m ajor ch a llen ges in in tegrating  them  in to  a seg m en ta tio n  fram ew ork  

arisin g  from  stron g  overlap s b e tw een  variou s geom etrica l properties.

T he exp er im en ts  a lso  confirm ed that autom atic  b o ttom -u p  seg m en ta tio n  of 

im a g es  w ith  gen era l content is a n o n  trivial p rob lem  and  therefore u tiliza tion  

o f  a s in g le  p artition in g  sh o u ld  be a v o id ed  w h en ev er  p ossib le . In stead  bottom -  

u p  seg m en ta tio n  sh o u ld  b e rather u sed  to  d isco v er  the hierarchical structure of 

th e  scen e , e .g . for creation o f a B i n a r y  P a r t i t i o n  T r e e s  (BPT) w h ich  can  b e  u sed  

for effic ien t representation  o f the structure o f the scen e  [107], C reation  o f BPT 

h as b een  a d v o ca ted  as an im portant pre-p rocessin g  step  in  m a n y  ap p lica tion s  

in c lu d in g  reg io n -b a sed  com p ression  an d  reg ion -b ased  feature extraction  in  the 

co n tex t o f  M PE G -7 d escrip tion  of content. O n e su ch  ap p lica tion  o f BPT is 

s h o w n  in  sec tio n  3.11 w h ere BPT p rod u ced  b y  the au tom atic  approach  p ro p o sed  

in  the p rev io u s  section s is u sed  to en su re  fast resp on ses o f  a sem i-au tom atic  

seg m en ta tio n  tool.

F in a lly  it sh o u ld  b e stressed  that a sign ifican t effort has b een  d e v o te d  in  this 

w ork  to objective  eva lu ation  o f the p ro p o sed  m od ifica tion s. To the b est o f  the 

a u th o r's  k n o w le d g e  th is is the m ost com p reh en sive  ev a lu a tio n  o f the bottom - 

u p  reg ion  m erg in g  approach currently availab le in  the literature. H ow ever , 

d esp ite  su ch  sign ifican t eva lu ation  effort the author a ck n o w led g es  that so m e  

o f the resu lts  are on  the verge of statistical sign ifican ce, e.g . in tegration  o f the 

syn tactic  fea tu res v ersu s the m od ified  m erg in g  criteria. M any ap p roach es to 

im a g e  seg m en ta tio n  p ro p o sed  in  the p ast h a v e  b een  accom p an ied  b y  o n ly  a 

h a n d fu l o f  ex a m p les . Clearly, the research carried ou t b y  the author in d icates  

that d e v e lo p in g  a general so lu tion  to im a g e  seg m en ta tio n  is  an e lu s iv e  task  and  

gen era lity  o f  a n y  im p rovem en t dem on strated  o n ly  o n  a h an d fu l o f  exam p les  

sh o u ld  b e  a p p roach ed  w ith  an appropriate reserve.

3.11 Semi-Automatic Segm entation

3.11.1 M otivation

The p ro b lem  o f  partition in g  an  im age into a set o f sem an tic  en tities is a fu n d a ­

m en ta l en a b lin g  tech n o lo g y  for u n d erstan d in g  scen e  structure and id en tify in g
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relevant objects. U nfortunately , as already d iscu ssed  in  th is chapter, fu lly  a u to ­

m atic object-based  seg m en ta tio n  rem ains to a large ex ten t an u n so lv ed  prob lem , 

d esp ite  b e in g  the subject o f  s tu d y  for several d ecad es. For a certain class o f m u l­

tim ed ia  a p p lica tion s it is  u n a v o id a b le  not to in c lu d e  u ser  in p u t in  the seg m en ta ­

tion  process in  order to a llo w  sem antic  m ea n in g  to b e  d efin ed  [162]. In the case  

of autom atic tech n iq u es the control over desired  p artition in g  is o ften  p erform ed  

through  a tria l-and-error-based  adjustm ent o f param eters. Clearly, to perform  

ea sy  segm en ta tion , e v e n  b y  an u n sk illed  user, an oth er  form  o f control w h ich  

is  read ily  co n cep tu a lized  is n eed ed . This requirem ent h as lead  to d ev e lo p m en t  

o f s u p e r v i s e d  or s e m i - a u t o m a t i c  approaches w h ere  a user, b y  h is /h e r  in teractions, 

d efin es w h at objects are to  b e  seg m en ted  w ith in  an  im a g e  [32]. The resu lt of 

in teraction  p ro v id es  c lu es  as to  the nature o f the u ser 's  requirem ents w h ich  are 

th en  u sed  b y  an  a u tom atic  p rocess to seg m en t the required object. The typ ica l 

requirem ents for sem i-au tom atic  approaches togeth er  w ith  a rev iew  o f the m o st  

characteristic a p p roach es h a v e  b een  already p ro v id ed  in  chapter 2 (section  2.5.1)

M an y researchers, in c lu d in g  the author, b e liev e  that in  m an y  ap p lica tion s the  

sh ap e o f sem an tic  objects in  im ages can o n ly  b e  accurately  recovered b y  a 

su p erv ised  approach . T his m akes the p rob lem  o f sem i-au tom atic  segm en ta tion  

and  its v ia b ility  ex trem ely  relevant in  the con text o f  th is thesis. For exam p le , 

the sh ap e m a tch in g  tech n iq u e  p resen ted  in chapter 5 a ssu m es that the contours  

are a lready extracted . In ap p lica tion s w h ere  an au tom atic  partition ing  o f scen es  

in to  sem an tic  en titie s  (b o t t o m - u p  approach) is im p o ssib le , in c lu d in g  the user in  

the seg m en ta tio n  p ro cess  m igh t p rov id e  a feasib le  a lternative, esp ec ia lly  if the  

co llection  is sm a ll or in  th e  case o f v id eo  w h ere the object segm en ted  in  on e  

im a g e  can b e  su c c e ss fu lly  tracked over several fram es.

A s already d isc u sse d  in  chapter 2, another v iab le  a lternative to object seg m en ­

tation  and su b seq u en t recogn ition  is a t o p - d o w n  ap p roach  w h ere a m o d el o f  an  

object is created  o ff-lin e  an d  su b seq u en tly  u sed  for recogn ition  in  u n seen  im ages. 

E ven  in  th is scen ario  ty p ica l sh ap e  m od els require ten s of contour exam p les  

therefore p ro v id in g  a d d itio n a l m otivation  for the research on  sem i-autom atic  

seg m en ta tio n  ap p roach  carried  ou t in  the rem ainder o f  this chapter. Specifically, 

the tool d escrib ed  in  th is sectio n  has p roven  to be particu larly  usefu l in  the con ­

text o f  con stru ction  o f  statistica l sh ap e m o d e ls  as d escr ib ed  in  chapter 7 w h ere  

it is u sed  for extraction  o f accurate contour ex a m p les  from  a set o f im ages. The 

so lu tio n  p resen ted  in  th e  rem ainder of this chapter tak es fu ll ad van tage o f the  

autom atic ap p roach  an d  all p ro p o sed  ad van ces d escr ib ed  in  the first part o f this 

chapter.

3.11.2 User Interaction

Various strateg ies for user in teraction  for extraction  o f accurate objects h a v e  b een  

a lready d isc u sse d  in  sec tio n  2.5.1. The author b e lie v e s  that on e of the m ost
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in tu itiv e  sch em es for user in teractions is the f e a t u r e - b a s e d  approach  w here the 

u ser  is a llo w ed  to draw  o n  the scen e, typ ica lly  b y  p la c in g  m a r k e r s  in  a form  of 

s in g le  p o in t s e e d s  or by d ra g g in g  a m o u se  over  the im a g e  an d  creating a set o f  

lab elled  s c r i b b l e s  for objects to b e  segm en ted . Tw o or m ore d ifferent m arkers (or 

scribbles) can h ave the sa m e label, in d icatin g  d ifferent parts o f  the sam e object 

in  the im age.

A n  e legan t and efficient so lu tio n  to im age p artition in g  b a sed  on  scribbles w as  

describ ed  in  [38] w h ere  the in p u t im a g e  is a u tom atica lly  p re-segm en ted  into re­

g io n s  and  represented  as a B i n a r y  P a r t i t i o n  T r e e  (BPT) to  a llo w  rapid  responses to 

u ser 's  actions. The tree structure is  u sed  to en co d e  s im ilar ities b e tw een  regions 

p re-com p u ted  d u rin g  the au tom atic  segm en tation . T his structure is then u sed  to  

ra p id ly  propagate the labels from  scribbles p ro v id ed  b y  th e  user to large areas 

(reg ions) of the im age. T his so lu tio n  w as ad ap ted  b y  th e  author as it prom ised  

h ig h  sp eed  efficiency crucial in  ap p lica tion s in v o lv in g  u ser  interactions. A lso  it 

a llo w e d  co n v en ien tly  tak ing  ad van tage o f the d e v e lo p m e n ts , presented  in  the 

first part of this chapter o f  incorporating  syntactic  fea tu res in to  autom atic seg ­

m entation .

S ince the prim ary goa l o f  the too l d ev e lo p ed  b y  th e  au th or is extraction of a 

s in g le  c losed  con tou r from  a se t o f  im ages (see chapter 7) th e  a llo w ed  interaction  

is  restricted to o n ly  tw o  objects referred in  the rem ain d er o f  this chapter as 

foregrou n d  and background . B oth objects can  b e  m a d e  up  o f an arbitrary 

n u m b er of regions, h o m o g e n o u s  according to a certain  criteria. O n ly  tw o sets of 

d isco n n ected  scribbles are required: on e for foregrou n d  an d  o n e  for background. 

T he author's ob servation s in d icate  that the ab ove  restriction  greatly sim plifies  

u ser  interaction and  su b seq u en t interpretation  o f the resu lts. In particular, on  a 

standard  PC, foregrou n d  and  b ackground  can b e  a sso c ia ted  w ith  left and right 

m o u se  buttons respectively . T he scribbles can h a v e  a co m p lex  sh ap e and cover  

large areas or can b e as sm a ll as on e  pixel.

3.11.3 Im plem entation Details

T he basic idea o f the approach  can  be fou n d  orig in a lly  in  [38]11 and som e im ­

p lem en tation  d eta ils  w ere  a lso  p ro v id ed  in  [107]. T his sec tio n  a im s at p rovid ing  

a d eep er  illustration  o f the central im p lem en ta tion  is su e s  and  d iscu sses som e  

ch o ices  m ad e b y  the author. In particular, it p ro v id es a n  alternative and sim pler  

so lu tio n  to b ottom -u p  lab el p rop agation , d em on stra tes so m e  flaw s of the strat­

e g y  su g g ested  in  [107] for fillin g  o f  the entire im a g e  sp a ce  an d  presents a sim p le  

so lu tio n  to the ab ove problem .

11 [38] discusses various applications of BPT representation the context of MPEG-4 and MPEG-7 
standards.
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Creation of BPT

In the au th or's im p lem en ta tio n , th e  BPT is  created u sin g  the autom atic  seg m en ­

tation  approach  describ ed  in  th is first part of the chapter. The syntactic  approach  

w a s  preferred over the orig in a l RSST algorithm  b ecau se, as w a s dem on strated  

in  section  3.7.5, in  m o st cases, it resu lts  in  a m ore in tu itiv e /m e a n in g fu ll m erging  

order. In other w ord s, the in corp oration  o f the syntactic features in  the pre­

seg m en ta tio n  stage lea d s to the crea tion  o f m ore m ean in gfu l partitions, w h ich  is  

esp ec ia lly  im portant at the h ig h er  le v e ls  o f BPT w h ich  are c lo se  to the root. O ne  

can  sp ecu la te  that th is sh o u ld  im p ro v e  the in tu itiv en ess  and  efficiency o f user  

in teractions e.g. b y  a llo w in g  the seg m en ta tio n  process m ak e m ore "intelligent"  

d ec is io n s  in  areas o f  the scen e  w h e r e  there is n o  exp licit in form ation  prov id ed  

b y  the users interactions.

To en su re that ev ery  part o f  the im a g e  can  be sp lit, if required b y  the user, the 

co m p le te  BPT (starting from  th e le v e l  o f  p ixels) is used .

Propagation of Labels - Basic Idea

In the approach describ ed  in  [38], o n ce  the im age is p re-segm en ted  and the BPT 

is  created, the user can  start in teraction s b y  ad d in g  "drags" to the orig inal im age. 

Each tim e a n e w  drag  is  a d d e d  th e  autom atic  process u p d a tes  the segm en tation  

m ask . T he basic id ea  b eh in d  th is p rocess is to a ssign  reg ion s co in cid en t w ith  

m o u se  drag to that object. H o w ev er , a region  can b e a ssig n ed  to an object 

o n ly  if it co in c id es w ith  m o u se  d ra g s w ith  on ly  on e  lab el (on ly  on e object) 

- o th erw ise , a conflict occurs. T he BPT is  u sed  to se lec t the largest p ossib le  

reg io n s (areas) w ith o u t su ch  con flic t (contain ing scribbles for on ly  on e object). 

C onflicts are id en tified  b y  p ro p a g a tin g  labels of the m o u se  d rags from  leafs 

(p ixels) tow ard s the root o f  the BPT (w h o le  im age). The algorithm  w orks in  

three m ain  stages [107]: (i) a s s ig n m e n t of labels from  scribbles to leafs (p ixels), 

(ii) u p w ard s (b ottom -up) p ro p a g a tio n  o f n o d e  labels to their parents (rem aining  

n o n -lea f n o d es) if there is  n o  con flict, and  (iii) to p -d o w n  prop agation  o f labels  

so , in  each  zo n e  o f  in flu en ce , ch ild  n o d e s  h ave the sam e label as their parents. 

N o te  that, as a resu lt o f th e  a b o v e  p rocess, a certain n u m b er o f n o d es  m ay  

rem ain  w ith o u t lab els, ju d g ed  as b e in g  "too different" w ith  respect to the regions  

d efin ed  by the scribbles [38],

T he m o st in terestin g  o f the a b o v e  three stages is the b o ttom -u p  propagation . In 

the im p lem en ta tion  su g g e s te d  in  [107] the propagation  p reced es from  the lo w est  

le v e ls12 o f the BPT to the root. For ea ch  n o d e  from  the current lev e l, its associated  

label is  p rop agated  to its p aren t o n ly  if  n on e  of the s ib lin g 's  d escen d an ts h ave  

b een  a ssig n ed  a d ifferen t lab el. W h en  a n od e  has tw o  ch ild ren  w ith  tw o  different

12Level corresponds to the location of the node within the hierarchy (root is at the top level, its 
children are one level below, etc.).
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F igure 3.13: Label propagation , i.e. id entification  o f the largest p ossib le  
reg io n s w ith o u t conflict: (a) - Initial BPT. Labels (F), (B) and  (U) correspond  to 
foregrou n d , background  and  u n k n o w n  object respectively , (b) - BPT after label 
p rop agation , thicker lines in d icate  the u p w ard  label p rop agation . Labels (C) 
d en o tes  conflict. N o d e s  su rrou n d ed  b y  d otted  squares (RZI) w ill  b e se lected  for 
th e  con stru ction  o f the initial m ask. T he n o d e  m arked w ith  the star is an  exam p le  
o f an  area (zon e) w ith o u t a label.

lab els con flict is detected . This resu lts in  the creation  o f the z o n e s  o f  i n f l u e n c e  

(subtrees) for each  label form ed  b y  n o d e s  w ith o u t conflict -  see  ex a m p le  from  

F igure 3.13. The h ig h est n o d e s  in  su ch  zo n es, referred to  in the rem ainder of 

th is ch ap ter as r o o t  o f  z o n e  o f  i n f l u e n c e  (RZI), can be id en tified  b y  search in g  for 

n o n -co n flic t n o d e s  w h o se  parent is  m arked w ith  the label in d ica tin g  conflict. 

A ssig n in g  lab els to all p ixels  in  each  zo n e , a ssu m in g  that its RZI is  lab e lled  w ith  

a k n o w n  lab el, requires to p -d o w n  p rop agation  starting from  a g iv e n  RZI. The 

a b o v e  p roced u re lead s to fast c lassification  o f large reg ion s ev en  if  th e  p rov id ed  

scribb les co n sist o f on ly  a fe w  p ixels.

A u th o r 's  Im p lem en ta tio n  o f  L abel P rop agation

T he a lgor ith m  for b ottom -u p  p rop agation  p rop osed  in  [107] v is its  all n od es  

o f th e  BPT (excep t leafs) p roceed in g  lev e l b y  lev e l and u p d a tes  their labels. 

A lth o u g h , th is a lgorithm  m a y  h elp  in  u n d erstan d in g  the overa ll approach, it 

can  b e  sign ifica n tly  s im p lified  thereby red u cin g  com p u ta tion a l com plexity . The 

m a in  in co n v en ien ce  in im p lem en ta tion  o f the orig inal approach  is cau sed  by  

th e  req u irem en t to organize n o d es  in to  levels . M oreover, the approach  d o es  not 

take a d v a n ta g e  o f the fact that it is  n o t necessary  to v is it  all n o d e s  as conflicts 

can  occu r o n ly  o n  paths b e tw een  lab elled  leafs (m arked d irectly  b y  th e  scribbles)
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an d  the root. B e lo w  is  the co m p lete  a lg o r ith m  for b ottom -u p  label p ropagation , 

d ev e lo p ed  b y  the author, w h ich  rectifies the a b ove  w eak n esses.

T he procedure b eg in s  by in itia liza tion  o f all leafs (p ixels) w ith  on e  o f three labels: 

F o r e g r o u n d  (F), B a c k g r o u n d  (B) or U n k n o w n  (U ) accord ing  to the d rags m ad e by  

the user. A ll rem ain ing  n o d es  are in itia lized  as U n k n o w n  (U) -  see  exam p le  

from  Figure 3.13a. The p rop agation  p ro ceed s  u p w a rd s a lon g  paths b e tw een  

labelled  leafs (p ixels  m arked  b y  a m o u se  drag) an d  the root. N o te  that leafs 

are p rocessed  sequentia lly , i.e. for a g iv e n  la b elled  leaf the com p lete  p ath  to the 

root is u p d ated  b efore p rocessin g  the n ex t leaf. L abels b e tw een  a g iv en  lab elled  

lea f and the root are u p d ated  as fo llow s: For a g iv en  n o d e  (or in itia lly  a leaf) n ,  

if its parent n o d e  is  labelled  as u n k n o w n  (U) the label from  the current n o d e  is 

a ssig n ed  to  th e  parent and  th en  the p roced u re is repeated  for the parent. If the 

parent n o d e  h as b een  already m arked  (b y  p rop agation  from  another scribbled  

lea f (pixel)) w ith  the sam e label as its ch ild  th en  the p rop agation  stop s (for this 

leaf). If a conflict b etw een  lab els o f  the current n o d e  and  its parent is  d etected  

th en  the p arent is m arked w ith  lab el C o n f l i c t  (C). N o te  that since in  su ch  a 

case the p rop agation  tow ard s the root co n tin u es, labels (F) or (B) a ssig n ed  b y  

p rop agation  from  another scribb led  lea f p ro cessed  before w ill be overw ritten  

w ith  label (C). O f course, the conflict p ro p a g a tio n  w ill stop  if the parent is 

already m arked  w ith  (C) (by p ro p a g a tio n  from  other leafs). This m akes the final 

resu lt (result after p rocessin g  all leafs) in d e p e n d e n t on  the order in  w h ich  leafs 

are processed . B e lo w  is the p se u d o  c o d e  o f  the p rop agation  procedure for a 

sin g le  leaf:

INPUT: Leaf I with a known label (F or B)
VARIABLES: r  - root

n - current node 
p - parent of n  

OUTPUT: Updated labels on the path from I to r
1. START: n — » I ; p  —> n. parent;
2. WHILE ( p ±  r  A N D  n.label +  p.label )

{
IF ( p.label =  U ) THEN p.label —> n.label; ELSE p.label —> C;
n —> p ; p —► n.pa rent ;

}

T he ab ove a lgorith m  is n o t o n ly  m ore stra igh tforw ard  to im p lem en t than the one  

p rop osed  in  [107], b u t a lso  lea d s  to a red u ction  in com putational com plexity. 

Since the p ro p a g a tio n  is p erform ed  o n ly  b e tw e e n  scribbled  leafs and  the root, 

and  typ ica lly  the nu m b er o f scribb led  p ix e ls  is  m u ch  sm aller than the total 

num ber o f p ix e ls  in  the im age , o n ly  a sm a ll p ercen tage o f all n o d es from  the 

BPT h ave to b e  u p d ated . For in stan ce, in  the m o st d em a n d in g  exam p le  from

Figure 3.16 (CIF size) o n ly  2% p ercent o f  all n o d es  had  to be u pdated . This

corresp on d s to a red u ction  in  ex ecu tio n  tim e for the bottom -up  p rop agation
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from  15m s to 1m s o n  an  Intel P en tiu m  III 600M H z w h e n  com pared  w ith  the  

au th or's  im p lem en ta tio n  o f the orig inal a lgorithm  v is it in g  all n od es. A lth o u g h  

b oth  ap p roach es lea d  to real tim e execu tion  o n  a m od ern  PC this m ay  b ecom e  

an  im portant a d v a n ta g e  w h e n  com p u tation a l resources are lim ited , e.g . on  

h a n d h e ld  d ev ices . A n  ex a m p le  of su ch  prop agation  can b e  seen  in  F igure 3.14b  

w h ich  d em on stra tes an attem pt at extracting the g irl's face from  the cluttered  

b ackground .

A lth o u g h , the a b o v e  im p rovem en ts seem  v ery  en cou rag in g , the b ottom -u p  

p rop agation  is  o n ly  o n e  o f  tw o  m ain  step s in  the lab ellin g  algorithm . M oreover, 

it sh o u ld  be rem em b ered  that, the com p u tation a l cost o f  the p ro p o sed  so lu tio n  

d ep en d s  o n  the n u m b er o f scribbled  p ixels  and  in extrem e cases, e .g . w h o le  

im a g e  covered  b y  scribbles, the com p u tation a l cost can  be equal to or ev en  

ex ceed  the cost o f  th e  orig inal approach  from  [107]. H ow ever, tak ing in to  

accou n t that su ch  s itu a tio n s sh o u ld  n ot occur in  practice, the p ro p o sed  so lu tio n  

is  still an  attractive alternative.

Labelling the Entire Image

U nfortunately , the B PT -based lab ellin g  procedure d o e s  not guarantee that all 

parts o f  the im a g e  w ill be c lassified  as part o f  a k n o w n  object. Som e o f the  

su b trees m a y  n o t con ta in  an y  leaf w ith  a k n o w n  label ((F) or (B)) -  see  the n od e  

m arked  w ith  a star in  F igure 3.13b. [38] con clu d es that sin ce  there is  in su ffic ien t  

in form ation  regard in g  th e  u n lab elled  reg ion s th is is in  fact an attractive feature  

o f the approach  and  the u n labelled  reg ion s can b e  c lassified  by the user d efin in g  

ad d itio n a l m arkers. It a lso  su g g ests  that fillin g  the entire im age space can be  

u sefu l o n ly  for sp ec ific  app lications.

T he au th or 's ob serv a tio n s ind icate  that the ab ove con c lu sio n  w o u ld  h o ld  o n ly  if 

th e  h ierarchy (sim ilarities) o f reg ion s represented  b y  the BPT a lw a y s represents  

the true (or at lea st ex p ected  b y  the user) sem antic  structure o f the scene. In 

practice, the tree is  con stru cted  w ith  lim ited  h o m o g en e ity  criteria w h ich  are 

often  n o t su ffic ien t to  p rod u ce  reg ion s w ith  a h ig h  p robab ility  o f corresp on d in g  

to sem an tic  n o tio n s  [38]. T he m ain  ad van tage o f  BPT is that it sh o u ld  represent 

o n ly  the m o st u se fu l m erg in g s o f the reg ion s [107], H ow ever , in practice som e  

o f the im p ortan t m erg in g s  m a y  be m issin g . For exam p le , F igure 3.14c sh o w s  

an  attem p t to  p artition  the com p lex  scen e from  Figure 3.14a in to  a TV set and  

su rro u n d in g  b ack grou n d . A ccord in g  to  sim ilarities stored  in  the BPT, the region  

corresp o n d in g  to  th e  g irls hair is m ore sim ilar to the reg ion  corresp on d in g  to  

the centre o f  the TV se t  than  the region  corresp on d in g  to the b o ttom  o f the TV  

set. The hair an d  th e  center o f the TV set w ere  m erged  first and  the b ottom  

o f the TV set w a s  m erg ed  to the already com b in ed  hair-TV set region. Since  

b oth  the hair an d  th e  centre of the TV w ere  m arked  w ith  d ifferent labels, the  

reg ion  co rresp o n d in g  to  the bottom  o f the TV se t cou ld  n o t be labelled . In other
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Figure 3.14: E xam p les o f sem i-autom atic segm entation . Labels (F), (B), and  (U) 
are rep resen ted  b y  black, w h ite , an d  grey co lours respectively, (a) - The orig inal 
im age, (b) - Face extraction u sin g  o n ly  label p rop agation  in  BPT, (c) - A ttem p t  
at p artition in g  th e  scen e from (a) in to  TV-set and background u sin g  o n ly  label 
p rop agation  in  BPT, (d) - S egm entation  b ased  o n  interactions from  ex a m p le  (c) 
w ith  fillin g  o f the entire im age.
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1,2 ,3,4

(a) (b)

Figure 3.15: Example illustrating limitations of the solution for labelling of the 
entire image proposed in [107]. The example shows a case where there is no 
labelled descendant of a sibling of an unassigned RZI (region 4) which is at the 
same time a neighbor of the RZI: (a) - Initial image partitioning; region 4 does 
not have any pixel adjacent with labelled regions 1 and 2, (b) - BPT.

words, the only similarity information stored in the BPT for this region was with 
a region labelled with conflict (region representing hair and the centre of the 
TV set combined). Similarly, many other regions from the example remained 
unlabelled due to conflicts occurring at lower levels of the tree. Therefore, 
even if filling the entire image space is important only for specific applications, 
in practice it may be advantageous to also correct mistakes caused by the 
above limitations of BPT. This could not only reduce the amount of additional 
interactions required, but would simplify presentation and in consequence 
interpretation of the results (especially for an unexperienced user). Of course, if 
the filling procedure does not perform according to the user's wishes additional 
interactions might still be required, but they should never exceed the effort 
required without such a procedure.

[107] suggests a solution for filling the entire space utilizing again BPT. For a 
given unassigned RZI, the algorithm starts from its sibling and scans all the 
descendants until one region that is, at the same time, neighbor of the RZI and 
labelled with a known label, is found. If several regions fulfill this criterion, 
one can be chosen arbitrary or on specific rules. Clearly, the use of the above 
approach for correcting mistakes caused by the limitations of BPT discussed 
earlier may be problematic since it is based on the same BPT. Moreover, it relies 
on the false assumption that there is at least one labelled descendant of the RZI's 
sibling which is at the same time a neighbor of the RZI. An example illustrating 
one such case when this assumption does not hold is depicted in Figure 3.15. 
Since the above assumption is not always true the filling procedure would have 
to be executed iteratively, i.e. start from nodes for which the assumption holds 
and continue until the entire image is labelled. In other words, utilization of an 
iterative labelling approach seems unavoidable in order to guarantee labelling 
of the entire image without exceptions.

To avoid such arbitrary decisions and exceptional cases an alternative solution 
was adopted by the author. The filling is performed by an iterative merging
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process similar in concept to the region growing strategy in [81]. However the 
algorithm operates with RZIs created by the approach described in section 3.11.3 
instead of pixels. Because of this the computational cost of the filling is very 
low. The procedure requires prior top-down propagation of not only labels 
of RZIs but also identifiers of all zones. The unlabelled nodes (regions) are 
iteratively assigned to the competing objects, formed by already classified 
regions. Simple non-parametric models of foreground (0 F) and background 
(Ob) objects comprise of RZIs with (F) and (B) labels respectively. Classification 
of an unassigned RZI region is performed by comparison of its similarities 
to adjacent regions from Of and 0 B. The order of labelling is based on the 
confidence with which the labels can be assigned. At each iteration, only one 
region, with the highest confidence, is assigned to an appropriate object. Then, 
the representation of the extended object is updated and the process continues 
until all regions are labelled.

In the current implementation, the distance between an unclassified region (RZI) 
Ri and an object O is computed as the shortest distance between Ri and one of 
the regions already assigned to O and adjacent to R{.

D (R i,0 ) = min dr(Ri,Rj) (3.30)Rj GO

where dr(R i,R j) is computed as Euclidean distance between average colours 
represented in LUV space for two adjacent regions Ri and Rj. If the two regions 
do not have at least one pair of adjacent pixels dr(R i,R j) is set to oo. Note 
that adjacency is not required for regions assigned in the first stage by label 
propagation therefore disconnected objects are still possible.

The confidence CF with which an unclassified region Ri can be assigned to the 
foreground object is computed using the following formula:

D ( R i , O n ) - r  I ( » ( R i , 0 F ) # 0  V  D { R i , 0 B ) & )  A  \

D(Ri,0F)+D(Ri,0B) y (D(Ri,0F)^oo W D(Ri,0B)^oo) J (3.31)
0.5 otherwise

CF has values in the range [0,1], Values of CF above(below) 0.5 indicate that Ri 
should be assigned to the foreground (background) object. Of course, the con­
fidence CB can be defined analogically leading to the trivial relation CB(Ri) = 
1 — CF(Ri). Moreover, the confidence C with which Ri can be classified as fore­
ground or background can be defined as C(Ri) = max {CF(Ri),CB(Ri)}. At 
each iteration, values of CF, CB and C are computed for all unlabelled regions 
and only one region Rmax which can be classified with the highest confidence 
Rjnax =  arg m&x.yRie0u{C(Ri)} is assigned to an appropriate object: foreground 
if CF(Rmax) > 0.5 or background otherwise13. Then, the confidence values are

u O,J denotes a set of all roots of unlabelled subtrees.

C F (Ri)  =
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updated for all remaining unlabelled regions adjacent to Rmax according to the 
new foreground/background models and the process is repeated iteratively un­
til all regions are classified.

An example of the filling of the entire space from the previously considered 
example is shown in Figure 3.14d. Note, that the procedure utilizes all possible 
similarities between adjacent regions, not only the ones stored in BPT.

Summarizing this section, the most significant differences between the approach 
presented in [38] and the solution described in this thesis is the incorporation 
of syntactic features for the extraction of the BPT, a propagation algorithm 
optimized to provide maximum speed, and an alternative method for filling the 
entire space. The final approach combines the speed efficiency of the solution 
described in [38] with the capabilities of Seeded Region Growing [81] to fill the 
entire space.

3.11.4 Results

An example of user interactions and corresponding results are shown in Fig­
ure 3.16. For easier interpretation of the results the user is presented with a 
view of the final segmentation mask and a view of the foreground object. Ad­
ditionally the foreground and background objects are brightened and darkened 
respectively in the original image.

The above approach has proven to be effective and practical. When testing the 
automatic approach, the pre-segmentation of a CIF (352x288) image takes under 
3 seconds on a standard PC with Pentium III 600 MHz processor. This extra 
time is negligible14 taking into account the benefit of practically instantaneous 
responses of the tool to subsequent user interactions. Rapid responses ensured a 
good user experience in cases where the interaction has to be applied iteratively 
in order to refine the segmentation result. In other words, the approach is in fact 
iterative in nature due to the speed with which the mask can be created following 
the interactions.

For comparison, the EM-based framework [32] required more extensive interac­
tions to extract the Foreman from Figure 3.16f and produced subjectively poorer 
quality results. Also the approach based on morphological flooding [83] seems 
to produce worse quality results for this example.

Strict experimental evaluation of the time required to segment an image by both 
non-skilled and experienced users is outside the scope of this thesis. However 
it is safe to claim that a typical time spent by a user obtaining a required 
segmentation result is between 5-10 seconds. Clearly, the time required depends 
on user experience, complexity and size of the object under consideration and in

14In most cases it is below the time acceptable for opening an image before presenting it to the 
user.
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Figure 3.16: Results of semi-automatic segmentation.

O r i g i n a l  i m a g e Scribbles O rfg , IbM *» Mask

W i M M
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some cases on the artifacts introduced by compression of the input image. 

3.11.5 D iscussion

The described tool has proven to be particulary useful in the context of the 
construction of statistical shape models which is described in chapter 7 where 
it is used for extraction of accurate contour examples from a set of images.

The restriction of the approach to two objects only was motivated by the fact that 
it leads to very intuitive user interactions in many application scenarios where 
there is only one dominant foreground object present in the scene. However, it 
should be stressed that, unlike in the case of other approaches, e.g. see [108], 
adaptation of the presented approach to multiple objects is trivial, i.e. would 
require mainly changes of the GUI.

The above semi-automatic segmentation approach can be used not only for off­
line extraction of object contours, e.g. for construction of shape statistical mod­
els, but could be also particulary suited for fast formulation of object-based 
queries in object oriented retrieval by example systems, like the one proposed 
in [10]. The author believes that fast and easy to use semi-automatic segmen­
tation tools will play a crucial role in the development of future retrieval-by- 
example systems. The above approach is particulary suited to such applications 
as it typically leads to good segmentation results within a few seconds of inter­
actions.

Although the initial segmentation can be obtained very quickly, the author's 
observation indicate that the tool looses its advantage over other interaction 
strategies (for example contour adjustment described in [80]) in cases requiring 
very fine corrections of boundaries, e.g. whenever objects have very similar 
colour. In such cases scribbles have to be used to define both internal and 
external contours separating the objects. The most sensible solution seems to 
be integration of various interaction schemes within one tool allowing the user 
to freely select the most convenient way of interacting at different stages during 
the segmentation process, like for example in a tool described in [80]. Moreover, 
whilst the scribble-based interaction model is intrinsically suited for iterative 
refinement of the segmentation mask by adding new "drags", it is not equally 
convenient when the user wants to rectify his/her mistakes caused by a scribble 
extending to the wrong object. In the case of the tool implemented by the author, 
this can be achieved only by covering of the mistaken parts of the scribble with 
the correct type of scribble or by restarting the whole interaction process. The 
user experience could be further improved by extending the functionality of 
the GUI by providing means of undoing the last interactions and also selective 
deleting of whole scribbles.

The subjective feedback from a number of unexperienced users was very
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positive. However the effectiveness of the tool should be evaluated by rigorous 
usability tests. Such rigorous evaluation is outside scope of this thesis and 
will be a part of author's future research in this area. It would be particularly 
interesting to quantify the influence of the syntactic extension to automatic 
segmentation proposed in this chapter on user impression, in terms of number of 
interactions and accuracy. Also the tool should be compared to other state of the 
art approaches -  see section 2.5.1. Finally, the feasibility of porting the approach 
to state of the art hardware devices allowing new ways of user interactions, 
e.g. touch sensitive table, could be also investigated. It would be particulary 
appealing to compare the tool run on standard PC with mouse against tools run 
on such futuristic devices.

3.12 C onclusion

Several extensions to the well known RSST algorithm [19] are proposed allowing 
segmentation of images into large regions that reflect the real world objects 
present in the scene. The most important is a novel framework for integration of 
evidence from multiple sources of information, each with different accuracy and 
reliability, within the region merging process. Other extensions include a new 
colour model and colour homogeneity criteria, practical solutions to analysis of 
region's geometric properties and their spatial configuration, and a new simple 
stopping criterion aiming at producing partitions containing the most salient 
objects present in the scene.

All the above extensions and their evaluation can be seen as a feasibility study 
of utilizing spatial configuration of regions and their geometric properties (the 
so-called syntactic features [18]) for improving the quality of image segmentation 
produced by the RSST algorithm thereby increasing its usefulness to various 
applications. The "strength" of the evidence for region merging provided by 
the spatial configurations of regions and their geometric properties is assessed 
and compared with the evidence provided solely by the colour homogeneity 
criterion.

To the best of author's knowledge this chapter presents the first comprehensive 
and practical solution for integration of multiple features, including geometric 
properties, into a region merging process and demonstrates its performance 
in extensive experiments. It is shown that syntactic features can provide 
additional basis for region merging criteria which prevent formation of regions 
spanning more than one semantic object, thereby improving the quality of the 
segmentation. The experiments demonstrate that the proposed solutions are 
generic in nature and allow satisfactory segmentation of real world images 
without any adjustment to the algorithm's parameters.

The result of the study is a new computationally efficient method for fully auto­
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matic image segmentation. The technique can produce both: single partitioning 
of the image containing the most salient objects present in the scene or hierarchi­
cal representation of the scene in the form of a Binary Partition Tree.

The chapter also describes utilization of the output of the proposed automatic 
approach to fast and intuitive semi-automatic segmentation.
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C h a p t e r  4

SHAPE REPRESENTATION AND  
MATCHING: A REVIEW

S HAPE analysis is an essential research topic in many areas. It plays an 
important role in systems for object recognition, matching, registration, 

and analysis. Unlike any other visual feature, e.g. colour or texture, the shape 
of an object can usually reveal its identity. Therefore, shape information could 
become a particulary important and powerful feature when used in object-based 
similarity search and retrieval. Not surprisingly, users are often more interested 
in retrieval by shape than by colour and texture [12]. However, retrieval by shape 
is still considered to be one of the most difficult aspects of content-based image 
search.

This chapter aims at outlining the most important issues related to shape 
analysis in the context of content-based image retrieval. In particular, it focuses 
on the major challenges related to 2D shape representation, matching and 
similarity estimation and gives an overview of selected techniques available in 
the literature in order to provide a context for the research carried out in the 
remainder of this thesis, particulary in chapter 5.

4.1 Introduction

4.1.1 Shape Analysis

Although challenging, shape analysis is an essential research subject in many 
areas including medicine, biology, physics, and agriculture, computer vision, 
image understanding, document analysis and many others [163,17]. Countless 
vital visual tasks in the fields of computer vision and image understanding 
include some form of shape analysis. Intuitively, an object's shape often 
carries the most valuable information about objects present in analyzed visual 
content. Frequently, a vision system can deduce some important facts about
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the visual scene only by exploitation of certain information about the shape of 
objects present. Shape is clearly an important cue for object recognition since 
humans can often identify semantic objects solely on the basis of their shapes 
or composition of primitives. This distinguishes shape from other elementary 
visual features (e.g. colour or texture), which usually do not reveal an object's 
identity.

Shape analysis, and representation and similarity estimation in particular, are 
key technologies allowing indexing and retrieving images based on their visual 
content. However, retrieval by shape is also considered to be one of the 
most difficult aspects of content-based image search. Despite three decades of 
intensive research there are many unsolved problems related to shape-based 
object detection and recognition, similarity estimation between shapes and 
utilization of shape information in content-based image retrieval. The most 
important of these are discussed in the remainder of this chapter.

4.1.2 2D  Shapes Versus a 3D  World

Although the real world is three-dimensional, reconstruction of 3D scenes 
from 2D views is often impossible. Moreover, despite recent advances in 
computer technology, dealing with 3D models is still computationally expensive, 
frequently to a prohibitive degree [163].

On the other hand, there is very strong empirical evidence provided by the field 
of cognitive sciences that a substantial part of the information present in an 
object view is carried by outline 2D shape [164,165] which often conveys enough 
information to allow the recognition of the original object. [164] demonstrated 
experimentally the usefulness of silhouette representations for a variety of visual 
tasks, ranging from basic-level categorization to finding the best view of an 
object. Often, 2D silhouettes represent the abstractions (archetypes) of complex 
3D objects belonging to the same class. For this reason, shape analysis, and 
analysis of 2D silhouettes in particular, are considered important components 
of many systems performing object recognition.

Contour-based matching methods can be very effective in applications where 
high intra-class shape variability is expected due to either deformations in the 
object (rigid or non-rigid, e.g. resulted from objects flexibility) or as a result of 
perspective deformations [16]. Moreover, dealing with 2D silhouettes is cheap 
from a computational point of view which is crucial when working with large 
collections.

Therefore, although the real world is three-dimensional the issue of two­
dimensional shapes analysis is still of vital importance [163]. Methods for 
comparing 2D shapes are valuable building blocks in applications requiring 
object recognition and object-based retrieval from visual collections has been the
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Figure 4.1: Typical problems addressed by shape analysis.

focus of much research.

For these reasons this thesis is primarily concerned with closed planar contours, 
particularly with aspects related to representation, matching and similarity 
estimation in cases where the similarity between the two curves is weak.

4.1.3 Chapter Structure

The next section outlines the most important aspects related to retrieval based 
on shape. Then, section 4.3 discusses a taxonomy of shape representations. 
Section 4.4 describes in some detail selected methods utilizing shape information 
embedded into a low dimensional vector space (feature vectors). The most 
characteristic curve matching methods which establish correspondence between 
local shape elements prior to similarity estimation are discussed in section 4.5. 
The review focuses on methods particulary relevant to the research carried out 
by the author in chapter 5.

4.2 Important A spects of Retrieval by Shape

4.2.1 C om putational Shape A n a lysis

In general, computational shape analysis and recognition requires addressing 
several problems which, according to [163], can be broadly divided into three 
classes: shape pre-processing, shape transformations and shape classification -  see 
Figure 4.1.

From the above list the most important aspects of shape analysis in the context 
of the retrieval by shape are: (i) shape pre-processing, especially detection 
and registration, (ii) representation and description, (iii) matching, including 
establishing correspondence between shapes and estimation of shape similarity 
and (iv) organization of shapes into search structures [163].

Pre-processing is related to separation of the object of interest from other non­
relevant elements of the scene. One of the most challenging, and (in many
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applications) critical, of all pre-processing tasks is shape detection which is 
typically obtained by image segmentation. Due to its importance, selected 
issues related to image segmentation are outlined in chapter 2  and then further 
investigated in chapter 3. Shape registration is discussed in chapter 7.

The discussion in this chapter focuses on selected aspects of shape transforma­
tions and shape classification, particulary on shape representation, and estab­
lishing pairwise correspondence between shapes and similarity estimation.

4.2.2 Shape R epresentation and D escription

One of the most important issues related to shape-based retrieval is extraction 
of information from shapes which is relevant for a given application. According 
to [163] this task can be divided into two closely related problems: (i) mapping 
of the initial shape representation (typically an ordered chain of points) into a 
representation more appropriate to a specific application, and (ii) extraction of 
relevant shape features (often referred to as descriptors) for subsequent classi­
fication, recognition or analysis of physical properties. In fact, descriptors are 
often extracted not directly from the initial sequence of points but from some 
more appropriate representation of the contour. The terms shape representation 
and shape descriptor are frequently interchanged in the literature however typi­
cally the term shape descriptor is used to indicate a compact representation which 
does not necessarily allow reconstruction of the original shape.

Although the choice of a good representation is task specific the most common 
criteria which should be considered when selecting a representation (or descrip­
tion) are [166,147,167,17]:

1. Scope - This defines the class of shapes that can be described by the method;
2. Invariance to rigid transformations (invariance to changes of pose) - Rigid trans­

formations do not change the shape of the object, therefore it is often desir­
able to use representations which are invariant to these transformations.

3. Robustness to deformations (stability and sensitivity) - This describes how 
sensitive a shape representation (or descriptor) is to changes in shape;

4. Uniqueness - This describes whether a one-to-one mapping exists between 
shapes and shape descriptors; The uniqueness of the representation deter­
mines discriminatory power of the whole matching technique.

5. Accessibility (memory and speed efficiency) - This describes how easy it is 
to compute a shape representation or descriptor in terms of memory 
requirements and computational cost;

6 . Scalability - This means that a representation contains information about 
the shape at different levels of detail;

7. Local support - Only a representation computed using local information can 
provide an ability to recognize that the shape of a segment of a curve is the
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same as the shape of another curve segment.
8 . Biological or psychophysically plausibility;
9. Capabilities to reconstruct the original shape;

4.2.3 S h ap e  M a tch in g  an d  S im ila rity  E s tim a tio n

Shape matching refers to a broad set of methods for comparing shapes and is 
used typically for object recognition [147]. In fact, shape matching may consist 
of three distinctive processes, typically performed consecutively: (i) finding a 
transformation of one shape into another (often referred to as shape alignment), 
(ii) establishing correspondence between elements of two shape representations, 
and (iii) measuring the resemblance between shapes.

The complexity of each of the above three processes depends primarily on the 
shape transformations and deformations expected in a given application and 
on the representation used in a given approach. For example, finding a rigid 
transformation of one shape into another may be not necessary if the poses of the 
shapes are known or if the representation used is translation, scale and rotation 
invariant.

In the context of content-based image retrieval, one of the main objectives of 
shape matching is estimation of similarity between two shapes. Measuring 
the resemblance between shapes is a key tool in interpretation of images, 
determining an object's identity ("categorization") and in clustering.

Analogically to shape representation the desired properties of the similarity 
measure are application dependent, however it is possible to identify the most 
common properties appearing in literature [166,168,169,147,170,171,167,17]:

1. Correspondence to human perception/judgment of similarity - Intuitively, this 
is the most important characteristic of a similarity measure. However it 
should also be noted that the perception of similarity is typically context 
and user dependent.

2. Respect metric properties - Many authors suggest that a similarity measure 
should respect metric properties [168] despite the fact that it is unclear 
whether the function underlying the human notion of shape similarity 
obeys metric properties [170,171], The main advantage of obeying metric 
properties is the fact that many computationally efficient methods finding 
nearest neighbors rely on the metric properties of the utilized comparison 
function.

3. Invariance to transformations - It is typically necessary that the similarity 
measure is invariant under a chosen group of transformations, e.g. pose 
transformations or affine transformations

4. Robustness to certain type of deformations - When studying various techniques

101



4. SHAPE REPRESENTATION AND MATCHING: A REVIEW

for shape analysis it is important to remember that it is not difficult to com­
pare very similar shapes. The difficulties arise when one has to measure 
the degree of similarity between two shapes which are significantly differ­
ent [169,170].

5. Continuity - Some research suggested that shape similarity is a continuous 
phenomenon, i.e. similarity gradually deteriorates as one shape progres­
sively deforms with respect to the other [168]. Although this property ap­
pears intuitive, its formal relevancy to human perception is still not obvi­
ous. [171] simply uses the term continuity to refer to robustness to various 
deformations: (i) perturbations, (ii) small cracks, (iii) blur, and (iv) noise 
and occlusions;

6 . In [168] it was suggested that many "small" shape deformations should af­
fect the similarity measure less than one "large" deformation of equal total 
magnitude and that different deformations should contribute differently 
to the similarity measure, e.g. the articulation of parts should contribute 
less than variations in the shape and size of portions of objects;

It should be noted that despite such a relatively exhaustive list of desired 
properties for similarity measures identified during three decades of intensive 
research, nobody has really been able to answer the basic question: "what qualifies 
similarity of shape?".

Given that the above list of desired properties of shape matching contains several 
contradictory properties it should be apparent that it would be impossible to 
develop a technique suitable for any kind of problem. Not all methods are 
suitable for every kind of application, i.e. the choice depends on the shape 
properties, e.g. intra and inter class variability, and the particular application, 
e.g. acceptable computational cost or presence of noise [147],

The choice of the proper shape representation and matching method is often 
a compromise between retrieval effectiveness and computational complexity. 
The speed criterion is vital for CBIR systems since typically the user expects 
to have a response within a few seconds after he/she submits the query. Speed 
requirements often limit the number of techniques which can be used in CBIR 
systems. In particular, the matching should have low computational cost as it 
is typically expected to perform on-line. Also, descriptors should be extracted 
efficiently, especially in the case of large image databases, however, more 
tolerance is allowed in this case as feature extraction can typically be performed 
off-line.

Partial Matching in Large Collections of Shapes

Many recently proposed matching approaches can deal explicitly with various 
degrees of occlusions [172, 3]. Some can even match both open and closed
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curves [170, 167]. Clearly, such properties can be very useful in many appli­
cations. Partial matching is typically considered more challenging than global 
matching due to the need to utilize appropriate local features and a higher com­
putational cost of matching. However, in the case of shape-based retrieval in 
large collections, utilization of techniques performing partial matching has much 
more serious implications.

In a large collection it is very likely that for a given query many shapes can be 
found which share many very similar parts but which are globally dissimilar. 
The main question here is how to "punish" the occlusions in the final similarity 
measure. The danger is that such partially similar shapes could be ranked as 
being more similar to the query than other intuitively more similar shapes. An 
example of such situation can be found in [167] (page 1511) where the authors 
comment on their results in a following way: "Answer 10 looks dissimilar to the 
query. However, a closer look reveals that this shape matches the upper part 
of the query." Therefore, the treatment of occlusions is application dependent. 
Also, there are many applications that require matching of closed curves and 
where occlusions simply contribute to the dissimilarity between shapes. This 
thesis focuses on such cases.

4.3 Taxonomy of Shape Representations

As can be seen from the above discussion there are many important aspects 
of shape matching to be considered when choosing an approach suitable 
for a particular application. The large dimensionality of the problem and 
the vast number of methods available in the literature make consistent and 
comprehensive overview of the state of the art on shape matching difficult.

This section discusses a taxonomy of shape representations which is the most 
commonly used in literature to classify shape matching techniques. This 
taxonomy provides a starting point for the review of the most characteristic 
shape matching techniques presented in sections 4.4 and 4.5.

4.3.1 T axonom y [173,163]

Various taxonomies for shape representation methods were proposed in the 
past [173, 163]. Figure 4.2 shows the subdivision of shape representations 
proposed in [163]. The basic criterion for characterizing shape representations 
(and also matching) is based on whether it is contour-based (also known as 
boundary- or outline-based) or region-based (considers compositions of 2D regions 
and uses their internal details). According to [163], the contour-based approaches 
can be further subdivided into three classes: (i) parametric contours - silhouettes 
represented as parametric curves by ordered sequences, e.g. contour points,
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Figure 4.2: Shape representation taxonomy according to [163].

(ii) sets of unordered contour points and (in) curve approximations - boundaries 
represented by a sequence of geometric primitives fitted to the contour. The 
region-based techniques can be subdivided into: (i) region decomposition - regions 
represented as a set of simple primitives, (ii) bounding regions and (iii) internal 
features, e.g. regions represented by their skeletons. According to this taxonomy, 
a third basic class of shape representations referred to as transform domain 
techniques can be identified. However, it should be noted that this category 
contains both contour- and region-based methods since many transforms can 
applied to both ID and 2D signals. The transform domain category can be 
subdivided into linear and non-linear and the linear category can be further 
subdivided into single-scale and multi-scale representations.

In [173] a somewhat different subdivision of representations was proposed. The 
two basic categories, contour-based and region-based, are further divided into 
spatial domain and transform domain sub-categories. The subdivision is made 
on the basis of whether the result of the analysis is numeric or non-numeric. 
For instance, scalar transform techniques produce numbers (scalars or vectors) as 
results, e.g. Fourier Transform [169,174,175] or moments [176,177,178,179,180]. 
In contrast, a space-domain technique may produce another image, e.g. Medial 
Axis Transform (MAT) [181,182].

4.3.2 C on to u r-B ased  V ersus R eg ion -B ased  T echn iques

The contour- and region-based methods offer two different notions of similarity,
i.e. objects having similar spatial distributions may have very different outline 
contours and vice versa. Therefore the suitability of the methods from the above 
categories is strongly application dependent.

Utilization of objects' silhouettes in CBIR systems has strong motivation from 
studies of human visual systems. The field of cognitive science provides strong 
empirical evidence that the human visual system pays great attention to abrupt 
transitions in information, i.e. focuses on edges and tends to ignore uniform 
regions [183,164,165,163]. Some studies even suggested that 2D outline shape
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alone conveys enough information to recognize the original 3D object [164,165].

On the other hand, in some applications, e.g. when dealing with logos and trade­
marks, it may be more convenient to represent shapes as compositions of 2D re­
gions with their internal details (e.g. holes) rather than using their silhouettes. 
Also, region-based representations are somehow less sensitive to non-uniform 
boundary noise or occlusions than the contour-based approaches. However, 
many region-based techniques can deal only with rigid transformation since the 
elastic matching of 2D regions or even sets of points has often prohibitive com­
putational complexity.

This thesis is primarily concerned with closed planar contours -  particularly 
with matching and comparison in cases where the similarity between the two 
curves is weak.

4.3.3 Transform D om ain Versus Spatial D om ain  R epresentations

Irrespective of the chosen subdivision convention it should be noted that rep­
resentations from the transform domain category are embedded into a low di­
mensional vector space (feature vectors) therefore implying very straightfor­
ward similarity measures, e.g. Euclidean distance between feature vectors, while 
methods utilizing representations from the spatial domain categories first have to 
establish correspondence between elements from both shapes and then the fi­
nal similarity is computed by accumulating local distances between the corre­
sponding elements. In the case of methods from the transform domain category, 
similarity estimation typically has very low computational complexity which 
makes these approaches particulary attractive in CBIR applications where the 
similarities between the query and shape from the searched collection have to be 
computed on-line. However, identifying a set of measures which can completely 
and unambiguously describe shapes and at the same time are robust to elastic 
deformations has proven to be elusive [170]. In many applications, especially 
when elastic deformations or significant occlusions are expected, only methods 
from the spatial domain category can be used due to the utilization of local fea­
tures. The price to pay for such flexibility is much higher computational cost 
of similarity estimation compared to the methods utilizing feature vectors. The 
subdivision into transform domain and spatial domain categories is the primary 
classification used for the review of the selected matching approaches presented 
in sections 4.4 and 4.5.

Closely related to shape representation is the issue of extracting relevant infor­
mation (shape descriptors) from representations in order to to characterize an 
object. Shape description methods produce descriptor vectors (known also as 
feature vectors) from a given shape representation. Choosing a set of features 
from a shape representation to characterize an object often represents a challeng­
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ing problem and the choice of features depends strongly on a specific problem. 
The following four categories of description methods were identified in [163]: 
(i) global measurements (see also section 4.4.1), e.g. area, perimeter, number of 
holes etc., (ii) signal processing (transforms) - where typically only a subset of 
the complete representation from the new domain is used as a feature vector, 
e.g. Fourier Descriptors as discussed in section 4.4.2, (iii) decomposition into 
primitives and (iv) description through data structures, e.g. binary trees.

4.3.4 Shape M odeling

In the past, object detection and recognition was performed solely using a 
single reference shape or several instances of shapes belonging to a given class 
used individually. However, as already explained in section 2.5.2, more than 
a decade ago Cootes and Taylor introduced one of the more influential ideas 
within the image analysis community, the so-called Active Shape Model (ASM) 
or Smart Snakes [70] which are deformable models with global shape constraints 
learned through observations gathered from multiple examples of shapes from 
the same class. Since then many new approaches for shape modeling have been 
proposed [116,118,120].

Such models (also often referred to as statistical shape models) are widely ap­
plicable to many areas of image analysis including: analysis of medical im­
ages [184, 185], industrial inspection tools, modeling of faces, identification of 
the model object in unseen images, e.g. hands and walking people [117,186].

Clearly, some aspects of statistical shape modelling and utilization of such mod­
els for object detection and recognition are closely related to the problem of 
shape representation and matching discussed in this chapter. However, for clar­
ity of presentation, this chapter focuses primarily on pairwise shape matching. 
Some issues related to statistical shape modeling and their utilization in top- 
down image segmentation were already discussed in chapter 2 (section 2.5.2). 
Construction of ASM is described in some detail in chapter 7.

4.4 The M ost Characteristic M ethods U tilizing Shape 
Information Em bedded Into a Low D im ensional Vector

Space

This section describes three common techniques for measuring the similarity be­
tween shapes based on shape representations embedded into a low dimensional 
vector space (feature vectors). In such a case, the matching process reduces to 
a very straightforward similarity estimation, e.g. by using Euclidean distance 
between feature vectors.
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4.4.1 S im p le  G loba l G eom etric Shape Features

Often, coarse estimation of shape similarity, and/or shape classification, can be 
obtained based on a comparison of simple scalar measures derived from the 
global shape. Some simple global shape features are perimeter, area, aspect 
ratio, elongation, eccentricity, circularity, rectangularity, complexity, symmetry, 
sharpness, number of holes and number of corners.

The obvious advantage of using simple shape descriptors is faster calculation of 
similarity and general applicability [187]. Although these features are typically 
easy to compute, allow fast comparison between shapes and are generally 
applicable to a wide class of shapes [187] they also often result in many false 
positives [175] and this is unacceptable in many applications.

As a matter of fact, the majority of systems for CBIR dealing with general 
content currently available in the literature utilize only simple global shape 
features [11, 52, 29, 44] (see also section 2.2.1). For example, one of the 
most recent systems such as the SCHEMA Reference System [188] and a system 
described in [1 0 ] use simple global shape descriptors which are a subset of the 
contour-based descriptor standardized in MPEG-71.

4.4.2 Fourier Transform

Very often, analyzed shapes do not have holes or internal markings and the 
associated boundaries can be conveniently represented by a single closed curve 
parameterized by arc length. In many such cases a useful representation of a 
curve boundary can obtained using the ID Fourier Transform [169,174,175,173]. 
The Fourier Descriptors (FD) represent silhouettes in the frequency domain as 
complex coefficients of the Fourier series expansion of some function derived 
from the boundary (parameterized boundary signatures).

The extraction of FD usually starts by obtaining a ID representation of the con­
tour (often referred to as a shape signature), which is derived from the coordi­
nate chain, e.g. curvature, centroidal distance (radius) or complex coordinate 
functions [169]. Then, complex Fourier coefficients are computed by perform­
ing a Discrete Fourier Transform (DFT) of the shape signature. Typically, only a 
subset of all coefficients is used for classification purposes. Translation invari­
ance of the FD is achieved by using signature functions which are invariant 
to translation. Scale normalization is typically obtained by dividing all coeffi­
cients by the magnitude of the coefficient corresponding to the size of the shape, 
e.g. the zero'th coefficient in the case of shape radii or the first coefficient in 
the case of complex coordinate functions [169]. Rotation invariance is usually

'intended to complement the CSS-based descriptor discussed in section 4.5.5.
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achieved by taking only the magnitude information from Fourier coefficients 
and ignoring the phase. The Fourier transformation captures the general feature 
of a shape by converting the sensitive direct representation into the frequency 
domain where the lower frequency coefficients contain information about the 
general shape, and the higher frequency coefficients contain information about 
smaller details. The similarity between objects' silhouettes is typically measured 
using the Euclidean distance between their normalized feature vectors.

Methods utilizing Fourier descriptors are easy to implement and are based 
on the well developed theory of Fourier analysis [147], The description is 
reasonably robust to noise and geometric transformations. Moreover, similarity 
estimation is very straightforward and has low computational cost which 
is crucial for allowing real-time querying in large collections. The major 
limitation of the Fourier descriptors is their rather poor performance in similarity 
retrieval [3, 17] when dealing with elastic deformations or non-uniform noise. 
In other words, often the similarity measure based on FD does not correspond 
to human judgements of similarity. This can be explained by the fact that the 
frequency terms have no apparent equivalent in human vision and the fact that 
Fourier coefficients do not provide local spatial information.

4.4.3 M om ents

Moments or functions of moments are among the most established and fre­
quently used shape descriptors, mainly due to the fact that they can capture 
global information about the shape image and do not require closed boundaries. 
They are particulary attractive in applications dealing with complex shapes that 
consists of holes in the object or several disjoint regions, e.g. logos and trade­
marks. They are typically computed from whole 2D regions (gray-level or bina­
rized images), however, they can be also extracted solely from shape boundaries.

The most classical type of moments are regular moments which for digital images 
are defined as:

mpq = Y 2 '5 2  xPyqf ( x > y) (4>1)
x  y

where mpq is the (p , 7 )-moment of an image function f ( x ,  y).

Translation invariance can be achieved by using central moments. The infinite 
sequence of moments p, q = 0 , 1 ,..., uniquely determines the shape, and 
vice versa. Typically, high-order moments, which are usually very noisy, are 
discarded and only a limited number of low-order moments are included 
in the feature vector and consequently used for similarity estimation and/or 
classification [171,179].

Although central moments were shown to be useful, they are only invariant 
to translation. A more general form of invariance is given by seven rotation,
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Figure 4.3: R eal part o f ART 36 b a sis  fu n ction s (tw e lv e  angular and three radial). 
Im aginary  parts are sim ilar ex cep t for quadrature phase d ifference [3].

translation, and  sca le  in varian t m o m en t characteristics in trod u ced  b y  H u  [176] 

and  o ften  referred to as m o m e n t  i n v a r i a n t s .  T hese are sev en  n on lin ear fu nctions  

d efin ed  on  regular m o m en ts  d er iv ed  u sin g  the theory o f  algebraic invariants 

in  rectangular coord in ates. A lth o u g h  attractive d u e  to their m ore general form  

o f invariance, typ ica lly  o n ly  six  fea tu res (m om en t invariants) are u tilized  sin ce  

g en eratin g  a b igger  n u m b er is n o t  a trivial task [177], This sign ifican tly  lim its  

their d iscr im in ation  pow er.

T he p h ysica l m ea n in g  o f m o m en ts  (or m om en t invariants) is  n ot clear, except 

in  so m e lo w -o rd er  cases. T he ap p roach es b ased  on  them  tend  to return too  

m an y  false p o s it iv e s  [175], w h ic h  is  a resu lt o f their lo w  d iscrim inatory  pow er. In 

fact, gen era lly  m o m en ts are se n s it iv e  to d ig itiza tion  error, cam era non-linearity, 

n o n -id ea l p o sitio n  o f  cam era an d  to m inor shape d eform ation s, particulary  

n on -lin ear d eform ation s [178]. A n oth er  d isad van tage  o f the m eth o d s rely ing  

o n  m o m en ts is their h ig h  co m p u ta tio n a l cost o f extraction  since features are 

c o m p u ted  u sin g  the entire reg ion , in c lu d in g  interior p ixels.

M oreover, as ex p la in ed  in  [177], th e  d efin ition  o f regular m o m en ts has the form  

o f projection  o f  fu n ction  f ( x ,  y ) o n to  the m on om ia l x p y q ,  the basis set w h ich  is 

n o t orth ogon al. T his im p lies  a certa in  degree  of red u n d an cy  b etw een  m v q  and  

m akes the recovery  o f  the orig in a l im a g e  from  th ese m om en ts qu ite  exp en sive . 

To overcom e the a b o v e  p rob lem s, orth ogon al m om en ts w ere  p ro p o sed  am on g  

w h ic h  the Z e r n i k e  M o m e n t s  [177] an d  m om en ts resu lting  from  A n g u l a r  R a d i a l  

T r a n s f o r m  (ART) [17] are b y  far the m o st popular. The rem ainder o f th is section  

fo cu ses  o n  the ART as it h as b een  a d o p ted  as a reg ion-based  sh ap e descriptor  

in  the M PEG -7 standard. In fact, b o th  m eth o d s are quite sim ilar w ith  the m ain  

difference ly in g  in  the basis fu n ctio n s used: Z ernike M om en ts are d erived  from  

Z ernike p o ly n o m ia ls  w h ile  ART m o m en ts  are b ased  on  cosin e  functions.

T he A R T -based d escrip tor  is  co m p u ted  b y  d eco m p o sin g  the sh ap e im age into  

orth ogon a l 2D  b asis  fu n ction s. T he ART is  an orthogonal unitary transform  

w h o se  co m p lex  b asis  fu n ction s are d efin ed  on  a u n it d isk  b y  a com p lete  set of 

orthonorm al s in u so id a l fu n ctio n s exp ressed  in  polar coordinates. The ART b asis  

fu n ction  are sep arab le  a lo n g  the an gu lar  and  radial d irections -  see  Figure 4.3.
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Prior to the extraction of ART coefficients, the shape is normalized with respect 
to translation and size by "inscribing" into the unit disk. Rotation invariance 
can be achieved by taking only the magnitudes of the ART coefficients. ART 
gives a compact and efficient way to express pixel distribution within a 2D 
object region. The details regarding the format of the descriptor defined by 
the MPEG-7 standard can be found in [5, 17]. Similarity between shapes is 
calculated by summing the absolute differences between all descriptor elements 
(size-normalized ART coefficients) [5].

As pointed out in [17], region-based techniques like ART are generally less 
sensitive than contour-based methods to extreme distortions due to scaling, but 
at a price of significantly worse performance in similarity-based retrieval. This 
can be explained by the fact that there is no evidence for any analogy between 
ART and the human visual system. Also, the ART coefficients, like all other 
region-based descriptors, are sensitive to elastic (non-linear) deformations and 
the initial normalization, e.g. outliers may affect the process of "inscribing" the 
shape into the unit disk.

4.5 The M ost Characteristic Curve M atching Techniques

As already explained in section 4.2.3, shape similarity can be estimated based 
on shape representations embedded into a low dimensional vector space (fea­
ture vectors) or based on distances between local features associated with cor­
responding elements from the two shapes. This section gives an overview of 
shape matching techniques which utilize representations from the spatial domain 
category supporting local features. The review focuses on various representa­
tions from this category, methods used for solving the correspondence problem 
between elements of two representations and potential applications of the dis­
cussed techniques.

Methods utilizing representations from the spatial domain category first have to 
establish correspondence between elements from both representations, taking 
into account shape variations and pose transformations, and the final similarity 
is then computed by accumulating local distances between the associated 
elements. Due to the utilization of local features and advanced matching 
procedures such methods can often deal with significant elastic deformations 
or occlusions. The price to pay for such flexibility is much higher computational 
cost of matching compared to the methods utilizing descriptors embedded in 
low dimensional feature vectors.

There are many important aspects of shape matching based on local dissimi­
larities of elements from both representations such as: (i) identification of basic 
shape elements (shape segmentation), (ii) choice of local features (attributes) as­
sociated with each shape element, and as mentioned already (iii) quantification
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Figure 4.4: Taxonomy of curve matching in spatial domain.

of local and global similarities, (iv) establishing of the correspondence between 
elements from both representations.

For clarity, this review is primarily based on the classification of matching 
techniques described in [170] -  see Figure 4.4. Many authors [170, 189] make a 
primary distinction between the majority of the silhouette matching techniques 
which focus on the curve itself, and approaches based on the curve's medial axis. 
Techniques matching curve elements are then further categorized into either 
dense matching or feature matching (sometimes referred also as transient event 
matching). [170] further divides techniques from the latter category into three 
groups: (i) proximity matching, (ii) spread primitive matching, and (iii) syntactic 
matching.

It should also be noted that some matching methods discussed in the following 
sections are applicable, or can be extended, to segmentation and identification 
of objects in unseen images. This task is closely related to the the so-called top- 
down segmentation problem discussed in section 2.5.

4.5.1 M ed ia l A xis T ransfo rm

A representation that has proven to be relevant in human vision is the Medial 
Axis Transform (MAT) proposed originally by Blum [181, 182]. MAT produces 
a skeleton and a width value at each point on the skeleton (the so-called quench 
function) [190,147]. Medial axis are readily computed from contours and provide 
a topological description of object boundaries which are relatively stable over 
changes in viewpoint. This approach led Sebastian et. al. [191] to attempt to 
capture the structure of the shape in the graph structure of the skeleton. The 
similarity between shapes is computed based on the "edit" distance between 
shock graphs.

Sebastian et. al claim that their approach based on shock graphs is efficient and 
robust to various transformations including articulation, deformation of parts 
and occlusion. The method appears to offer graded similarity measure and may
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be combined with appropriate indexing methods. However, matching graphs 
involves solving a NP-complete isomorphism problem which is computationally 
very expensive. Therefore, currently, two contradicting views regarding the use­
fulness of the graph-based approaches can be found in the literature. While [191] 
claims efficient matching using graph-based approaches and superiority over 
curve matching, others [170,192] reported sensitivity of the graph representation 
to occlusions and small contour changes and also prohibitive matching complex­
ity.

Given the above difficulties with graph representations, a natural alternative is 
to represent shapes using their curves elements. The following sections discuss 
the main categories of methods measuring similarity directly using elements 
from both curves.

4.5.2 Dense Matching

Dense matching is one of the broadest categories of methods measuring similarity 
directly using elements from both curves. The curves are typically represented 
using an ordered sequence of equidistant contour points where the number of 
points is chosen to satisfy a predefined representation error. Dense matching 
methods perform a dense mapping between the two dense curve representa­
tions. The task is often formulated as a parameterization problem with some 
cost function to be minimized. The final dissimilarity between contours is ob­
tained by summing the cost of local deformations. A common approach is to 
define the cost function as an "elastic energy" needed to transform one curve 
to the other [168, 193, 194], where the "elastic energy" is defined in terms of 
contour curvature. Another common approach is to use the so-called turning 
function [195] instead of curvature. Although many of the approaches from this 
category allow "elastic matching", e.g. by utilizing Dynamic Programming (DP) 
for finding the optimal mapping between the curves, some assume only rigid 
deformations [195].

The main advantages of the methods from this category is that they are rather 
easy to implement and facilitate neatly continuous measures of similarity. 
However, the author is not aware about any rigorous quantitative evaluation 
of the retrieval capabilities of any method from this category using a collection 
containing more than 10 curves. This recent lack of interest in the methods 
from this category can probably be explained by the common belief that they 
have high computational complexity compared to feature (event) matching 
methods [170], and that the methods utilizing curvature are inherently size 
variant [170].

After analyzing many matching techniques, the author tends to disagree with 
some of the above opinions. Although the dense matching techniques deal
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with dense representations, the algorithms which can be used for establishing 
the correspondences between curve elements are typically much simpler and 
have much lower order of complexity than the methods able to deal with sparse 
representations. Effectively, only a few feature matching methods may compete in 
terms of speed with the dense matching methods and only at the cost of utilization 
of very sparse and therefore often ambiguous representations. Moreover, 
recently new exact pruning methods for Dynamic Time Warping (DTW), which 
is often utilized by dense matching approaches, were proposed in [196] making 
the dense matching methods even more attractive in terms of fast search in large 
collections. Moreover, in the case of closed contours, size invariance can be often 
achieved by size normalization performed prior to the matching, even in cases 
of modest occlusions.

However, the existing dense matching methods do have a serious drawback which 
is related to the fact that they operate at only one scale, e.g. in [168] the curvature 
is computed after smoothing the contour by some fixed amount to reduce the 
influence of the noise. It should be noted that the contour matching method 
proposed in chapter 5 of this thesis can be categorized as a dense matching 
approach which, unlike other methods from this category, utilizes a rich multi­
scale representation.

4.5.3 Proxim ity M atch ing

Proximity methods match two sets of unordered key points (feature points) by 
searching simultaneously for pose alignment and correspondence such that the 
distances between corresponding key points of each shape are minimized [197, 
198,199,200]. These methods are attractive in applications where the objects can 
be assumed to be rigid and the order of points is unavailable. Many techniques 
from this category can be easily extended to the problem of measuring the 
similarity between a model and a portion of the image. As a consequence they 
can be applied for object detection in cluttered scenes without the need for object 
segmentation [198,199]. Unfortunately, as is also commonly known, proximity 
measure is inadequate for weakly similar boundaries, i.e. treating curves as sets 
of points ignores more qualitative "structural" information [170].

One of the most typical examples of proximity matching methods is the Hausdorff 
Distance [198,201,171] which is a measure of resemblance between two arbitrary 
sets of geometric points superimposed on one another. The Hausdorff distance 
between two finite point sets A  =  {ai, a?,,. . .  ap} and B =  {&i, b%,... bq} is 
defined as: H{A, B) = max{/i(^4, B), h(B, *4)} where the function h(A, B), often 
called Directed Hausdorff Distance, is computed by finding for each point of A  
the distance to the nearest point of B and taking the largest of such distances as 
h(A, B). The Hausdorff distance is sensitive to noise since it can be influenced 
by a single outlier. A similar measure but without this drawback is the Partial
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Hausdorff Distance [171]. An important property of the Hausdorff distance is that 
it can be meaningfully applied to sets of different sizes, i.e. where there is not 
one to one correspondence between all points. The directed partial Hausdorff 
distance can even be applied for partial matching [198,201]. However, as in the 
case of all proximity matching techniques, computing the Hausdorff distance 
under pose transformation is very computationally expensive.

An elegant alternative solution from this class was proposed by Shapiro and 
Brady [197] and later extended by Sclaroff and Pentland [200]. In these 
approaches points are mapped to an intrinsic invariant coordinate frame. Due 
to their significance in shape registration their approach is further discussed in 
section 7.1.2.

4.5.4 Spread Prim itive M atching

Spread primitive matching refers to problems where the analyzed curves are di­
vided into shape elements, or primitives (e.g. straight lines) but the information 
regarding the order of such primitives is unavailable. Many approaches from 
this category seek the largest set of matches between elements from both shapes 
inducing compatible coordinate transformation (pose). The methods from this 
class are relatively robust to noise. However, similarly to proximity matching 
techniques, they are also inadequate for weakly similar boundaries, i.e. shapes 
which underwent non-linear ("elastic") transformations.

A common method for finding an objects pose in the abovementioned way 
is the Generalized Hough Transform (GHT) [202]. In this technique, each pair 
of model and image primitives (such as edges or vertices) defines a range of 
possible rigid transformations from a model to an image (pose of the model 
with respect to the image). GHT works by accumulating independent pieces 
of evidence, coming from each of such pair of primitives, for possible coordinate 
transformations (pose) in a quantized space of transformation parameters. 
Alternative approaches from this category represent object primitives as nodes 
in a graph with the connecting arcs representing their relations. The properties of 
the primitives are then encoded as the node attributes and the matching problem 
is formulated as attributed relational graph matching [203].

4.5.5 Syntactical M atching

In applications where the ordering information of curve primitives is available 
the so-called syntactical representations could be used [170], where a curve is 
represented by an ordered list of shape elements having attributes like length, 
orientation, bending angle, etc.

Some early approaches from this category relied on pose invariant attributes
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of the shape elements to ensure invariance to geometrical transformations of 
the whole matching algorithm [204, 172]. However they completely ignored 
the problem of resolution (or scale), e.g. smoothing may result in an entirely 
different list of curve primitives.

More recently, the resolution problem has been addressed in two distinctive 
ways. Some approaches utilize a cascade of representations at different scales [13, 
14,189, 3]. In other words, they attempt to match and quantify similarity based 
on matching transient events occurring at different scales of the multi-scale rep­
resentations. The most characteristic methods from this category are based on 
the Curvature Scale Space (CSS) introduced first by Witkin [205]. Other approaches, 
inspired by string comparison algorithms, emulate smoothing during the match­
ing process [170,167] instead of using pre-computed multi-scale representations. 
They use edit operations (merging, substitution, deletion and insertion) to trans­
form one string into the other. The operators are designed to handle noise and 
resolution changes.

The remainder of this section describes the most representative methods from 
both categories since they are the methods used to benchmark the author's ap­
proach. The discussion focuses on potential drawbacks of syntactical matching 
and aims at providing context for the research carried out by the author and 
reported in the next chapter.

C urvature Scale Space (CSS)

Scale-space filtering for ID functions was originally introduced by Witkin [205] 
and used in several approaches for contour matching [166,13,14,15, 206], mod­
eling [189], and even robust corner detection [207] and fast snake propagation [17]

The Curvature Scale Space (CSS) image was first proposed as a representation 
for planar curves by Mokhtarian and Mackworth [166]. In this approach, a 
parametric representation of the curve is convolved with a Gaussian function 
with increasing standard deviation a. The CSS image is created by tracking the 
position of inflection points, identified as zero curvature crossing points, across 
increasing scales and along the contour.

Assume the parameterized contour C(u) =  y(u)^j, where u is a variable
measured along the contour from a starting point and x(u) and y{u) are periodic. 
C(u) is convolved with a Gaussian kernel 4>a of width cr:

x(L)(p„(u -  t)dt, <f>tr{u) = — ^  (4-2)
a y2 n

and the same for y(u).

X a(u) =  x(u) (g> 4>Au) =
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CONTOUR CSS IMAGE

Figure 4.5: Extraction of CSS image for a fish contour [207].

Curvature at different levels of smoothing is computed as:

w  „  v »y '
/C{u) -  —  ̂  - 'T— (4.3)

( T O 2 +  (Ki)2) i

where and X", F" are respectively the first and the second derivatives of
X a and Y„

An extraction of a CSS image for a fish example from [207] is illustrated in 
Figure 4.5. At a given scale the position of inflection points along the contour 
can be determined by locating curvature zero-crossings. With increasing value 
of a, the resulting contour becomes smoother. The curvature zero-crossings 
continuously move along the contour until two such zero-crossings meet and 
annihilate. The number of zero-crossings of the curvature decreases until finally 
the contour is convex and the curvature is positive. The CSS image of a curve 
is in a fact binary image computed by recording these positions of the curvature 
zero-crossings in the u —a plane for continuously increasing a. The size of each of 
the arch-shaped contours in the CSS image, often referred to as lobes or peaks, 
represents the depth and the size of the corresponding feature on the original 
contour.

The CSS images are invariant under translation. An object's rotation or a change 
in the starting point of the contour results in a circular shift of its CSS image 
which can be taken into account during the matching. Scale invariance can be 
obtained by normalizing CSS images according to the size of the original curves. 
Noise may result in some small lobes at the lowest scales of the CSS images but 
the major ones are usually unaffected.

The above properties make CSS images very attractive for extraction of compact 
descriptors potentially useful for efficient estimation of similarity in the context 
of CBIR. Therefore, not surprisingly, several approaches used the CSS images 
for that purpose [166, 13, 14, 189], By far the most commonly used match­
ing technique utilizing CSS images was proposed by Mokhtarian and Mack­
worth [13,14,15,206].
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Their approach relies on a very compact descriptor containing only the positions 
of annihilation of inflection point pairs in the u — a plane, i.e. the positions 
of the zero-crossing point maxima [13, 14, 15, 206]. They can be located in the 
example from Figure 4.5 at the tops of the lobes, (it, a) coordinates of these 
maxima express the position of concavity or convexity along the contour and 
its significance. Since small lobes are produced by the noise only the most 
significant ones have to be retained, e.g. not smaller than 1 0 % of the highest 
lobe. Similarity estimation between two curves requires solving a relatively 
simple correspondence problem between their two sets of maxima. To ensure 
invariance to rotation and change of staring point the matching algorithm has to 
search for the optimal horizontal translation between the two sets of maxima. 
Mokhtarian and Mackworth propose a fast coarse-to-fine matching strategy. 
Detailed descriptions of different versions of the matching algorithm can be 
found in [13,14,15,206]. A description of the most recent and effective variation 
of the technique can be found in [17].

The above shape descriptor is very compact, allows fast matching, and extensive 
tests using general shape collections [208] revealed that the method is quite 
robust with respect to noise, scale and orientation changes of objects2 Because 
of these advantages the CSS-based shape descriptor has been included as the 
contour-based shape descriptor in the ISO/IEC MPEG-7 standard. A detailed 
description of the MPEG-7 shape descriptors and the most recent matching 
algorithms can be found in [17].

Despite its extensive advantages, the above description has one serious draw­
back which is its potentially high degree of ambiguity allowing only coarse com­
parison between shapes [209]. Specifically, the positions of zero-crossing point 
maxima for very deep and sharp concavities and for very long shallow concav­
ities may be identical. Moreover, the convex segments of the curve are repre­
sented only implicitly by assuming that every concavity must be surrounded by 
two convexities. As such, it is impossible to use the CSS image, and therefore 
any descriptors extracted from such image, to distinguish between totally con­
vex curves (i.e. circles, squares, triangles). The last drawback can be somehow 
resolved by including global descriptors, e.g. eccentricity and circularity.

Finally, some problems with the robustness of CSS images were reported by 
Ueda and Suzuki in [189]. Figure 4.6 shows an example from [189] where small 
shape changes result in drastic structural changes in the corresponding CSS 
image. Clearly, the above limitation could affect the coarse-to-fine matching 
of CSS maxima proposed by Mokhtarian and Mackworth. Surprisingly, the 
most recent publications regarding CSS images suggest their stability -  see for 
example [17],

Since the coarse-to-fine strategy may not be adequate for matching of heavily

2The capabilities of the method can be checked at "www.surrey.uk".
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Figure 4.6: Example of radical change in a CSS image caused by a minor change 
in shape [189].

Figure 4.7: Matching approach proposed in [167]: (a) - Geometric quantities for 
representing a segment, (b) - Dynamic Programming (DP) table.

deformed shapes Ueda and Suzuki proposed a rather complex approach, where 
inflection points are matched from the lowest scale to the highest [189], Such 
a fine-to-coarse convex/concave structure matching algorithm was utilized 
for automatic acquisition of shape models by generalizing the multi-scale 
convex/concave structure of a class of shapes [189].

Matching and Retrieval of Contours by Petrakis et. al. [167]

An advanced syntactical contour matching algorithm that emulates smoothing 
during the matching process rather than using a pre-computed multi-scale 
representation was recently proposed in [167]. The main feature of the approach 
is that it operates implicitly at multiple scales by allowing matching of merged 
sequences of consecutive small segments in one shape with larger segments 
of another shape, while being invariant to translation, scale, orientation, and 
starting point selection. The approach can handle both open and closed curves 
and can deal with noise, shape distortions, and possibly occlusions.

In this approach, the original curves are segmented into convex and concave 
segments based on inflection points identified based on approximation using 
local cubic B-splines. Local dissimilarities between segments are computed 
based on three geometric quantities (segment invariant attributes) defined at 
the inflection points which are rotation angle, length and area -  see example 
from Figure 4.7a. The method operates by allowing matching of merged

118



4. SHAPE REPRESENTATION AND MATCHING: A REVIEW

sequences of segments from one shape with larger segments in the other shape. 
The explicit computation of the scale-space representation is avoided due to 
the introduction of a mechanism for computing the attributes of the merged 
segments. Correspondences between similar parts of the two shapes are found 
using a Dynamic Programming (DP) algorithm. The matching starts by building a 
DP table, where rows and columns correspond to inflection points from both 
shapes (Figure 4.7b). Starting at a cell at the bottom row and proceeding 
upwards and to the right, the table is filled with the cost of the partial match 
containing the segments between the inflection points examined so far. Because 
convex segments cannot match concave ones, only about half the cells are 
assigned cost values, in a checkerboard pattern. Merges, where a sequence of 
segments of one shape matches a single segment of the other shape introduce 
"jumps" in the traversal of the DP table. Reaching the top row implies a 
complete match.

The authors of the above approach claim that through merging at different levels 
of details their algorithm avoids the costly smoothing operations of the scale­
space based approaches. However, this leads to the need for searching for the 
best match at multiple scales during the matching process, implying extremely 
high matching complexity, e.g. in the case of optimal matching 0 (M 3N 2), 
where M  and N  denote the number of segments in each shape. For instance, 
a sequential search of a database of 1,100 shapes of marine life species [14] takes 
several minutes on a standard PC (Pentium PC 1000MHz) [167].

It was shown in [167], that the method outperforms simple techniques such as 
the one based on moments but produces comparable results to the CSS-based 
methods (which have typically much lower matching cost) when tested on the 
database of 1,100 closed contours of marine life species [14]. Interestingly, when 
tested on smooth shapes, such as the shapes in the GESTURES dataset [210] the 
method performed slightly better for large answer sets and slightly worse for 
small answer sets than the method based on Fourier Descriptors.

Moreover, it is not clear from [167] how meaningful a comparison would 
be between two totally convex curves or weakly similar curves where some 
segments may not have an intuitive correspondence. Finally, although simpler 
that the technique proposed in [189] or in [170] it still appears quite complicated 
and nontrivial to implement, making the comparison with other methods 
difficult.

An interesting syntactical matching algorithm, sharing many commonalities 
with the approach by Petrakis et. al. [167], was also proposed by Gdalyahu and 
Weinshall [170].
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4.6 Conclusion

This chapter outlined the most important aspects of retrieval based on shape 
and discussed major challenges related to 2D shape representation, matching 
and similarity estimation. It aimed at giving an overview of selected techniques 
available in the literature in order to provide a context for the research carried 
out in the remainder of this thesis, particulary in chapter 5.

However, since a complete overview of the vast number of existing shape 
analysis methods would be impractical, this chapter focuses only on a small 
selection of the most commonly used and/or those particulary relevant to the 
research carried out by the author in chapters 5, 6  and 7. A much larger selection 
of methods has been described by Loncaric in [147], where he identified over 
thirty shape description and matching methods covering a broad diversity of 
methods and providing a large set of useful references. State of the art in 
shape matching research was also discussed by Veltkamp [190, 171]. A very 
comprehensive discussion on various issues related to shape analysis can be 
found in [163]. A description of methods adopted by the MPEG-7 standard, the 
selection process (including description of various methods considered during 
the standardization) and an interesting set of applications of contour analysis 
can be found in [17].

Shape analysis and shape matching in particular is an important research 
subject in the area of CBIR. However, despite three decades of intensive 
research there are many unsolved aspects of similarity estimation between 
shapes. Many of the shape matching approaches proposed in the literature 
are not suited for use in CBIR systems due to factors like high computational 
cost of similarity estimation, lack of robustness to various deformations, and 
most importantly inability to provide similarity estimation aligned with human 
judgment of similarity in a given context. Methods where shape information is 
embedded into a low dimensional vector space (feature vectors) typically lack 
robustness against non-rigid deformations. Early dense matching techniques 
suffer from the inability to utilize multi-scale information and, due to the recent 
popularity of syntactical approaches, they were never tested with large test 
collections to fully asses their usefulness/potential in CBIR. The most recent 
syntactical approaches, although motivated by studies of human perception 
and dealing with compact structural information, led to utilization of complex 
matching algorithms which are often difficult to implement and also to ad- 
hoc solutions for solving ambiguities between compared shapes resulting in 
similarities poorly aligned with human perception of similarity. The above 
situation provided motivation for the research reported in the next chapter.
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C h a p t e r  5

MULTI-SCALE 
REPRESENTATION AND  

MATCHING OF NON-RIGID  
SHAPES WITH A SINGLE 

CLOSED CONTOUR

T h is  chapter presents a new method for efficiently matching non-rigid 
shapes represented with a single closed contour and for subsequently 

quantifying dissimilarity between them in a way aligned with human intuition. 
The approach is primarily intended for indexing and retrieval of objects in large 
collections based on their 2D shape.

In this new approach, termed the Multi-Scale Convexity Concavity (MCC) repre­
sentation [2 1 1 ], contour convexities and concavities at different scale levels are 
represented using a two-dimensional matrix. The representation can be visual­
ized as a 2D surface, where "hills" and "valleys" represent contour convexities 
and concavities that are present at different scales. It is shown that such a rich 
representation facilitates reliable matching between two shapes and subsequent 
quantification of differences between them. The optimal correspondence be­
tween two shape representations is achieved using dynamic programming and 
a dissimilarity measure is defined based on this matching. The algorithm is very 
effective and invariant to several kinds of transformations including some artic­
ulations and modest occlusions. The retrieval performance of the approach is il­
lustrated using several collections including the MPEG-7 shape dataset, which is 
one of the most complete shape databases currently available. Extensive experi­
ments demonstrate that the proposed method is well suited for object indexing 
and retrieval in large databases. Furthermore, the representation can be used as 
a starting point to obtain more compact descriptors.

1 2 1



5. MULTI-SCALE REPRESENTATION AND MATCHING OF CLOSED CONTOURS

Based on this assumption, the second part of this chapter discusses several 
improvements of the initial approach. An alternative and more compact form 
of the MCC representation [211] is proposed, along with an optimization 
framework designed to further improve matching performance and facilitate 
the comparison of different versions of the approach by ensuring optimal 
conditions, and thereby a "level playing field", for the methods being compared.

Attractive properties of the new approach are that it outperforms existing 
methods in several applications, is robust to various transformations and 
deformations, has low matching complexity (compared to fine contour matching 
techniques [170,167]) and that is relatively easy to implement.

5.1 Introduction

5.1.1 M o tiv a tio n

The crucial problem in contour matching is the choice of features used to quan­
tify differences between contour segments. Biological research has shown that 
contour curvature is one important clue exploited by the human visual system 
in this regard [212]. However, curvature is a local measure and is therefore sen­
sitive to noise and local deformations. Estimating curvature involves calculating 
contour derivatives, which is difficult for a contour represented in digital form. 
In fact, the important structures in a shape generally occur at different spatial 
scales. Therefore, the most powerful shape analysis techniques are those based 
on multi-scale representations [213, 206, 209,163]. Whilst multi-scale represen­
tations are very useful in analyzing contours, they are also highly redundant -  
this is the price to be paid in order to make explicit important structural informa­
tion. Approaches to removing thus redundancy are again motivated by studies 
of human perception. Many researchers recognized the importance of transient 
events in hum an visual perception [212, 205]. In [212] it was demonstrated that 
corners and high curvature points concentrate more information than straight 
lines or arcs. Numerous successful shape analysis techniques were motivated 
by these observations. Various multi-scale contour representations proved to be 
very useful for detecting such transient events [205,189, 206,163,209].

Methods based on transient events are cognitively motivated, compact and al­
low fast matching. The main drawback is that they are generally highly am­
biguous. As discussed in the previous chapter, Curvature Scale-Space (CSS) [206] 
method (arguably the most popular approach), cannot distinguish between very 
deep and sharp concavities and very long shallow concavities. In fact, multi­
scale structure analysis or event detection introduces an additional processing 
layer to obtain more meaningful or more compact representation but this addi­
tionally complicates the matching process.
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Given these, and other observations in chapter 4, one could conclude that a 
simpler and more robust technique for matching and quantification of similarity 
between shapes could be obtained by directly using a rich (dense) shape 
representation extracted by recording certain shape properties computed during 
a contour evolution. This idea is evaluated in this chapter by introducing a rich 
(dense) shape description method termed Multi-scale Convexity Concavity (MCC) 
representation, where for each contour point, information about curvature 
(the amount of convexity/concavity) at different scale levels is represented 
using a two-dimensional matrix. A Dynamic Time Warping (DTW) technique is 
used to find an optimal refined alignment along the contours upon which the 
dissimilarity measure is defined. Attractive properties of the new approach are 
that it outperforms existing methods, is robust to various transformations and 
deformations, has low matching complexity (comparing to other fine contour 
matching techniques [170,167]) and is easy to implement. It should also be noted 
that MCC extraction has very low computational cost compared to other similar 
approaches [206, 163] and is therefore more suitable for on-line contour-based 
recognition, where usually storage requirements do not play the key role.

The proposed multi-scale approach is an alternative solution to the approaches 
attempting to match events occurring in the scale space. The main motivation for 
this work was provided by the drawbacks of the scale space technique (CSS) for 
plane curves proposed by Mokhtarian and Mackworth in [13]. The innovation 
of the proposed approach is that the multi-scale representation is not used to 
detect important transient events to obtain a compact shape descriptor, but the 
amount of convexity/concavity is used directly for quantifying the differences 
between shapes. It is demonstrated throughout the chapter that using such 
a rich representation for quantifying differences between shapes can lead to 
significant improvement in retrieval effectiveness. However the author does not 
mean to imply that the transient events do not contain significant information 
about the structure of the contour, but rather that using a rich representation 
can ensure that none of the important information has been unnecessarily 
discarded allowing simpler and more robust matching general to all types of 
closed contours.

Although such a rich descriptor provides excellent retrieval performance, the 
inherent redundancy between scale levels implies high storage requirements. 
Therefore, an alternative representation, termed MCC-DCT, that reduces this 
redundancy by de-correlating the information from different scale levels and 
allows selective discarding of unimportant information is proposed. Also, the 
study of the influence of weights with which information from different scale 
levels is incorporated into the dissimilarity measure on the overall retrieval 
performance led to the development of an optimization framework to determine 
optimal proportions between information represented by different contour 
point features according to a chosen criterion. This framework is presented
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in the context of optimizing the new shape representation so that it can be 
compared both to non-optimized versions of the approach as well as the original 
MCC approach that, in itself, is difficult to optimize. It is demonstrated that 
the average retrieval performance can be further improved by using such a 
framework. Furthermore, this framework could be used to tailor the shape 
representation to a specific application.

5.1.2 C h a p te r  S tru c tu re

The remainder of this chapter is organized as follows: The next section describes 
the multi-scale shape representation in detail and discusses its properties. 
Section 5.3 presents an optimal solution for matching two MCC representations 
and provides a definition of dissimilarity measure. Section 5.4 presents retrieval 
results, including a comparison with the CSS approach in the author's own 
simulation of the "CE-Shape" MPEG-7 core experiment. The computational 
complexity of the proposed approach is discussed in section 5.5. An alternative 
version of the shape representation and one possible parameter optimization 
approach is described in section 5.6. Section 5.7 discusses the relationship 
between the proposed approach and other curve matching techniques followed 
by a discussion of prospects for further improvements and an outline of possible 
directions for future research in this area in section 5.8. Finally, conclusions are 
formulated in section 5.9.

5.2 M ulti-scale Convexity Concavity Representation

5.2.1 D efin itio n

Since usage of compact shape descriptors leads to problems with generalization 
and a trade-off between robustness to deformations and lack of discriminatory 
power, a new rich multi-scale shape representation termed Multi-scale Convexity 
Concavity (MCC) representation which stores information about the amount of 
convexity/concavity at different scale levels for each contour point is proposed. 
The representation takes the form of a 2D matrix where the columns correspond 
to contour points (contour parameter u) and the rows correspond to the different 
scale levels a. Position (u , a ) contains information about the degree of convexity 
or concavity for the uth contour point at scale level a.

The simplified boundary contours at different scale levels can be obtained via 
a curve evolution process similar to that used in [13] to extract CSS images. 
Assuming a size normalized closed contour C represented by N  contour points 
and parameterized by arc-length u: C(u) = (x(u), y(u)'], where u e (0, N). The 
coordinate functions of C  are convolved with a Gaussian kernel 4>a of width
O’ ^  { 1  j 2 ■■■CTrnax}'
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Figure 5.1: Contour displacement at two consecutive scale levels.
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and similarly for y(u).

The resulting contour, Ca, becomes smoother with increasing values of a, until 
finally the contour is convex. In the above definition a is constrained to assume 
integer values only. Possible alternative quantization schemes for a are briefly 
discussed in section 5.8.2

The convexity/concavity measure is defined as the displacement of the contour
between two consecutive scale levels. If we denote the contour point u at scale
level <7 as p(u, a), the displacement of the contour between two consecutive scale 
levels d(u,a) at point p (u ,a )  can be defined as the Euclidian distance between 
position of p(u, u) and p(u, a — 1 ):

d(u,cr) =  k \J (x a{v) -  xCT_i(u)) + (y*(u) ~  ttr-l(w )) (5 -3)

where .
1 if p(u, a) inside Ca- \ ,. ----------(54)

L — 1 otherwise

The sharper the convexity or concavity, the larger the change in the position 
of its contour points during filtering, where convex and concave parts are 
distinguished via a change in sign. The distance d(u, a) has positive (negative) 
values for u at convex (concave) parts of the contour. If p(u, a)  lies inside the 
contour produced at level a  — 1, this indicates that the contour at p(u, a)  is convex 
(d (u , a ) has positive value). If p(u, a) lies outside the contour produced at level 
<7 — 1 this indicates that the contour at p(u, u) is concave (d(u, a)  has negative 
value).

For a small class of shapes, direct implementation of equation 5.3 can result 
in a loss of continuity for values of d(u, a) at the borders between convexities 
and concavities. At high scale levels, where the filtered contours are very 
smooth, some contour points move in a direction roughly parallel to the contour 
rather than in a direction perpendicular to the contour. In this case, the
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(a) (b) (c)

Figure 5.2: Extraction of MCC representation: (a) - original shape birdl9; (b) - 
filtering the original contour with different values of a, arrows indicate direction 
of displacement; (c) - MCC representation (100 contour points at 14 scale levels);

distance between successive positions of the contour point does not reflect 
the displacement of the contours between two scale levels - an example is 
shown in Figure 5.1. This problem can be avoided by taking the displacement 
measure as the local minimum distance between contour point p(u,a) and 
neighboring segments of this contour point at scale level a — 1. Theoretically, the 
search for the minimum distance should continue until the first local minimum 
distance is found. In a practical implementation, it is often sufficient to take the 
displacement measure as the minimum of two distances |dp| and | dn \, where 
| |  and \dn \ denote the Euclidian distances between p(u,cr) and segments < 
u — 1 , u > and < u, u + 1 > at scale level a — 1.

An example of the MCC extraction process is illustrated in Figure 5.2. All 
concavities and convexities are present at the lowest scale levels. Moving 
to higher scales the level of detail decreases and only the most significant 
convexities and concavities are retained. The author's observations indicate that 
the majority of contours become completely indistinguishable above the 1 0 th 
scale level. As a result, in all experiments shape representations with scale levels 
from 1-10 is used. Different schemes for adjusting the range of a are discussed 
in section 5.8.2.

Note that the curvature measure could be employed as an alternative convex­
ity/concavity measure as widely used in many other shape analysis methods [13]. 
However, whilst our experiments show that the use of curvature results in a de­
scriptor with strong discriminatory capabilities, sometimes the matching process 
can be dominated by large values of curvature extremes. In other words, the 
above convexity/concavity measure was utilized due to its low computational 
cost and the ease with which it could be used within the proposed matching 
algorithm resulting in good alignment with human notion of similarity.

Although the above evolution process and measure of convexity/concavity ap­
pear intuitive, their employment is motivated by ease of implementation, even 
though they do not have a direct counterpart in any physical model. Many alter­
native, and often better motivated, approaches to measuring convexity/concavity
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and to contour evolution could be employed. However, this chapter focuses 
on demonstrating the advantages of rich multi-scale representations over com­
pact descriptors rather than investigating every possible variation of the contour 
evolution process and measure of convexity/ concavity. Also a methodology for 
meaningful comparison of different versions of approaches based on such repre­
sentations is investigated which provides the basis for investigating properties 
of alternative approaches to extraction of the rich multi-scale representation in 
the future. The most promising alternative approaches to contour evolution and 
measuring of convexity/concavity are briefly discussed in section 5.8.1.

The above extraction process implies data redundancy in the representation, 
since a ID signal (measure of convexity/concavity along the contour) is rep­
resented by a 2D matrix. In [163] this phenomenon is described as unfolding a 
signal by a 2D transform, for the purpose of making explicit underlying struc­
tural information at different scales. Such approaches are commonly used for 
shape analysis [213, 206, 163], e.g. detection of perceptually significant points 
across scales. The following sections demonstrate that directly using such a rich 
representation for quantifying differences between shapes can be very conve­
nient and can lead to significant improvement in retrieval effectiveness across 
many applications (generality) by providing good balance between robustness 
and discriminatory power.

5.2.2 Properties o f MCC representation  

Invariance to Linear Transformations

The MCC representation is invariant to translation (the convexity/concavity 
measure for a given contour point is calculated solely with the respect to its 
neighbors) and scaling (due to size normalization performed prior to contour 
filtering). Both, a rotation of the object and a change in the contours' starting 
point cause a circular shift of the representation along the u axis which is 
addressed during the matching process -  see section 5.3.

Non-rigid Deformations (Nonlinear Transformations)

Generally it is not difficult to match and quantify similarity between very similar 
shapes. It is much more challenging to robustly measure similarity in the 
presence of small geometrical distortions, non-rigid deformations, occlusion and 
outliers. Also robustness to deformations has to be always considered together 
with discriminatory power. Moreover, it is important to test the balance between 
robustness to deformations and discriminatory power on sufficiently large 
collections. The author's experience indicate that evaluating the discriminatory 
power on datasets containing less than 2 0 0  shapes (which is common practice in
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*

(a) (b)

(c)

Figure 5.3: Influence of non-rigid deformations on MCC representation: (a) - 
Original shape, (b) - Top part moved up, (c) - Top part elongated, (d) - Shape 
with "outliers".

the literature) can be very misleading. Also, it should be noted, that the perfect 
trade-off between these two properties can differ from application to application.

In the case of the MCC representation, non-rigid deformations might shift the 
position of contour point features along the u axis, but do not significantly 
change the values of convexity/concavity. All such differences in the position of 
the features along the contour can be compensated during the matching process, 
but in contrast to other approaches [194], are not used as a penalizing factor in 
the final similarity measure. Only values of convexity/concavity are used for 
quantifying similarity between shapes in a way which conforms with human 
intuition.

The influence of shape deformations on the proposed shape representation is 
illustrated in Figure 5.3 using four different instances of the digit one (shapes 
in Figure 5.3b, 5.3c and 5.3d are manually modified versions of the shape in 
Figure 5.3a). For clarity, the most significant parts of the shape have been 
labelled: three deepest convexities as {1}, {2} and {4}, one deep concavity as {5} 
and a straight segment as {3}. The convexities correspond to three maxima in 
the MCC representation. Similarly, the concavity is represented by a single deep 
minimum. Shallow plateaus correspond to straight segments between convex 
parts. Modifying the top of the digit (Figure 5.3b) makes the concavity {5} 
shallower resulting in a slightly shallower minimum in the MCC representation, 
especially at higher scales. The shape in Figure 5.3c has elongated the top part 
compared to the original version. In the MCC representation, this results in a 
larger separation between maxima/minima at all scale levels and the minimum 
becomes deeper, especially at higher scales. Introducing small outliers, as in
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Figure 5.3d, introduces new maxima/minima in the MCC representations at 
lower scale levels. Similarly, contour noise (not shown) introduces additional 
convexities and concavities at lower scale levels, but higher scale levels usually 
remain unaffected due to the implicit filtering process. In all cases, there are 
small differences in the position of the maxima/minima along the contour -  a 
fact which must be addressed during the shape matching process.

The reader may also notice that digit one can be also represented by a straight 
vertical line which humans can effortlessly recognize especially when occurring 
in the neighborhood of other digits. This should serve to remind us about the 
inherent limitation of any recognition technique based on matching which is the 
assumption that objects share common appearance and also about the fact that 
semantic interpretation of shapes often depends on context. Therefore, in many 
applications, successful recognition may require matching of an unknown shape 
with multiple shape instances (templates) of the searched object.

Further examples of shapes and their MCC representation are shown in Fig­
ure 5.4. Of particular interest are differences between the MCC representations 
of rigid shapes like circle, square and triangle. It should be noted that the CSS rep­
resentation of these totally convex shapes would contain no maxima requiring 
utilization of additional features, e.g. the CSS-based descriptor adopted by the 
MPEG-7 standard solves this limitation by including global features. Figure 5.4 
also illustrates MCC representations of shapes which could be considered elas­
tically bent versions of each other, like pen and horseshoe.

It should be clear from the above examples that the matching procedure has 
to take into account differences in the position of the features along the con­
tour in order to be robust to elastic deformations. Discrepancies between con­
vexity/ concavity measures of corresponding parts should allow dissimilarities 
between shapes to be quantified in a way which conforms to human intuition. 
While there is no theoretical justification for this, this assumption is evaluated 
experimentally in sections 5.4 and 5.6.5.

5.3 M atching and D issim ilarity Measure

5.3.1 O ptim al C orrespondence B etw een Contour Points

In the proposed approach the similarity/dissimilarity measure between two 
shapes is based on local distances between corresponding points (computed 
using their multi-scale feature vectors). The correspondences between points 
are established by finding the globally optimal match between two MCC 
representations. In other words, the optimal correspondence results in the 
lowest possible global cost (accumulated from local distances between these 
corresponding points) and at the same time fulfills a chosen global constraint,
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Figure 5.4: Examples of MCC representation.

130



5. MULTI-SCALE REPRESENTATION AND MATCHING OF CLOSED CONTOURS

e.g. maintains the sequential nature of contours or satisfies the condition that all 
points from one contour need to have at least one corresponding point from the 
other.

The matching process must determine the optimal circular shift between two 
representations and take into account small variations in the relative positions 
of feature vectors along the contour caused by deformations. Occlusions are not 
detected explicitly, but penalized implicitly by the cost of matching them to the 
non-occluded contour, i.e. to the part resulting in the best global correspondence. 
This assumption is motivated by the observation that occlusions or outliers affect 
the MCC representation only locally, making global alignment still possible.

This simplification allows utilization of a very straightforward Dynamic Program­
ming technique for matching similar to one used for speech recognition where it 
is referred to as Dynamic Time Warping (DTW) [214]. DTW has been widely used 
for speech recognition where several utterances of the same word are likely to 
have different durations and parts being spoken at different rates. As such, a 
time alignment is performed to obtain a global distance between two speech pat­
terns. In the case considered here, the task is to find an optimal global alignment 
along the contour.

When establishing correspondences between two contours, first distances be­
tween their contour points are computed using their multi-scale feature vectors 
and stored in an N  x N  distance table allowing their convenient examination. 
The columns of the table represent contour points of one shape and the rows rep­
resent the contour points of the other. Each entry in the table stores a distance 
between a pair of contour points corresponding to the row and the column of 
this entry.

Finding the optimal match between two contours corresponds to finding the 
lowest cost diagonal path through the distance table, i.e. traversing through the 
distance table from bottom left to top right. If one of the contours is rotated with 
respect to another or different starting points are chosen for the two contours, the 
optimal path will be shifted in the distance table. Thus, invariance to rotation 
and choice of starting point can be obtained by searching for the circular shift 
resulting in the least cost path. However, in the case of non-zero shift (starting 
points do not correspond), the optimal path may need to wrap around from the 
last column to the first column of the distance table. This may be efficiently 
implemented by repeating the columns of the distance table, resulting in an 
extended distance table of size 2N  x N  [204] -  see Figure 5.5. If one of 
the contours is a mirrored version of the other, the optimal path will become 
perpendicular to the path which would be optimal for a non-mirrored version. 
Thus, invariance to mirror transformations can be obtained by searching for the 
optimal path in both directions, i.e. traversing through the distance table from 
bottom left to top right or from bottom right to top left. The final dissimilarity
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Figure 5.5: Matching two MCC representations using dynamic programming.

between shapes is calculated as the cumulative cost along the least cost path.

5.3.2 D istances B etw een  C ontour Points

This section describes in detail the computation of pairwise distances between 
points of both contours. Define the MCC representation as an crmax x N  matrix 
F =  [fcru\ where f au denotes the convexity/concavity measure for contour point 
u at scale a. Let contours A  and B  be represented by F '4 and F B respectively. The 
distance between two points uA and uB from A and B  respectively is defined as 
the average of absolute differences between their convexity/concavity measure 
from all scales:

1 m̂ax
<((»->“ ) =  —  £  (5.5)

''max i(T—1

It should be noted that according to the above definition, all scale levels are 
incorporated in the distance measure with the same importance (weight). It is 
possible that using different weights could result in more meaningful matching 
and dissimilarity measure, leading consequently to improved overall retrieval 
accuracy. The influence of the weights on retrieval performance is investigated 
in section 5.6.

5.3.3 D ynam ic Program m ing Formulation

In a dynamic programming formulation, the sequential nature of the contours 
is maintained, as the path is traced through the distance table, by imposing the 
condition that paths cannot move backwards along the columns. The path may 
only proceed upwards and to the right in the table -  see Figure 5.5. An additional 
condition is imposed that every contour point (represented by a column in the 
input MCC representations) must be used in calculating the matching path. A
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single point from one contour being matched to a large part from the other 
contour (i.e. long horizontal or vertical segments in the least cost path) is 
avoided. This can be easily achieved by constraining the path geometry by 
imposing the condition that a point from one contour can only be assigned to 
a maximum of two points from the other contour.

Furthermore, as is common practise in DTW algorithms [214], the least cost path 
is restricted to lie in the area close to the ideal straight diagonal line in order to 
speed up the matching process. The path is allowed to deviate from a straight 
diagonal path by no more than a chosen deviation threshold of ±Td entries. In 
initial experiments T,i will be set to 0 .04 . /V ,  which in most cases has no affect on 
the geometry of the optimal path representing a good trade off between speed 
and matching performance.

To formally define the dynamic programming formulation, let us initially 
assume that the starting points in both contours are known and shifted to 
position 0  along the contours. Therefore the distance between starting points 
is stored in entry ( 0 , 0 )  of the distance table. The matching algorithm starts 
at cell (0 , 0 ) and proceeds upwards (from the beginning to the end of each 
column) and to the right (from the first to the last column) through the distance 
table updating costs of all possible allowable paths. The implementation of 
such a process requires additional structures to store analyzed paths and costs 
accumulated along each path. This can be achieved by extending the distance 
table to a structure commonly referred as a Dynamic Programming (DP) table 
where each entry stores not only the distance between corresponding pair of 
contour points but also the cost of the least cost path between the entry and entry 
( 0 , 0 )  and also the best predecessor in the path. The least cost path through the 
distance table, corresponding to the best matching between two representations 
is the total cost accumulated at the top right entry D (N  — 1,N  — 1). Contour 
point correspondence can be achieved by tracing all predecessors of entry 
D (N  — 1, N  -  1) in the least cost path.

The detailed description of the mechanism used for updating (accumulating) 
the cost along each path is as follows. Let D to t{u A,u b ) to be the total cost 
accumulated from distances stored along the least cost path between entry (0 , 0 ) 
and (uA,u B). The value of Z?t o t  at entry (u A, uB) can be evaluated as the sum 
of the cost of matching contour points corresponding to this entry and the least 
accumulated cost of one of three (on the left, bottom-left, and bottom) of its 
predecessors:

Dto t(uA, ub ) = d(uA,u B) +  min
DT0T(uA - l , u B )
^totCm "4 — 1, uB — 1) (5.6)

, D t q t (ua  , u B — 1)

where d(uA,uB) is the distance between contour points uA and uB computed
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using the equation 5.5 and — l , u B ),  D t o t { u a  -  l , u B  — 1) and
D t o t ( u a , u b  - 1) are total distances accumulated along least cost paths between 
entry (0,0) and left, bottom-left, and bottom predecessors respectively.

The constraint that a contour point from one contour can only be assigned to 
a maximum of two contour points from the other contour, means that entry on 
the left ((u A — l . u B)) and at the bottom ((u A , u B -  1)) of the current entry can 
become its predecessors only if their own least cost predecessors were not found 
to be the bottom (u A — 2, u B ) and the left {uA , u B — 2) entries respectively. This 
means that the total minimum cost accumulated for the entries on the bottom or 
to the left of the current entry (xiA , u B ) is defined effectively as:

ne/ /  '  A  _  1 B \ _ f D t o t ( u a  — 1 , u b ) if P R ( u a  -  1 , u b ) -A (u a  -  2, u b )
T O T \ u  J-’ u  ) ~  I . . .I oo otherwise

(5.7)
and

r , e f f  ( A  B (  D t o t ( u a , u b  — I )  if P R { u a ,  u b  -  1) 7̂  {u a , u b  -  2)
T O T  \ u  , U  i.) —  ‘L _

I oo otherwise
(5.8)

where P R { u a  — 1 , u b ) and P R ( u a ,  u b  — 1) denote the lowest cost predecessors 
for entries {u a  — 1 , u b ) and {u a , u b  — 1) respectively. Note, that implementation 
of the last equation requires storing the position of the least cost predecessor for 
each entry of the DP table even if the objective is solely estimation of dissimilar­
ity between contours without the best correspondences between points.

To summarize, the matching algorithm starts at cell (0,0) and proceeds upwards 
and to the right through the DP table and the costs of all possible allowable 
paths are updated according to equations 5.6, 5.7, and 5.8. The least cost path 
passing through the distance table, corresponding to the best match between 
two shape representations, is the total cost accumulated at the top right entry 
( D { N  — 1 , N  — 1)).

5.3.4 The C om plete M atch ing  A lgorithm

As already explained, both, a rotation of the object and a change in the contours' 
starting point cause a circular shift of the representation along the u  axis. Since 
the starting points and rotation between contours are in fact generally unknown, 
it is therefore necessary to perform a search for the circular shift between two 
MCC representations resulting in the least cost path. Although various methods 
for fast estimation of the best pair of starting points could be employed, see for 
example [170], in this thesis a simple exhaustive search is described which is 
used in several experiments for providing benchmark results.

The exhaustive search algorithm assumes an arbitrary point from one contour as 
a starting point and investigates all possible points from the other as potential
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matches to the selected point. An arbitrary point is selected as a starting point 
in one contour (to avoid additional shifting it is practical to pick the original 
starting point) and each point from the other contour is evaluated as the best 
pairing with this starting point by finding the least cost path through the distance 
table commencing from the entry corresponding to this pair. This means that the 
algorithm for finding the least cost path must be repeated N  times.

Also, whenever the optimal path starts from a cell other than (0,0) it needs to 
wrap around from the last column to the first column of the DP table. This is 
efficiently implemented by repeating the columns of the DP table, resulting in 
an extended table of size 2N  x N  [204]. The DTW algorithm can then be run 
iteratively for i = 0 , 1 , ...N, each time determining the optimal path between 
entries (i, 0) (bottom row) and (i + N  — 1, N  -  l)(top row). Invariance to a mirror 
transformation can be obtained by flipping the columns of the distance table and 
repeating the search for the optimal path.

The entire algorithm for determining the least cost path through the distance 
table can be stated as follows1:

INPUT: MCC representations of shapes A and B;
OUTPUT: The least cost Dmin of matching A and B;

1. SET Dmin = OO
2. FILL NxN Distance Table using Eq. 5.5;
3. EXTEND the Distance Table to 2NxN by repeating columns;
4. FOR i = 0,1, ...N DO //Search all shifts for the least cost path

• FIND the lowest cost path between entries (i, 0) and (i \- N — 1, N  — 1) 
proceeding upwards and to the right through the Distance Table and 
summing local distances using Eq. 5.6;
//Check if the the new path has lozver cost than Dmin• IF Dtot(« + N -  1,N -  1) < Dmin THEN Dmin -> Dtot(i + N -  1, N -  1);
END IF;

END FOR
5. IF checking of mirror transformation required THEN

• FLIP the columns of the Distance Table;
• REPEAT step 4;

END IF;

The above algorithm finds the minimum cost Dmin of traversing the distance 
table for N  pairs of starting points (all possible circular shifts) and if necessary 
in a given application can take into account mirror transformation. It should be 
stressed that the most computationally expensive step, calculation of pairwise 
distances between contour points is performed only once and does not have to 
be repeated for evaluating a mirror transformation or a shift.

'For clarity, operations related to tracing of the optimal path whenever the objective is also 
establishing the best correspondence between contour points are omitted from the pseudo-code.
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5.3.5 Shape D issim ilarity

The final dissimilarity between two contours is calculated by normalizing the 
cost of the optimal path (Dmin) found by the matching algorithm by the number 
of contour points N  used and a crude estimate of complexities of both shapes 
computed from their MCC representations:

D(A, B) = ---------------- r- (5.9)
N  ■ izA + x Bj

Complexities x a and x/j are estimated as the averages of dynamic ranges of 
concavity/convexity measures from all scales:

CTm a x

= —  Y  I milXV™A } "  mj.n{ / ^ } l  (5‘10)
°  m ax  — : u A u MG— 1

and similarly for x b -

The introduction of the second normalization is motivated by the author's 
observations that humans are generally more sensitive to contour deformations 
when the complexity of the contour is lower. Thus, dissimilarities between low 
complexity contours should be additionally penalized.

It should be stressed that there is no extra penalty for stretching and shrinking 
of contour parts during the matching process. Rather, a globally optimal match 
between two contours is found using a rich multi-scale feature for each contour 
point and dissimilarity is based solely on distances between corresponding 
points. This is contrary to the majority of other contour matching approaches 
based on dynamic programming where different penalty factors for stretching 
and shrinking, usually chosen in an ad-hoc fashion [170], drive the matching 
process.

5.3.6 M atch ing  Exam ples

Examples of typical matching are shown in Figure 5.6. Figure 5.6a shows 
matching of two shapes from the MPEG-7 dataset: stef09 and stefl3. It can be 
seen, that despite significant non-rigid deformations between these shapes, the 
optimal path deviates only minimally from the straight diagonal line (roughly 
part {6 } of the shapes), resulting in intuitive correspondences between contour 
points. This example confirms that the approach exhibits robustness to non­
rigid deformations. Figure 5.6b shows an example of matching in the presence 
of outliers (or occlusions) where shape horsel4 from the MPEG-7 dataset is 
matched with its modified version representing the horse with a rider. The 
fragment of the optimal path corresponding to matching of unaltered parts of 
the modified shape to the original shape is practically straight indicating that
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Figure 5.6: Matching examples: (a) - Matching of two shapes stef09 and stefl3 
from MPEG-7 collection, (b) - Matching of horsel4 from MPEG-7 collection and 
its manually modified version to illustrate matching in presence of outliers or 
occlusions, (c) - Matching of stef09 with horsel4.

the representation of these parts remained unaffected even in the presence of 
the significant outlier. The deviation of the path from the straight diagonal line 
(segments labelled as {1 } and {2 }) is related to matching of the rider from one 
contour to the horse's back from the other contour. The cost of matching the 
rider to the back of the horse is used to quantify the dissimilarities between 
two shapes. Matching two very dissimilar shapes is illustrated in Figure 5.6c. 
Despite significant differences between both shapes, the matching algorithm is 
able to find an intuitive match. The best match is found for a mirrored version 
of shape horsel4. Of course, even such globally optimal matching should result 
in a large dissimilarity measure between these shapes.

The above examples illustrate the capabilities of the matching algorithm to 
compensate for small deviations in the position of the convexities/concavities 
along the contour and the fact that an intuitive correspondence can be found 
even in the presence of significant outliers.

5.4 Results

This section demonstrates the usefulness of the proposed method to shape-based 
retrieval in large datasets. All presented experiments are performed using MCC 
representations with 1 0 0  equally spaced contour points and scale levels from 
1 -1 0 .

5.4.1 R e triev a l o f  M arin e  C rea tu res

Illustrative retrieval results obtained using the proposed approach on a database 
of 1100 shapes of marine creatures [206], are illustrated in Figure 5.7. Although 
there is no ground-truth classification associated with the above collection it can 
be safely stated that the retrieval results correspond closely to human perception 
of similarity. Moreover the results compare favourably with results obtained by
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Figure 5.7: Illustrative retrieval results obtained for selected entries from a data­
base of marine creatures. The top row shows query shapes, whilst subsequent 
rows show the first 17 top ranked matches.

the original CSS approach implemented as in [206]2.

5.4.2 S im ulation  of M PEG-7 Core E xperim ent

This section presents quantitative retrieval results obtained by the proposed ap­
proach in the author's simulation of the main part (part B) of the Core Experi­
ment "CE-Shape-1" specified during the MPEG-7 standardization process [215].

In this experiment, originally performed as part of the MPEG-7 standardization 
process, a set of semantically classified images with an associated ground truth 
is used. The total number of images in the main MPEG-7 collection is 1400

2On-line system demonstrating retrieval of marine creatures using the CSS approach is 
available at http : //www. ee . surrey. ac . uk/Research/VSSP/imagedb/demo. html

r
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Figure 5.8: Examples of shapes used in part B of "CE-Shape-l" MPEG-7 core 
experiment.

consisting of 70 classes of various shapes, each class with 20 images. Each shape 
is used as a query, and the number of similar images (which belong to the same 
class) is counted in the top 40 matches ("Bulls-Eye" test). Examples of shapes 
used in this experiment are shown in Figure 5.8.

The collection is the largest and most complete collection of general shapes 
commonly used in the literature. It contains classes of shapes with different 
levels of intra class variability, non-rigid deformations, occlusions and cracks. 
The variety of shape classes and the size of the collection ensures rigorous 
evaluation of the generality of the approach. As outlined in [208], a 100% 
retrieval rate is not possible due to high intra class variability. Some classes 
contain objects whose shape is significantly different so that is not possible to 
group them into the same class using only shape features. [208] discusses an 
illustrative example whereby two spoons are more similar to shapes in different 
classes than to themselves. In fact some researchers predicted that the average 
retrieval rate of around 80% in MPEG-7 Core Experiment was already close to 
saturation [216].

One of the best overall performances (76.51%) obtained in the above test was 
reported in [217] for a method based on shape context descriptors attached to 
each contour. In the experiment performed as part of the MPEG-7 standardiza­
tion process, the best performance of 76.45% was reported for the method based 
on the best possible correspondence of visual parts [192, 218]. A method based 
on CSS obtained a performance of 75.44%. Results obtained using a more recent 
optimized version of the CSS approach [216,211] show a performance of 80.54%. 
In comparison, the total performance of the approach proposed in this chapter 
is 84.93%, which shows that the method outperforms the above techniques. It 
should be noted that this result was obtained for the non-optimized version of 
the matching algorithm and without adjusting any parameters [2 1 1 ].

Figure 5.9 shows detailed retrieval results for all classes of shapes from the 
MPEG-7 database for both approaches: MCC and CSS. The classes are sorted 
according to the retrieval rate obtained by MCC, with corresponding CSS results
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Figure 5.9: Retrieval rates for all classes from the MPEG-7 core experiment (part 
B of "CE-Shape-1") for both MCC and CSS (sorted by retrieval rate of MCC).

overlaid. The proposed approach outperformed the CSS-based method for the 
majority of classes. In particular, the proposed approach performs much better 
then CSS for all totally or almost totally convex classes present in the MPEG- 
7 database, such as 'pencil', 'HCircle', 'device3', 'device4'. This reflects the 
fact that CSS image does not have any zero crossings of curvature for totally 
convex shapes and the method uses simple global descriptors instead. Very good 
performance was obtained by the MCC-based approach for classes such as 'fork', 
'spring', 'frog', 'pencil' and 'device8 '. Retrieval results obtained for classes 'bat', 
'cattle', 'horse' and 'lizard' are also encouraging, taking into account the high 
diversity within these classes. The above results illustrate that the proposed 
representation can capture important (from a human's point of view) shape 
features.

The poor results obtained for two classes 'device6 ' and 'device9', can be 
explained in both cases by the fact that they contain shapes representing 
geometrical figures (pentagons and circles respectively) with very deep cracks 
and holes - see Figure 5.8. These shapes are similar according to region- 
based similarity criteria, but are very different according to contour-based 
similarity criteria. Clearly, for shape-based retrieval of such classes, region-based 
descriptors rather than contour-based descriptors should be used.

To complete the comparison between the proposed and the CSS3 methods 
Figure 5.10 shows their Precision-Recall curves which are a standard evaluation 
technique in the information retrieval community [2 2 0 ].

To the best of authors knowledge the quantitative results obtained by the 
proposed approach in both the bulls-eye test and in terms of precision-recall 
curves for the MPEG-7 collection are the best reported so far in the literature.

In order to directly illustrate the agreement between dissimilarities between shapes

’CSS extraction and matching was performed using the MPEG7 experimentation Model (XM 
software v5.6) [219],

C l a s s  R e t r i e v a l  R a t e  [ % 1
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Figure 5.10: Precision versus Recall for the proposed and the CSS approach.

obtained by the proposed approach and human notion of dissimilarity distances 
between all shapes from the MPEG-7 collection are shown in Figure 5.11. It 
can be observed that distances between shapes belonging to the same class are 
smaller than inter-class distances for majority of shapes.

5.5 Com putational Complexity

In this section the computational costs of extracting the MCC representation and 
the matching stage are analyzed independently, as they are usually performed 
separately.

Extraction of the MCC representation mainly involves iterative filtering of 
the original contour and calculating the distance between evolved contours. 
Therefore, the complexity of the extraction stage is 0(crmaxÂ 2), where amax 
denotes the number of scale levels and N  is the number of contour points used 
in the MCC representation. In initial experiments ten scales are used as using 
higher scale resolution does not lead to improvement in recognition efficiency. 
For comparison, the CSS image is usually extracted (as specified in [15, 206]) 
using approximately 1 0 0  iterations, each involving filtering of the original 
contour three times (with gaussian kernel and its first and second derivatives). 
It took approximately 10 seconds to calculate MCC representations for the entire 
MPEG-7 database containing 1400 shape images running on a standard PC with 
Pentium IV/  1600Mhz processor and using an implementation of the approach in 
C++ programming language. Due to very low computational cost of extraction 
compared to other approaches [206,163] the proposed method is suitable for fast 
on-line contour-based recognition in small collections, where usually storage 
requirements do not play key role, e.g. fast recognition of handwritten words 
from a small dictionary.

On other hand, the presented matching algorithm has quite a high order of
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Figure 5.11: Distances between all shapes from the MPEG-7 collection com­
puted using the proposed approach, i.e. Each position/point from the table 
corresponds to a distance between two shapes. For clarity only class names are 
shown.

complexity, as the main intention was to find the optimal match between two 
descriptors and show the maximum retrieval capabilities of the proposed shape 
representation. The original DTW algorithm requires creation of a iV x JV 
distance table (where N  is the number of samples in the matched signals) and 
one scan through the table to find the least cost path which implies 0 ( N 2) 
complexity. Since in the case of the algorithm presented here, N  circular shifts 
are checked to obtain invariance to rotation and choice of the starting points the 
complexity of the entire matching procedure is 0 (N 3). However, the practical 
implementation is still quite fast due to the simplicity of elementary operations 
performed during the matching process. A single comparison between a pair of 
shapes, including mirrored matching, takes roughly 7ms on a standard PC with 
Pentium IV/1600Mhz processor. As such, querying the entire MPEG-7 database 
with a single shape requires less than 1 0  seconds.

It should be stressed that although the presented algorithm is quite efficient,
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much faster matching approaches could be developed in the future. The 
presented algorithm was developed to find the global optimal match between 
two MCC representations of closed contours and is described here to illustrate 
the full capabilities of the proposed descriptor.

The complexity could be significantly reduced (perhaps close to linear) by using 
only sparse representations to roughly align the shapes before more detailed 
matching. For example utilization of m axim a/m inim a at high scale levels in a 
voting scheme, similar to the approach proposed in [170], in order to estimate 
the most likely global alignments (circular shifts) provided very encouraging 
results (omitted in this thesis) and will be fully investigated by the author in the 
future. Also simple shape statistics calculated directly from the contour or from 
the proposed representation could speed up searching in large databases. One 
such approach, based on a priori knowledge about the application domain is 
tested in chapter 6 for holistic word matching. Ultimately, one could perform 
matching off-line to index the shape database prior to searching similarly to the 
approach proposed in [221].

5.6 Alternative Representation and Matching 
Optimization

The remainder of this chapter is devoted to better understanding the advantages 
and limitations of the proposed method. Possible modifications of the approach 
are discussed and selected variants are evaluated. In particular, possibilities 
for establishing optimal combinations of relative weights between distances 
computed using different scales promising further improvement of the retrieval 
performance and prospects of reducing storage requirements by decreasing 
redundancy of the representation are investigated.

5.6.1 An Optim ization Framework to Facilitate Evaluation

In the case of shape matching techniques, param eter tuning is frequently 
performed in an ad-hoc m anner [170] or based on trial-and-error. However, 
it should be remembered that in order to meaningfully evaluate effects of the 
proposed modifications, optimal testing conditions for different versions of each 
approach tested have to be ensured.

In the case of the proposed approach, the above requirement means ensuring 
optimal (according to a chosen criterion) combinations of relative proportions 
in which information from different contour point features should be combined 
in the final similarity measure. Until now, distances between contour points 
computed using different scales were combined w ith  the same importance (see 
equation 5.5). Clearly, adapting the weights between distances computed using
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different scales could be used to tune properties of the matching process. It 
should be stressed that the weights do not depend on matched contours and are 
constant for all contour points. Changing the weights should affect the values 
in each entry of the distance table and directly influence the final dissimilarity 
measure (calculated as the cumulative cost of those entries along the least cost 
path). Moreover, altering the values in the distance table might affect the 
least cost path and therefore the alignment (correspondences between points) 
of contours itself. In the rem ainder of this section the influence of the weights on 
the overall retrieval performance is investigated in a systematic way.

Due to high dim ensionality of the solution space (<7max dimensions) further 
development and testing of the approach requires a systematic framework 
for optimization of the weights. Such a framework is crucial to investigate 
the influence of different param eter settings on performance and facilitate 
the comparison of different versions of the approach by ensuring optimal 
conditions, and thereby a "level playing field", for all the methods being 
compared.

In order to optimize retrieval performance, a ground-truth database containing 
classified shapes is required. Clearly, one could argue that such datasets with 
ground-truth are often unavailable in real application scenarios. However, even 
trial-and-error tuning requires a certain number of examples and the optimiza­
tion method presented here is simply an automatization of this process. The 
num ber and type of exam ples used determine the applicability (generalization) 
of the optimized method. From another point of view, optimization using a 
training set specific to a particular application could better tailor the method to 
this application.

H um an judgem ents of shape similarity differ significantly between observers 
thereby making the evaluation task very difficult [169, 206], The desired 
properties of a shape analysis technique and the associated evaluation criteria 
depend on a particular application. Adaptation of a shape representation 
method to a given application can be achieved by utilizing a training step in 
order to develop the optim al parameters for a given application. The alternative 
version of the MCC representation and optimization framework proposed in the 
following sections is one approach to performing this adaptation.

5.6.2 Reduction of Redundancy Between Contour Point Features

Although, a rich representation like MCC provides significant improvement in 
retrieval performance com pared to compact descriptors like CSS, the inherent 
redundancy between scales implies high storage requirements. Furthermore, 
high correlation between scale levels make the MCC representation not suited 
to an optimization process. This section discusses an alternative representation,
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(a) (b)

Figure 5.12: MCC-DCT representation: (a) - Original MCC representation of 
shape birdl9  from Figure 5.2, (b) - MCC-DCT.

term ed MCC-DCT, that reduces the redundancy between scales.

MCC-DCT

In order to reduce correlation between multi-scale feature components of each 
contour point, a ID  DCT is applied to each column of the MCC array. In this new 
MCC-DCT representation, the feature vector of every contour point consists of 
the DCT coefficients of its original multi-scale feature vector (Figure 5.12b).

The DCT de-correlates inform ation from different scale levels thus making 
it more suitable for the optim ization process described in the next sections. 
Additionally, the DCT rearranges the significance of information across different 
scale levels placing most of the feature vector energy in lower levels. This 
property, can be utilized to obtain more compact shape representation when 
combined with a quantization scheme. For clarity, in the remainder of this thesis, 
DCT coefficients for contour points are indexed by letter i to distinguish them 
from scale levels a.

MCC-DCT M atching

The main difference between the original MCC and the modified MCC-DCT 
representations is the form of the contour point feature vector. Therefore, the 
MCC-DCT representation can be matched using the same matching algorithm 
as described previously for the original MCC representation except that the 
distances between contour points are computed based on their DCT coefficients.

In order to control the relative proportions between distances computed using 
different coefficients the distances between contour points are computed using 
a slightly different formula than the one used for the MCC representations (see 
equation 5.5). Define the MCC-DCT representation as an I  x N  matrix F  =  [/„,] 
where denotes the ith DCT coefficient for contour point u. Let contours A  and 
B  be represented by F A and F s  respectively. The distance between two contour
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points is com puted as:

<5-u >
1 = 1  i  "r  i

where :c7; denotes dynamic range of i th  coefficient computed along the contour 
and defined as x % =  maxu -  rninu { f i u } -

Weights pi control the relative proportions between distances com puted using 
different coefficients. The final dissimilarity between two contours is calculated 
by normalizing the cost of the optimal path (Dmin) found by the matching algo­
rithm  by the num ber of contour points used in the MCC-DCT representations:
D (A, B) = Dmin/N .

5.6.3 Optim ization M ethodology

The performance of the approach can be adjusted by tuning the weights pi in 
equation 5.11. Changing the weights alters the values in the distance table 
entries and affects the final dissimilarity measure between the contours. The 
goal of the optimization is to find values of pi which optimize the retrieval 
performance for the database.

Assume that a training collection and an optimization criterion (measure of 
performance) based on the ground-truth are available. The adjustment of 
the weights p\ can be tackled as the optimization of an objective function of 
I  — 1 independent parameters pi, where I  denotes the num ber of contour point 
features. It should be noted that the num ber of free param eters is I  — 1 and 
not I  due to the fact that the performance depends on the relative proportions 
(not absolute values) between parameters pi. In order to make the optimization 
process unam biguous, the value of one parameter, typically corresponding to the 
m ost significant feature, is set to one and the optimization framework is used to 
determ ine the relative values of the remaining 7 — 1 parameters.

To avoid re-matching of all shapes in the dataset for each evaluated combination 
of param eters pi the optimization process is split into two stages. In the first 
stage, all shapes in the database are matched using the algorithm described in 
section 5.3 w ith  an initial combination of param eters pi and the resulting contour 
point correspondences are stored. In the second stage, the optimization of the 
chosen criterion is performed based on the contour point assignments obtained 
from the first stage. Once the new optimal values of param eters pi are found, the 
alignment between contour points for each pair of shapes is updated. Therefore, 
the whole optimization process is repeated iteratively until convergence. The 
complete procedure is depicted in Figure 5.13.

The optimization in the second stage is performed by the commonly used direct
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Figure 5.13: Optim ization algorithm.

search4 technique term ed Nelder-Mead Simplex Method [223, 222], as derivatives 
of the objective function would be difficult to calculate. In all experiments the 
initial solution required by the N elder-M ead simplex method is provided by 
empirically setting all weights pi to one. The problem 's characteristic length 
scales for each dimension, also required by the Nelder-M ead simplex method, 
is assumed to be identical for each dim ension and set empirically to 0.5 in all 
experiments.

Theoretical proof of convergence of the N elder-M ead simplex method in m ulti­
dimensional space does not exist and the m ethod might be fooled by a single 
anomalous step. Therefore, it is frequently a good idea to restart a multidimen­
sional minimization routine at a point were it claims to have found a minimum. 
Usually the restart should not be very expensive since the algorithm already 
converged once.

It should be noted that the above iterative framework separating matching from 
the optimization can be used only for param eters directly affecting the similarity 
measure (even if the correspondences between contour points do not change). 
For example, establishing optimal values of param eters constraining geometry 
of the least cost path  w ould require rematching of all shapes from the training 
set.

5.6.4 Optim ization Criterion

Many different optimization criteria can be used depending on a particular ap­
plication. However, smooth and continuous objective functions are advanta­
geous since a discontinuous objective function can affect the convergence of the 
direct search optimization. One example of a criterion which, for small training 
sets, may result in a discontinuous objective function is the retrieval rate ratio 
used in the "Bulls-Eye" test which is based directly on the number of scores (in­
teger values). Therefore, in the experiments presented in the remainder of this 
chapter, an optimization criterion based on intra- and inter-class distances be­
tween shapes from the training set is used instead.

4Other direct search algorithms could be used as well, for example pattern search methods or 
methods with adaptive sets of search directions [222],
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Assume a collection S  containing K  shapes (k e  1,2, ..K )  from a known set of 
classes C. Each shape is used as a query and the performance is measured as the 
ratio between the maximum distance between query shape and a shape from 
the same class and the minimum distance between the query shape and a shape 
from a different class:

VfcC(™)=C(s,.)L)(5g’sfe) 
q /)KVkC(8„)TtC(3L) U{<S>Vs k)

where D(sq, s^) is the dissimilarity measure between shape sq and s*. obtained 
using the evaluated shape matching technique. For a given query shape, sq, a 
value of Fq smaller than one means that all shapes from the same class as sq 
have lower dissimilarity to sq than any of shapes not belonging to the class. The 
overall performance can be calculated as the average of performances obtained 
for all shapes in the collection:

1
Fave (5‘13)

q = l

Note, that D (sq, .s/..), Fq and F;ivk are functions of jh which were omitted in 
the above equations for clarity. For the remainder of this chapter matching 
optimization refers to finding combinations of relative values of param eters pi 
minimizing Favg.

5.6.5 O ptim ization Results

The purpose of the following experiments is to dem onstrate the capabilities of 
the proposed alternative version of the MCC representation and, as a byproduct, 
the optimization framework. The MCC-DCT representation w ith 10 DCT 
coefficients per contour point is optimized according to the criterion proposed 
in section 5.6.4.

Dataset

For all experiments, the dataset from the MPEG-7 Core Experiment "CE-Shape- 
1" (part B), or a subset thereof, is used. As already explained in section 5.4.2, this 
collection is chosen because of its size, diversity of classes and deformations and 
also due to its high intra class variability. It is assumed that using such a com­
plete collection in the optimization process will improve overall performance of 
the general-purpose shape matching technique. Parameters derived by the opti­
mization framework using this collection should provide good performance for 
many different classes of shapes and deformations. Although, it is still possi­
ble to tailor the general-purpose technique to a particular application by using

5. MULTI-SCALE REPRESENTATION AND MATCHING OF CLOSED CONTOURS
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Figure 5.14: Optimal combinations of param eters pl found by the optimization 
framework for the MCC-DCT representation.

shapes specific to that application.

The collection has been split into two subsets, one for optimization (training) 
and another for testing. Every fourth shape from each class was moved into the 
training set resulting in a collection of 350 shapes from 70 classes (5 shapes per 
class). The remaining 1050 shapes are used for testing.

Optimization

The optimization framework converged after just two main iterations and five 
restarts of the Nelder-M ead minimization routine. The optimal combination 
of parameters pi found by the optimization framework is shown in Figure 5.14. 
Weights corresponding to the first five DCT coefficients have significantly bigger 
values than weights corresponding to the remaining coefficients. This relatively 
simple form of the p\ combination suggests a good generalization of the training 
collection. The values of param eters pi can be interpreted as an estimation of 
relative importance of those coefficients to effective shape retrieval.

Performance Evaluation

The retrieval performance of the optimized version of the matching algorithm 
(referred to as MCC-DCT[0/o) was evaluated using the test dataset. Since each 
class contained 15 shapes (instead of 20) the retrieval rate ("Bulls-Eye" test) was 
com puted by counting the num ber of images belonging to the same class in the 
top 30 matches (instead of 40). The results were compared to the results obtained 
using the original MCC representation and with the configuration based on a 
non-optimized matching of MCC-DCT representations (Vi pi =  1.0), referred as 
MCC-DCT10/S.

The evaluation results in terms of average retrieval rate are presented in 
Table 5.1. The original MCC approach obtained an average performance of 
84.49%, which is very close to the result obtained by this approach for the full
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configuration avg. retrieval rate 
MCC 84.49%

MCC-DCT10/ b 84.43%
MCC-DCT10/0 86.61%

Table 5.1: Average retrieval rates obtained using different configurations of the 
matching algorithm.

MPEG-7 collection, indicating that in both cases the testing conditions were 
similar. The MCC-DCT10//j5 (non-optimized matching) configuration showed 
slightly worse performance than the original MCC configuration despite the 
fact that both descriptors contain exactly the same information. Optimization 
increased the performance of the MCC-DCT-based technique by approximately 
2%. Although, such an increase seems modest it should be noted that some 
researchers estimated [216] that the average retrieval rate of around 80% in 
MPEG-7 Core Experiment was already close to saturation.

In order to present a broader perspective on the performance of the techniques, 
detailed class-by-class performances are shown in Figure 5.15. The collection 
contains several relatively "easy" classes where all configurations obtained per­
formance close to 100%. The non-optimized MCC-DCT10/e  shows improvement 
compared to the original MCC for the majority of the more challenging classes. 
This is especially noticeable for classes w ith distinctive low or high frequency 
components in the MCC-DCT representation e.g. 'pocked', 'fly', 'tree', 'hCir- 
cle'. However, for several classes, MCC-DCT10//,: obtained much worse results, 
e.g. 'deviceO', 'butterfly', 'chicken', 'device3'. This can be explained by the fact 
that those classes are characterized by high intra variability occurring at differ­
ent levels (frequencies). For example, class 'deviceO' contains approximatively 
the same num ber of smooth instances (mainly low frequencies) as more detailed 
and complex (low and high frequencies) -  both kinds of instances from class 'de­
viceO' can be seen in Figure 5.8. Because in MCC-DCT10/£;, all DCT coefficients 
were incorporated w ith the same importance, the coefficients corresponding to 
high frequencies had relatively high impact on the similarity measure resulting 
in a decrease of the average retrieval performance. The optimization framework 
was able to find the optimal balance between DCT coefficients resulting in a per­
formance increase for the majority of the challenging classes.

The experiment also confirmed that MCC and MCC-DCT exhibit the same 
robustness against non-rigid deformations. Both configurations performed 
similarly for all classes with high non-rigid intra variability, e.g. 'sea.snake', 
'spring', 'stef', 'camel'.
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Figure 5.15: Class retrieval ratios for different configurations of the matching 
algorithm. The classes are sorted according to the performance of the reference 
MCC configuration, w ith the corresponding performances of MCC-DCT10//,; 
and MCC-DCT10/o  overlaid.

Figure 5.16: Average retrieval ratios vs. number of DCT coefficients. 

Compactness versus Perform ance

The optimal combination of weights pi (see Figure 5.14) suggests that the DCT 
coefficients corresponding to low frequencies are somehow more im portant 
than the coefficients corresponding to higher frequencies. This is investigated 
by discarding different num bers of higher frequency DCT coefficients from 
the matching process. In the experiment, the MCC-DCT10/o configuration 
w ith the matching algorithm  optimized as in the previous section was used. 
Retrieval performance is plotted against the number of DCT coefficients used 
in Figure 5.16. The results indicate that performance obtained by using only the 
first two DCT coefficients is comparable to performance obtained by using all 
ten. Therefore, the MCC-DCT descriptor with only the first two DCT coefficients 
per contour point represents a very good trade-off between performance and 
compactness. It should be noted that relatively good performance of 83.33% 
was obtained by using the DC coefficient alone. Although these encouraging 
results may not hold true for all applications (clearly more complex shapes 
w ould require more coefficients), they do illustrate an im portant property of the 
new representation.
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Finally, it should be stressed that a meaningful comparison between the perfor­
mances of configurations with different numbers of DCT coefficients was pos­
sible only because of the prior optimization. For example, if the non-optimized 
version of the matching algorithm w as used, a conclusion could be reached that 
10 DCT coefficients results in worse performance than using only two coeffi­
cients.

5.7 Relation to Existing Methods

To the best of author's knowledge, the use of a measure of convexity/concavity 
for every contour point at multiple scales as a means of matching 2D curves is 
novel. The most closely related idea in previous work is that of Q uddus et al. in 
their work on wavelet-based multi-level techniques for contour description and 
m atching [209]. This technique uses simple features extracted at high curvature 
points. These points are detected at each level of the wavelet decomposition 
as Wavelet Transform Modulus Maxima (WTMM). During the m atching process, 
the similarity score is computed at each level and the final similarity score is 
com puted as the mean of the scores at each level. Despite the fact that the 
m ethod was tested with the MPEG-7 collection [3] the results of its performance 
specifically in the "Bulls-Eye" test are not available in the literature.

The idea of using dynamic program m ing (DP) for matching whole contours or 
parts thereof is not new [204, 172]. Multi-scale methods have been combined 
w ith dynamic programming in the past [189]. Recently, very powerful matching 
algorithms have been proposed by Gdalyahu and Weinshall [170] and by 
Petrakis et al. [167]. All these algorithms are quite complex. Usually some 
edit transformation which maps one curve to the other is defined and merging, 
skipping or stretching parts of the curves is penalized during the matching 
process. The main advantage of all these approaches is their robustness to 
occlusions. Some allow uniform matching of the open and closed curves [167]. 
In contrast, the proposed matching approach is rather simple and originates 
directly from Dynamic Time Warping (DTW) [214] as used in speech recognition 
and does not require updating the distance table as the m atching progresses. It is 
assum ed that the contours are closed. Occlusions are not detected explicitly, but 
penalized implicitly by the cost of matching them to the non-occluded contour. 
There is no extra penalty for merging or skipping parts of the contours during 
the matching process. Rather, a global optimal match between two contours is 
found using a rich multi-scale feature for each contour point and  the differences 
between shapes are quantified using only distances between feature vectors 
of corresponding points. The author believes that the above simplifications, 
allowed by the rich multi-scale representation computed prior to the matching, 
greatly improved the generality of the approach and contributed to the high
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retrieval performance.

5.8 Discussion and Future Work

In this section some aspects and limitations of the proposed approach are 
discussed and targeted as future research.

5.8.1 Alternative Approaches to Contour Evolution and 
Convexity/Concavity M easurement

Although the utilized contour evolution m ethod and measure of convexity/ con­
cavity appear intuitive, their em ploym ent is driven by ease of implementation. 
Many alternative approaches could be em ployed here. For example the so-called 
arc-length evolution could be used [17] which has been shown to be equivalent to 
heat diffusion [13]. In this approach the curve is parameterized by the normal­
ized arc length param eter and convolved w ith a Gaussian filter of small value 
of the standard deviation. The resulting curve is re-parameterized by the nor­
malized arc length param eter and convolved with the same filter. This process is 
repeated until the curve is convex. The convexity/concavity could be measured 
as the m ovem ent of contour points along normals. Although such approach 
promises further reduction of com putational cost, re-sampling at each iteration 
could introduce approximation errors.

5.8.2 D ifferent Quantization Schem es for a

In all of the above experiments, MCC representations were extracted using 10 
equally spaced scales. The maxim um  value of a was chosen based on the 
observation that the majority of contours become indistinguishable after filtering 
with a kernel for which a > 10. A daptation of the number of scales and 
adaptation of the sampling rate of a at each level, e.g. more events occur at 
the lower scales possibly requiring a higher resolution of scale space could be 
more efficient from a storage point of view. The simplest solution would be to 
employ commonly used dyadic scale w here a e  1,2,4,8,16. Another alternative 
would be to adapt the sampling of a  using the training collection by, for example, 
equalizing the num ber of events (e.g. num ber of disappearing extrema) at each 
sampled level. The above modifications w ould have to be accompanied by the 
matching optimization as described in previous sections.

5.8.3 Redundancy Between Contour Points

The MCC-DCT representation still exhibits redundancy along the contour (u 
axis), which could be reduced by non-uniform sampling, i.e. adapted to the
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frequencies present at different scales, or by segment approximation using, for 
example, B-splines. These solutions were not investigated to date as this chapter 
is prim arily concerned with the investigation of possible benefits of utilizing rich 
multi-scale representations.

Yet another approach to redundancy reduction could be based on an orthogonal 
transform, for example Discrete Fourier Transform (DFT), applied along the u axis. 
However such an approach would not allow elastic matching [147],

5.8.4 L im itations of the O ptim ization  Fram ework

The proposed optimization framework does not make any assum ption about 
the nature of the parameters to be tuned. However, the performance of the 
N elder-M ead Simplex method requires specification of the so-called problems' 
characteristic length scales for each optimized dimension [223]. Also, the 
m ethod is prone to being trapped in a local minima. An alternative solution to 
that proposed here would be to directly estimate the weights, e.g. setting their 
values proportional to the retrieval rates obtained using each DCT coefficient.

5.9 Conclusion

A new m ethod for efficient matching of non-rigid shapes represented w ith a 
single closed contour quantifying dissimilarity between them in a w ay aligned 
with hum an intuition has been presented. The approach offers accurate contour 
matching. Experimental results reveal that the approach supports search for 
shapes that are semantically similar for hum ans, even when significant intra­
class variability exists. In particular, to the best of the author's knowledge the 
quantitative results obtained by the proposed approach in both the bulls-eye 
test and in term s of precision-recall curves for the MPEG-7 collection are the best 
reported so far in the literature.

Several aspects of the approach remains to be investigated. However, the 
following chapters focus rather on evaluation/dem onstration of the feasibility 
of the approach in various applications. This itself should lead to better 
understanding of the advantages and disadvantages of the current solution, 
identify possible drawbacks, and help to plan future work on the development 
of the method.
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C h a p t e r  6

CASE STUDY 1: WORD 
MATCHING IN HANDWRITTEN  

HISTORICAL DOCUMENTS

D IGITAL archive construction from historical handw ritten manuscripts is 
an im portant im age analysis application that is of interest for cultural 

and scientific reasons. Effective indexing is crucial for providing convenient ac­
cess to scanned versions of large collections of historically valuable handwritten 
manuscripts. Since traditional handwriting recognizers based on Optical Char­
acter Recognition (OCR) do not perform well on historical documents, recently a 
holistic word recognition approach has gained in popularity as an attractive and 
more straightforward solution [25]. Such techniques attem pt to recognize words 
based on scalar and profile-based features extracted from whole word images.

This chapter discusses an  application of the elastic contour matching technique 
described in chapter 5 to holistic word recognition in historical handw ritten 
manuscripts. The proposed approach consists of robust extraction of closed 
word contours and  the application of the MCC-DCT contour matching tech­
nique. It is dem onstrated that contour-based descriptors can effectively capture 
intrinsic word features. Experimental results provide evidence that word recog­
nition based on contour matching can considerably exceed the performance of 
other systems reported in the literature.

6.1 Introduction

6.1.1 M otivation

There is an increasing need to digitally preserve and provide access to histori­
cal docum ent collections [224]. However, the application of existing technology 
to this challenging problem  exposes numerous problems. Off-the-shelf OCR or
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commercial document processing systems are often not able to cope with prob­
lems peculiar to historical manuscripts such as poor quality of the manuscript 
itself, noise, stained paper, contrast variations, faded ink and differences in pres­
sure of the writing instrument. Therefore, recently a significant research effort 
has been devoted specifically to the analysis of historical documents [225, 226, 
227, 25, 224, 228].

In order to be commercially successful, systems for construction of digital 
archives have to permit integration and subsequent configuration of multiple 
image and text analysis tools allowing easy re-targeting for different archives. 
An example of such a configurable system has been described recently in [229] 
and tested on indexing type-written cards. The main justification of the research 
carried out here was provided by the fact that handw riting recognizers are key 
components of such systems since many historical docum ents are handwritten 
or contain handwritten annotations.

The approach described here is motivated by the w ork of Lavrenko, Rath and 
M anmatha [226, 227, 25] who promote the idea of holistic w ord recognition for 
handw ritten historical documents. Their main focus is on achieving reasonable 
recognition accuracy, which enables retrieval of handw ritten pages from a user- 
supplied ASCII query. They argue that, although currently it is not feasible 
to produce near-perfect recognition results, satisfactory retrieval can still be 
performed using the noisy outputs of recognizers [230]. In their word spotting 
approach for indexing historical handw ritten manuscripts, pages are segmented 
into words which are then matched as images and grouped into clusters which 
contain all instances of the same word. A partial index is constructed for the 
collection by tagging a num ber of the resulting clusters.

In this chapter, the prim ary goal will be to investigate the possibility of matching 
words using their contours instead of whole images or w ord profiles. Intuitively, 
contour-based descriptors should better capture a w ord's im portant details and 
eliminate the need for skew and slant angle normalization. The proposed 
approach utilizes a rich multi-scale contour representation which eliminates 
several problems related to holistic representation of words. Since multi-scale 
representation implicitly captures details at m ultiple levels there is no need 
to choose between low-, intermediate- and high-level features (described in 
subsequent sections) or their integration. Unlike the case of intermediate- 
and high-level features there is no need for making any decision before the 
actual matching can proceed. Furthermore, elastic contour matching based on a 
Dynamic Programming (DP) technique, proposed in chapter 5, should provide 
a flexible way to compensate for inter-character and intra-character spacing 
variations.

All experiments are performed on a set of 20 pages from the George Washington 
collection at the Library of Congress [25]. Since the objective of this chapter is
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to illustrate a real application of the proposed shape matching approach, rather 
then completely study the full problem  of indexing handwritten manuscripts the 
following two simplifications are introduced. It is assumed that bounding boxes 
for each word are already know n1 and segmented as in [24, 25] and inner holes 
in letters and dots are ignored.

6.1.2 Previous Work

There has been a large num ber of approaches to handwritten text recognition 
proposed in the past. A lthough typically they cannot be directly used for 
w ord spotting in historical docum ents, some solutions and observations are still 
relevant to the work presented here.

There has been extensive research devoted to isolated handw ritten character 
recognition, which in theory could be applied to word recognition [231,232,121]. 
A comprehensive review of handw riting recognition approaches considering 
mainly on-line methods can be found in [231]. Many approaches to alphanu- 
merics [231, 232] and Chinese character recognition are based on some form of 
elastic matching. Importantly, some studies [231] of the character recognition 
task reported that elastic m atching can halve the error rate of linear matching.

The approaches intended solely for word recognition can be classified as either 
analytical or holistic. The approaches in the first category proceed by first 
identifying the characters and then building a word interpretation. Typical 
approaches adopt an over-segmentation methodology followed by character 
model-based recognition using dynamic programming [233], On the other 
hand, the holistic approaches attem pt to recognize the word as a whole without 
preliminary letter identification. An excellent discussion of the holistic paradigm  
can be found in [234]. The review presented here is primarily based on that 
discussion.

[234] identifies three levels of w ord features which can be used by holistic recog­
nizers, namely: low-, intermediate-, and high-level. Examples of typical low- 
level features include stroke direction distribution [235], and various profile- 
based features [226]. An early approach in this category, presented in [235], used 
elastic matching w ith eight direction codes to recognize ten cursively written 
key words. Typical representative of intermediate-level features are edges, end­
points, concavities, diagonal and horizontal strokes [236]. High-level features 
include ascenders, descenders, loops, i-dots, t-bars and length [237], For exam­
ple, the approach in [238] relied on detection of features such as gaps between 
words, w ord length, ascenders and descenders for verification of handwritten 
phrases (lexicon reduction). A dynam ic programming algorithm was used to 
match the predicted features w ith the extracted image features.

’Details of automatic word segmentation can be found in [24].
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It should be noted that the introduction of intermediate- or high-level features 
is mainly dictated by the need for constructing synthetic word models from 
character models (ASCII), since in many applications the words or phrases to 
be verified or recognized are not known a priori, i.e. they are not available 
in the training collection. On the other hand, w ord spotting in historical 
docum ents, as presented in [226, 224], can use a stricter holistic paradigm  and 
directly m atch the unknown words with annotated words from the training 
collection. Consequently, word spotting does not necessarily require extraction 
of interm ediate- or high-level features.

To summarize, many approaches to handw ritten text recognition currently re­
ported in the literature are not suitable for word spotting in historical documents 
due to their (i) limitation to single alphanumerics [231,232], (ii) reliance on char­
acter recognition [233], (iii) limitation to applications with small lexicons [235], 
or (iv) w eak discriminatory power suitable for lexicon reduction rather than for 
w ord recognition [238].

Given that traditional handwriting recognizers, analytical or holistic, do not 
perform  well on historical documents, recently an increasing research effort 
has been devoted specifically to the analysis of historical documents [225, 25]. 
To the best of the authors' knowledge all approaches currently available in 
the literature are based on the holistic paradigm. So far, the m ost advanced 
approaches in this area were proposed by Lavrenko, Rath and M anmatha [226, 
227,25,224].

Since the quality of historical documents is often significantly degraded it is 
crucial to select the right features for word matching. The feature set proposed 
by Rath and  M anmatha [226] includes smoothed versions of the w ord images 
and various profile-based features. For example, the shape of a word is captured 
by upper and lower word profiles extracted by traversing the upper (lower) 
boundary of a w ord's bounding box and recording for each image column the 
distance to the nearest "ink" pixel in that column. In order to capture the "inner" 
structure of a word these features were extended by the num ber of background 
to "ink" transitions. It appears that the biggest limitation of the above set of 
features is their strong dependency on good normalization, mainly skew /slant 
angle norm alization and baseline2 detection.

In their early approach, profile-based features were compared using Dynamic 
Time Warping (DTW) [227], They demonstrated on two different data sets from 
the George W ashington collection that their approach outperforms competing 
matching techniques, including the shape context approach [121] which is 
currently the best classifier for handwritten digits. They showed in [25] that 
application of statistical language models can further improve word recognition 
accuracy as a post-processing step. A simple H idden Markov Model w ith one

2B aseline - im ag inary  line u p o n  w hich  a line of text rests.
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Figure 6.1: M anuscript sample (2770277).

state for each w ord resulted in over 10% im provem ent in recognition accuracy. 
Recently they proposed a complete search engine for historical manuscript 
images [224]. The m ain innovation of this system is that it is based on 
ideas developed in information retrieval, cross-lingual retrieval and automatic 
image annotation and retrieval rather than on direct matching of word features. 
Although the system shows promising results on an impressive collection of 987 
page images of George W ashington's manuscripts, the objective evaluation was 
carried out only for 26 queries due to the lack of relevance judgments for such a 
large collection.

6.1.3 Chapter Structure

The remainder of this chapter is organized as follows: the next section describes 
extraction of a single closed contour for each word. Then, application of the 
matching algorithm from chapter 5 to word contours is described in section 6.3. 
Next, initial experimental results followed by a proposal of further adaptations 
of the matching algorithm are presented in section 6.4. Outlook on future 
research is discussed in section 6.5 and conclusions are formulated in section 6.6.

6.2 Contour Extraction

Extraction of a single closed contour for each word is a key component of 
the proposed approach. The extraction procedure has to deal with the poor 
quality typical of manuscripts (noise, stained paper, etc), contrast variations 
(faded ink, differences in pressure on the writing instrument) and the most 
challenging problem -  disconnected letters. Figure 6.1 shows a sample of a 
typical manuscript under consideration. Contour extraction is performed in five 
steps: binarization, localization of the main body of lower case letters, connected 
components labelling, connecting disconnected letters and contour tracing.

All parameters controlling the contour extraction are set empirically using
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scanned pages of m odern handw ritten text. It should be noted that theoretically 
these parameters could be optimized based on the annotated training collection.

6.2.1 B inarization

In the first step, the pixels from the input grey level image are classified as either 
"ink" or "paper" by comparing their values with a threshold. Since the contrast 
of the input w ord image can vary considerably, mainly due to differences in 
pressure on the w riting instrument, there is no single optimal threshold that 
provides acceptable binarization for different parts of the word. Therefore, the 
optimal threshold has to be estimated individually for each pixel based on its 
local neighborhood. A straightforward solution to such problems is offered by 
the commonly used approach proposed by Niblack [239], where the threshold 
T  for a given pixel is com puted using the mean // and the standard deviation 
a of the gray values in a small w indow centred at the pixel. The threshold is 
calculated according to the formula proposed by Sauvola et al. [240]:

r  =  (6.i)

where A; is a constant set empirically to 0.02 and R  denotes the dynamics of the 
standard deviation and is set to 128. The window size was fixed manually to 
cover approximatively the w idth of one stroke.

However, the above approach does not produce smooth word outlines and as 
such was modified. Prior to binarization, morphological filtering [241] is used to 
create eroded and opened versions of the input image - the structuring element 
employed is shown in Figure 6.2a. The dynamic threshold T  is calculated 
based on the eroded image. The binary classification of a single pixel as "ink" 
or "paper" is m ade by comparing its value from the opened image with the 
dynamic threshold calculated for this pixel based on the eroded image.

An example of binarization is shown in Figure 6.2c. Typically, weak strokes 
(in this example top of double 't ' and connections between 'r ' and 's') are 
detected and even dilated without widening the strong strokes. However, it 
should be stressed that the above approach is just an adaptation of one of many 
binarization m ethods available in the literature -  see for example [242]. Detailed 
evaluation of the influence of the binarization stage on the overall performance 
of the system is outside the scope of this thesis.

6.2.2 P osition  E stim ation

Often binarization alone is not sufficient to obtain a single connected "ink" 
region for each word. In such cases, separated parts of the word have to be
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Figure 6.2: Binarization using dynamic threshold.
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Figure 6.3: Position estimation.

connected. The proposed connecting procedure utilizes the position of the word 
baseline and the x-height3. Detection is performed by analysis of the num ber of 
"ink" pixels in each line of the word binary image as illustrated in Figure 6.3.

Let us assum e that the origin of the coordinate system lies at the left bottom 
corner of the w ord bounding box and that the baseline and the line defining the 
top of the m ain body of lower case letters are vertical. Their vertical coordinates 
are denoted as yi and yu respectively. Let Xfir.ight denote the x-height. Note that 
Vu = Vi + xheight- Also, let Pv(y) be a function representing num ber of "ink" 
pixels in line y and ymax be a vertical coordinate of the line with the maximum 
num ber of "ink" pixels. The yu is located by finding the closest line to ymax 
fulfilling the conditions: y > ymax and Pv  (?/) < a uPv (ymax). Analogically yt is 
located by finding the closest line to ymax fulfilling the conditions: y < ymax and 
Pv(y) < on Pv {ymax) ■ Parameters au and ai were set empirically to 0.5 and 0.3 
respectively.

Similarly, horizontal boundaries of lower case letters are detected by analyzing 
the num ber of "ink" pixels in each column of the binary word image. Let Ph {%) 
be a function representing number of "ink" pixels in column x  counted between 
yi and yu. The first column for which Ph {%)/ ^ height > ax found during scanning 
the w ord image from left(right) to right(left) is chosen as the left(right) boundary 
of lower case letters. The parameter a x was set empirically to 0.1. Additional 
rules can be applied to eliminate the residuals of the vertical margin line as

3x-height - distance between the baseline and tops of the main body of lower case letters -  see 
Figure 6.3.

161



6. CASE STUDY 1: WORD MATCHING IN HANDWRITTEN DOCUMENTS

illustrated in the example shown in Figure 6.4c.

It should be noted that the position of the baseline and the length of x-height 
are not directly used by the matching algorithm, bu t serve only as guidelines 
for the robust extraction of word contours. Moreover, if all "ink" pixels are 
already connected in the binarization step, the proper contour can be extracted 
even if the estimated baseline and x-height are inaccurate. Although precise 
identification of baseline and x-height is not crucial to the presented approach 
the above procedure w ould fail to accurately identify the baseline and x-height 
in the presence of significant skew. In such cases an alternative methods for 
baseline detection should be investigates like for example the method presented 
in [237].

6.2.3 Connected Com ponent Labelling

The connected component labelling algorithm scans the w ord's binary image 
and groups "ink" pixels into components based on pixel 8-neighborhood con­
nectivity. Once all groups are determined, each pixel is labelled according to the 
component it is assigned to. Only components containing a sufficient number of 
pixels w ithin the area of the main body of lower case letters are retained for fur­
ther processing, where the required num ber of pixels is computed as [O .lx^  ht]. 
As a result, small "ink" regions and letter residuals from the line above or be­
low the current w ord are eliminated -  examples are shown in Figure 6.4 (4th 
column).

The above procedure removes punctuation and diacritic marks. This may be 
problematic for languages which utilize m any diacritic marks. However, the 
results presented here indicate that ignoring diacritic marks, especially in the 
presence of significant noise and stains, is not critical for Western script.

6.2.4 Connecting D isconnected Letters

Once the relevant components are identified they are sorted based on the 
horizontal positions of their centre of gravity. Then, successive components 
are connected by adding the best connecting link (synthetic "ink" line) into the 
binary image. The author's observations indicate that disconnections within 
parts of a letter are rare due to the dynamic thresholding. Therefore it is 
reasonable to assume that disconnections occurs only between letters. The best 
candidate for the link between two disconnected components is chosen by the 
following procedure.

At first, candidates for the beginning and the end of the link are chosen from the 
region on the left and right respectively. The candidates for the beginning (end) 
of the link are chosen as the first contour pixels from the right (left) in each line
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of the left (right) region. Then, candidate links are created by pairing selected 
points from the left and right region. This is followed by link validation. A link 
is considered as valid only if:

• both ends of the link are "strictly" inside of the main body of lower case 
letters -  see examples (a), (b) and (e) in Figure 6.4; An end of a link is 
considered to be "strictly" inside of the main body of lower case letters if 
its vertical coordinate y  fulfils the condition: yi < y  < (yu — a c ■ x height) > 
where the value of param eter a c was set empirically to 0.2.

• both ends of the link are considerably above the m ain body of lower case 
letters. -  see the top of letter T  in example 6.4(h). An end of a link is 
considered to be considerably above the main body of lower case letters if 
its vertical coordinate y  fulfils the condition: y  >  2yu — y i .

The shortest valid link is chosen as the best "ink" line connecting two consecu­
tive ink regions.

The above heuristic, although simple, performed surprisingly well in all tested 
manuscripts, typically connecting word components in a very intuitive manner. 
It should be noted that the above procedure does not necessarily need to connect 
components in exactly the same manner as a human would. It was assumed 
that the shape of connections (straight line) and the small discontinuities 
introduced around them  were not crucial for matching as the similarity measure 
should be influenced by more pronounced parts corresponding to ascenders and 
descenders. Moreover, even multi-digit numbers (see the last example from 
Figure 6.4) or words w ith misplaced connections should be recognized correctly 
if there are examples in the training collection connected consistently in a similar 
way.

6.2.5 Contour Tracing

Once all components are connected with the links, the final binary mask for the 
word can be created -  see examples from the 5th column in Figure 6.4. This is 
followed by a contour tracing procedure which extracts a single ordered contour 
for each word -  see examples from the last column in Figure 6.4.

6.3 Contour Matching

Similarities between w ord contours are measured using the contour matching 
technique proposed originally for comparing general shapes in chapter 5. 
Intuitively, contour-based descriptors should better capture a w ord's important 
details than the feature set proposed by Rath and M anmatha [226] and eliminate
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(a) y i c c fy o td ,
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(0 2 7 0 . V 7 A \ V V A  I L T  H Y 0  W ?

Figure 6.4: Intermediate results of the contour extraction process (columns in 
order from left to right): input gray-scale image, binarization, localization of the 
m ain body of lower case letters and removal of margin line residua, connected 
components alg.(gray levels) and best connecting links (red lines), binary mask, 
w ord contour.

164



6. CASE STUDY 1: WORD MATCHING IN HANDWRITTEN DOCUMENTS

y) s . > .
♦ Ĉ*)
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Figure 6.5: Matching words. Finding the optimal match between two contour 
representations corresponds to finding the lowest cost diagonal path  through 
the table containing pairwise distances between contour point features from 
both words. The optimal path has to begin and end at the cell corresponding 
to the alignment of the two starting contour points under consideration. Various 
strategies can be employed for pairing starting points. Deviations of the path 
from a straight diagonal path com pensates for elastic deformations between 
contours i.e. stretching and shrinking of parts.

the need for skew and slant angle normalization. Furthermore, elastic contour 
matching based on a Dynamic Program m ing (DP) technique should provide 
a flexible way to compensate for inter-character and intra-character spacing 
variations.

For the purpose of this chapter, the MCC-DCT version of the contour represen­
tation and optimized matching is used. The matching procedure was optimized 
using the shape collection from the MPEG-7 Core Experiment "CE-Shape-1" 
(part B) [215]. It should be noted that this dataset contains general shapes and 
does not contain any examples of w ord contours. An example of matching word 
contours using the above m ethod is shown in Figure 6.5.

6.4.1 O v e ra ll R esu lts

The approach was tested using a set of 20 pages from the George Washington 
collection at the Library of Congress. These contain 4,856 word occurrences of 
1,187 unique words. The collection was accurately segmented into words using 
the algorithm described in [24]. G round-truth annotations for the w ord images 
were created m anually as in [25].

The contours for all words were extracted according to the procedure described

6.4 Experiments

165



6. CASE STUDY 1: WORD MATCHING IN HANDWRITTEN DOCUMENTS

in section 6.2. Then, for each word contour the MCC-DCT descriptor w ith 100 
equally spaced contour points, each w ith a feature vector consisting of 10 DCT 
coefficients (<jmax = 10), was extracted and stored.

Each of the 4,856 word occurrences was used as a query and its contour 
representation was matched against word representations from all m anuscript 
pages except the page with the query word. A 1-nearest neighbor method 
was used to classify the query word and the classification result was compared 
against m anual annotation. It should be noted that words from the same 
m anuscript page as the query are excluded from matching for comparability 
reasons w ith the results reported in [25].

The results are measured in terms of average Word Error Rate (WER). To 
separate out-of-vocabulary (OOV) errors from mismatches, two types of WER 
are reported, one that includes OOV words and one that omits them from the 
evaluation. In other words, WER that includes OOV errors is the average rate 
of all incorrectly classified query words - irrespective of the fact that the error 
was attributed to the performance of the recognition algorithm or simply due 
to the fact that there was no such word in the searched collection (outside 
the m anuscript page containing the query word). On the other hand, WER 
that excludes OOV errors is the average rate of all incorrectly classified words 
for all queries which had at least one instance of the word in the searched 
collection (outside the manuscript page containing the query word). Therefore, 
WER that excludes OOV errors will characterize solely the performance of the 
used recognition method while WER that includes OOV errors characterizes the 
overall perform ance of the recognition system which depends also on the size of 
the annotated collection.

The lowest WER reported until now in the literature for the George Washington 
collection was 0.449 when OOV words were included and 0.349 w hen OOV 
words w ere excluded [25]. It should be noted that this result was obtained after 
utilizing additional resources to train a statistical language model. Using a 27­
dim ensional feature vector representation of each word, w ithout any language 
m odel post-processing yielded a WER of 0.603 w hen OOV words are included 
and 0.531 w hen OOV words are excluded. In comparison the method described 
in this chapter obtained an average WER of 0.306 w ith OOV words and  only
0.174 w ithout OOV words. This represents approximately 50% reduction of the 
non-OOV error rate obtained by the proposed system despite the fact that it is 
based on contour mapping only.

6.4.2 T o w ard s  Fast R ecogn ition

The contour matching technique described in chapter 5 was proposed originally 
for com paring general shapes [211, 243]. A lthough the method can be used
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without any changes, this section discusses possibilities for further adaptation 
to the specific task of word matching in order to improve performance and 
reduce computational load. In addition, p runing  techniques for discarding 
unlikely matches are proposed. All experiments are performed using a standard 
PC with 1.6GHz Pentium 4 processor. For clarity, only WER without OOV 
words is considered in the experiments. Note that the goal of the experiments 
is to demonstrate the influence of various param eter settings on speed and 
recognition performance and not a proposal for the final tuning of the algorithm
-  the latter case w ould require use of two collections, one for tuning and one for 
testing.

Modifications to the Matching Algorithm

When matching two shapes, their relative rotation and therefore the circular 
shift between their contour representations, is generally unknown. Hence, to 
ensure an optimal match, all circular shifts have to be examined, implying a 
total complexity of 0 ( N 3), where N  is the num ber of contour points used. In the 
case of word matching, a single starting point can be located for each contour 
in such a way that its position along the contour is consistent among different 
instances of the same word. Matching can then be performed by examining only 
one circular shift corresponding to the alignm ent of starting points and therefore 
reducing the m atching complexity to 0 ( N 2).

Here, starting points are selected from the part of the contour corresponding to 
the end of the word, rather than the beginning, due to better shape consistency. 
The above choice was motivated by the authors observations that in many 
cases writers tend to write ends of words in a more consistent way than their 
beginnings. Moreover, in many cases the end of the word finishes with a well 
defined "tail" whereas it is often relatively harder to identify a well defined 
characteristic point at the beginning of the word.

Therefore, starting points are located by scanning the main body of lower case 
letters and searching for the first "ink" pixel. The scanning starts at the right- 
bottom and is performed from right to left and from bottom to top as shown 
in Figure 6.6. Intuitively, the success of the above procedure may depend on 
writing style and therefore an integrated indexing tool should allow the choice 
of the most appropriate method for identifying such points.

Utilizing the location of starting points reduced the average matching time for 
two words from 6m s  to less than 289fis whilst maintaining low average WER of
0.182 (without OOV words).

As explained already in chapter 5, finding the optimal match corresponds to 
finding the lowest cost diagonal path through the table containing pairwise 
distances between contour points from both contours -  see Figure 6.5. The
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Figure 6.6: Selection strategy for starting point.

166)H

Figure 6.7: Word Error Rate (excluding OOV) as a function of allowed path 
deviation (starting points utilized). Labels at each data point denote times 
required for matching two word contours for a given value of

path has to begin and end at the cell corresponding to the alignment of the 
two starting points. Deviations of the path from a straight diagonal path 
compensates for inter-character and intra-character spacing variations.

As has been already discussed in chapter 5, it is common practice in the case 
of DTW techniques [214], to restrict the path to lie in the area close to the ideal 
straight diagonal line in order to speed up the matching process. Restricting 
the path to deviate from the straight diagonal path  by no more than the 
predefined deviation threshold ±Td ■ N  reduces the complexity to 0(2T^jV2). 

The influence of such a restriction on the word recognition rate is dem onstrated 
in Figure 6.7 by plotting WER against different values of the param eter Ta 
together w ith corresponding times required for matching two word contours. 
It can be observed that constraining the path to the diagonal line w ould 
result in WER above 0.230 which confirms the requirement of elastic matching 
(despite the relatively consistent handwriting style in the tested collection). 
This result suggests that utilization of any method for measuring similarity 
between contours not taking into account non-rigid deformations w ould lead 
to a significant decrease in performance. The experiment also verified the 
linear dependency between T</ and computational load of the matching. For the 
remainder of this chapter Ta =  0.08 will be adopted as a good trade-off between 
recognition efficiency and matching speed. However, this setting increases the 
average matching time to 532¡is whilst the average WER without OOV words is
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further reduced to 0.165.

In the current implementation, an equal num ber of 100 contour points was used 
for each word contour. Although it may seem reasonable to relate the number 
of contour points to the length of the word contour in order to reduce the 
computational load, the author's observations indicate that such modifications 
could adversely affect recognition performance. Typically, long words have a 
more distinctive shape (i.e. a distinctive sequence of convexities and concavities) 
and often can be successfully recognized using a relatively small number of 
contour points (compared to the contour length). On the other hand, short 
words are more difficult to recognize, especially words w ith a small number 
of ascenders and descenders, therefore requiring a disproportionately large 
num ber of contour points to capture more subtle contour features.

Pruning U nlikely Matches

Pruning techniques can be used to quickly discard unlikely matches by requiring 
word images to have similar statistics [227]. In [244], pruning of word pairs 
was performed based on the area and aspect ratio of their bounding boxes. 
This idea was further extended in [245] by the additional requirement of two 
words to have the same num ber of descenders (strokes below the baseline). In 
the proposed approach, the pruning statistics are extracted directly from word 
contours. Pruning is performed based on contour complexity and the number 
of descenders and ascenders. For clarity, each pruning rule is first discussed 
independently and only the best settings for each of the rules is used in the final 
combined pruning criterion.

The shape complexity Xi of a word contour C ¡ can be defined as the ratio between 
its perimeter length U and the square root of its area a,: x z = l¿/ y/a¡. Both can be 
easily estimated directly from the word contour [246]. The following rule was 
used to discard unlikely matches [247]:

Rule 1: Two word contours and Cj are similar only
if |X i — x j\/m in { x i ,x j}  < t x .

Clearly, increasing t x  in Rule 1 allows for more matches to be processed by the 
matching algorithm (reducing recognition speed) and potentially leads to lower 
values of average WER. Table 6.1 demonstrates empirically the effect of pruning 
using different values of threshold t x  on WER and num ber of pruned pairs. The 
results show that setting t x  =  0.3 w ould prune almost half of the total number 
of word pairs, which would otherwise have to be processed by the matching 
algorithm, while maintaining a low average WER of 0.165.

Word's descenders and ascenders were identified by traversing their contours 
and labelling contour points as belonging to a descender or an ascender based
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Table 6.1: Effect of pruning of word pairs based on contour complexity.

T~x forrunccL pairs ro/ l 
Motal pairs WER (w /o  OOV words)

0.1 80% 0.215
0.2 63% 0.170
0.3 48% 0.165
0.4 37% 0.165

oo 0% 0.165

• ,  ■ .  7~‘ 5 J  2  •’ n ^ T ”l:_:__:_l__i___1* ̂  J.c ,  ̂ r

Figure 6.8: Identification of descenders and ascenders.

on the comparison between their vertical positions with the vertical limits of the 
body of lower case letters -  see an example in Figure 6.8. The final number of 
ascenders and descenders were found by counting the number of continuous 
sequences of points marked as ascenders or descenders. It should be noted that 
it may not be im portant w hether or not the "real" ascenders and descenders are 
detected. Reliable pruning should be possible as long as the handwriting style 
is consistent, i.e. the identification (or missing) of ascenders and descenders is 
performed in a consistent way.

Let D E SC i and A SC i be the estimated number of descenders and ascenders of 
word contour C{. The following two rules are used to discard unlikely matches:

Rule 2: Two word contours C; and Cj are similar only 
if | D E SC i -  D E S C j  | < Td e s c .

Rule 3: Two word contours and  Cj are similar only
if |ASC i -  A SC j\ < w -

The thresholds r^e,sc and t,1sc control the tolerance for the absolute differences 
between numbers of descenders and ascenders when pruning w ord pairs and 
should have only integer values. Tables 6.2 and 6.3 demonstrate the effects of 
pruning on the average WER and the number of pruned pairs using rules 2 and 
3 respectively. Table 6.2 shows that the number of descenders provides very 
reliable evidence for identifying unlikely matches. Specifically, Tdesc =  0 would 
lead to early discarding of 50% of word pairs w ithout noticeable difference in the 
average WER. In contrast, pruning based on the number of ascenders (Table 6.3) 
is less reliable most likely due to the generally more complex shape of the upper 
parts of the words. Therefore, to ensure that only a small proportion of valid 
matches will be discarded by Rule 3 a certain tolerance should be allowed, e.g. 
Tasc =  1 w ould result in the average WER of 0.164.
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Table 6.2: Effect of pruning of word pairs based on number of descenders.

Tdesc
tpruned pair* ra/ . 

itotal )>airs  *- '°J WER (w /o  OOV words)
0
1
2

50%
9%
2%

0.180
0.164
0.165

o o 0% 0.165

Effect of pruning of w ord pairs based on num ber of

Tasc
1]pruned pairs ro/ l 

Utotal pairs  * /0J WER (w /o  OOV words)
0
1
2

73%
30%
9%

0.204
0.164
0.165

oo 0% 0.165

In the last experiment all three pruning rules were combined:

Rule 4: Two word contours Cl and Cj are similar only if Rules 1,2 and 3 are 
satisfied.

Incorporating the above rule and setting t x  = 0.3, =  0 and Ta s c  = 1 led to
discarding 85% of the total matches while maintaining a low average WER of
0.183 (excluding OOV words).

In summary, the relatively minor adaptation of the matching algorithm and the 
incorporation of the pruning technique could reduce the average time required 
to recognize a single word to 0.4s (for the particular size of the annotated 
collection) whilst maintaining a low average WER. This corresponds roughly 
to a 70 fold increase in speed compared to the original approach.

6.4.3 C o m p a riso n  w ith  CSS

In the past, different shape matching techniques (typically not requiring para­
meterization of word contours) have been tested for their potential capabilities 
to match words. For example, [227] dem onstrated that the Shape Context ap­
proach [121], which is currently the best classifier for handw ritten digits, per­
forms poorly in terms of recognition precision and speed for word matching.

The procedure for extraction of single closed contours for each w ord presented 
in section 6.2 opens up the possibility of utilizing matching techniques requir­
ing ordering of contour pixels. In this section, the performance of the CSS ap­
proach [13] which was adopted as contour-based shape descriptor by the ISO/IEC 
MPEG-7 standard and discussed in section 4.5.5 is evaluated in this context.
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Table 6.4: WER (excluding OOV words) for the discussed methods.
method WER (w /o  OOV words)

profiles-based featurest and HMM [25] 0.349
MCC-DCT 0.174

MCC-DCT with pruning 0.183
CSS [13] 0.350

In the experiment, the CSS extraction and matching was performed using the 
MPEG7 experim entation Model (XM software v5.6) [219].

To facilitate comparison of all three approaches, their results are collected in 
Table 6.4. Adopting the CSS technique for recognition of words from the 
George Washington collection resulted in relatively high average WER of 0.350 
(excluding OOV words). Such poor performance can be explained by two major 
drawbacks of the CSS technique: the occurrence of ambiguity with regard to 
concave segments and its inability to represent convex segments. This result 
confirms the need for utilization of a rich shape descriptor, as discussed in 
chapter 5.

6.5 Future work

It is acknowledged that the contour extraction procedure has been tested with 
only one dataset. Therefore more tests should be performed with various 
handwriting styles and with particular em phasis on generality of rules used 
for connecting w ord components and also on the effects of manuscript quality 
degradation. Also, it w ould be interesting to evaluate different binarization 
methods proposed recently (at the time of w riting this thesis) in [242] w ith the 
variant of Niblack's method described in section 6.2.1.

An obvious improvement to further reduce WER would be the optimization of 
the similarity measure using the framework proposed in chapter 5 in conjunction 
w ith a suitable training collection of handw ritten words. Furthermore, currently 
all contours from the database are re-scaled to a predefined size prior to the ex­
traction of the MCC representations. In the case of word matching, the x-height 
should be sufficient for size alignment. Replacing the size invariance property 
w ith x-height invariance could further improve discrimination between words. 
The incorporation of additional features in order to capture the "inner" structure 
of a word and dots, e.g. size and centroid of the inner holes [232], should also 
be investigated. The num ber of contour matchings necessary to classify a single 
word could be further reduced by developing an appropriate indexing strategy 
for a training dictionary.

One interesting challenge would be augm entation of training dictionaries by 
synthesizing new word contours based on initial training sets to reduce WER
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caused by out-of-vocabulary words. Finally, it should be stressed that, word 
matching is just a first step in w ord recognition. Incorporating a statistical lan­
guage model as a post-process could further improve the recognition accuracy 
of the system as w as shown in [25].

In the future, this algorithm could serve as a starting point for building 
a complete indexing system for large collections of handwritten historical 
documents, such as those used for experimentation purposes here, but also 
illuminated Gaelic manuscripts. Furthermore, in the latter case, a specific 
challenge of differentiation of multiple scribes w ithin a single document based 
on characterizing the shapes of words could be investigated. Finally, a feasibility 
study should be carried out for application of the matching algorithm to on-line 
handw riting recognition as is required in handheld devices.

6.6 Conclusion

In this chapter, application of the contour matching technique described in chap­
ter 5 to w ord recognition in historical manuscripts has been proposed and tested. 
Extensive experim entation conducted using the George Washington collection 
shows that systems based on word contour matching can significantly outper­
form existing techniques. Specifically, it has been shown that on a set of twenty 
pages of good quality, the average recognition accuracy was 83%. A daptation 
of the contour matching to the specific task of word recognition in order to 
improve performance and reduce computational load together with a simple 
pruning technique were also discussed. Moreover, preliminary investigation of 
potential simplifications allow speculation that additional development would 
further im prove the performance,
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C h a p t e r  7

CASE STUDY 2: AN 
INTEGRATED APPROACH FOR 
OBJECT SHAPE REGISTRATION 

AND MODELING

I N this chapter, an integrated approach/tool to fast and efficient construction 
of statistical shape m odels will be proposed that is a potentially useful tool 

in Content-based Image Retrieval (CBIR). The tool allows intuitive extraction of ac­
curate contour examples from a set of images using the semi-automatic segmen­
tation approach described in chapter 3. A set of labelled points (landmarks) is 
identified automatically on the set of examples thereby allowing statistical mod­
eling of the objects' shape. The chapter discusses the feasibility of utilizing the 
m ethod for pairwise correspondence proposed in chapter 5 for automatic land­
m ark identification in sets of contours. The landmarks are used to train statistical 
shape models know n as Point Distribution Models (PDM) [70]. Qualitative results 
are presented for 3 classes of shape which exhibit various types of nonrigid de­
formation.

7.1 Introduction

7.1.1 M o tiv a tio n

Object-based retrieval requires im portant underpinning technology for both 
object extraction (i.e. segmentation) and indexing in terms of features such as 
shape, colour and texture. To date, segmentation and indexing have usually 
been performed independently. For instance, the matching algorithm discussed 
in  chapter 5 allows effective retrieval by shape assuming that objects have been 
already segmented and their binary masks are available. From another point of
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view, the fully automatic segmentation approach described in chapter 3 utilizes 
only image data (bottom-up approach) w ithout using any prior information 
about objects present in the scene. In this chapter, an integrated generic approach 
to shape registration and subsequent generation of shape m odels for particular 
classes of objects (e.g. hum an head and shoulders) that are useful for top-down 
segmentation and recognition purposes is presented. This chapter focuses on the 
issues of model generation and not on their subsequent use in a retrieval context.

More than a decade ago Cootes and Taylor introduced one of the more influential 
ideas within the the image analysis community, the so-called Active Shape 
Model(ASMs) or "Smart Snakes" [70]. Active Shape Models are deformable 
m odels with global shape constraints learned through observations. Objects are 
represented by a set of labelled points. Each point is placed on a particular part 
of the object. By examining the statistics of the position of the labelled points a 
Point Distribution Model (PDM) is derived. The model gives the average position 
of the points, and a description of the main modes of variation found in the 
training set. The statistical analysis of shapes is widely applicable to many areas 
of image analysis including: analysis of medical images [184, 185], industrial 
inspection tools, modeling of faces, hands and walking people [117, 186], The 
use of PDMs to automatically identify examples of the model object in unseen 
images and the relations of PDMs w ith other forms of flexible templates have 
been presented in [117]. For detailed studies on PDMs the reader can refer to the 
vast am ount of literature available [248, 249,184, 78,185,250].

Statistical shape modeling m ethods are based on examining the statistics of the 
coordinates of the labelled points over the training set. The only requirement is a 
labelled set of examples upon which to train the model. Correspondence is often 
established by manual annotation, which is subjective, labor intensive and for 
im proved accuracy, intra and inter-annotator variability studies are required.

The goal of this chapter is to develop algorithms necessary for fast and efficient 
construction of PDMs eliminating the burden of m anual landmarking. The 
proposed approach is based on two key technologies developed in previous 
chapters: the semi-automatic segmentation approach for fast extraction of 
examples of closed contours from a set of images discussed in chapter 3 and 
a new  method for automatic identification of landmarks on the set of examples 
based on the matching technique described in chapter 5.

The typical scenario would be a situation when the user collects several images 
containing instances of the object under consideration and constructs its statisti­
cal shape model, using as small a num ber of interactions as possible. The process 
w ould involve extraction of several object contours by the supervised segmenta­
tion. The tool would then automatically place a set of landm arks on each contour 
and build the required statistical shape model.
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7.1.2 Previous Work

In the past, semi-automatic landm arking systems have been developed where 
the image containing a new example is searched using the model built from the 
current set of examples and the result edited before adding the new example to 
the training set. Although such approaches considerably reduce the required 
effort, m any researchers recognize/suggested the need for fully automatic 
landm ark placement. The aim is to place points to build a model which 
best captures the shape variation and also which has minimal representation 
error [78]. The methods for finding correspondences across sets of shapes can be 
classified into two classes [78]: pair-wise m ethods [251,252,253] which perform a 
sequence of individual pairwise correspondences optimizing a pairwise function 
and group-wise methods [254, 250, 255, 256] which explicitly aim to optimize a 
function defined on the whole set of shapes.

An elegant solution was proposed in [257], where salient image features such as 
corners and edges were used to calculate a Gaussian-weighted proximity matrix 
measuring the distance between each feature. A Singular Value Decomposition 
(SVD) is performed on the matrix to establish a correspondence measure for 
the features and effectively finds the m inim um  least-squared distance between 
each feature. However, this approach is unable to handle rotations of more than 
15 degrees and is generally unstable [78]. This method was further extended 
in [197] and [200]. Although, the above extensions provide good results on 
certain shapes, stability problems were reported in cases when the two shapes 
are similar as well as an inability to deal w ith  loops in the boundary [251].

Other m ethods [252, 253] assume that contours (usually closed) have already 
been segmented and use curvature information to select landmark points. 
However, they perform well only if the corresponding points lie on boundaries 
that have the same curvature. Hill et. al. proposed an alternative method for 
determining non-rigid correspondence between pairs of closed boundaries [251] 
based on generating sparse polygonal approximations for each shape. The 
landmarks were further improved by an iterative refinement step. An interesting 
system for autom ated 2D shape m odel design by registering similar shapes, 
clustering examples and discarding outliers was described in [258].

Since the above pair-wise methods may not find the best global solution, recently 
group-wise methods were proposed. In [254], landmarks are placed on sets of 
closed curves using direct optimization. The approach is based on a measure 
of compactness and specificity of a model which is a function of the landmark 
position on the training set. A lthough in some cases the method produces results 
better than m anual annotation, this is a large, nonlinear optimization problem 
and the algorithm does not always converge. Recently, Davies et.al. [259] 
proposed an objective function for group-wise correspondences of shapes based 
on the Minimum Description Length (MDL) principle. The landmarks are chosen
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so the data is represented as efficiently as possible. This approach was further 
extended in [255] by adding curvature measures. A steepest descent version of 
MDL shape matching was proposed in [256]. Currently, methods based on the 
MDL principle are seen by many as the state of the art solution: they are fully 
automatic and  in many cases provide more meaningful models than m anual 
annotations. However, the quality of the model directly relies on the choice 
of the objective function [259, 256] and optimization method which has to take 
into account m any local minima. Often, convergence is slow and scales poorly 
w ith the num ber of examples. The duration of one model-evaluation-tuning 
loop can take hours or even days. Also, implementation and tuning of the MDL 
framework requires a lot of experimentation and param eter tweaking [260].

For a m ore detailed review of methods finding correspondences across contour 
sets one may refer to [250, 78, 261].

7.1.3 C hapter Structure

The rem ainder of this chapter is organized as follows: The next section gives 
a short introduction to the field of statistical shape analysis by describing 
alignment of sets of points using Procrustes Analysis and modeling of shape 
variation using PDMs. The proposed landmarking framework is described 
in detail in section 7.4 and section 7.5 presents selected qualitative results. 
Possible alternative approaches and directions for future research in this area 
are discussed in section 7.6. Finally, conclusions are formulated in section 7.7.

7.2 Point Distribution Model

This section aims at giving a brief introduction to the field of statistical shape 
analysis by describing two basic techniques: alignment of sets of points using 
Procrustes Analysis and modeling of shape variation using PDMs.

7.2.1 P airw ise A lignm ent

According to the definition from [248], shape is all the geometrical information 
that remains w hen location, scale and rotational effects are filtered out from 
an object. Therefore, equivalent points from different shapes can be compared 
only after establishing a reference pose (position, scale and rotation) to which all 
shapes are aligned.

A commonly used procedure for aligning corresponding point sets is Procrustes 
Analysis. The Procrustes analysis requires one-to-one correspondence of points 
often called landmarks1, i.e. points which identify a salient feature on an object

1 Synonyms for landmarks include homologous points, nodes, vertices, anchor points, markers,
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and which are present on every example of the class. Each planar shape is 
characterized by a set of n  landmarks (common for the whole set of examples) 
and its vector representation is denoted as x  =  [ari, x 2, ■ ■ ■, x n, yi, 2/2, • • ■, Z/n]T- 
Procrustes analysis is based on minimization of the Procrustes distance between 
two shapes, xi and X2, which is simply the sum  of the squared point distances:

The alignment of two shapes x i and X2 involves three steps:

1. Align position of the two centroids,

2. Re-scale each shape to have equal size,

3. Align orientation by rotation.

The centroid is defined as the centre of a mass of the physical system consisting 
of unit masses at each landmark:

Size normalization is performed using a scale metric called centroid size:

Orientation alignment is achieved by maximizing the correlation between the 
two sets of landmarks. The shape x i is optim ally superimposed upon x2 by 
performing a Singular Value Decomposition (SVD) of matrix x f  x 2 and using V U r  
as the rotation matrix.

7.2.2 G eneralized  Procrustes A nalysis

The alignment of a set of shapes is typically perform ed in an iterative2 man-

n

(7.1)

(7.2)

n
(7.3)

ner [184]:

m odel po in ts an d  key  points.
2A n analytic so lu tion  can b e  found  in  [248],
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1. Chose an initial estimate of the mean shape (e.g.the first shape in the 
set),

2. Align all shapes to the mean shape,

3. Re-calculate the estimate of the mean from the aligned shapes,

4. If the mean has changed return to step 2.

The most frequently used estimate of the mean shape is the Procrustes mean shape:

where N  denotes the num ber of shapes.

It is im portant to fix the size and orientation at each iteration by normalization 
in order to avoid any shrinking or drifting of the mean shape.

However, in fact, not all sets require orientation adjustment during alignment 
of examples to the mean (in step 2). In many applications orientation of 
examples is already fixed within the scene, e.g. the "Head & Shoulders" 
example from section 7.5.2. The author's observations indicate that, in such 
cases, correcting orientation of examples in order to minimize the Procrustes 
Distance (equation 7.1) m ay result in additional artificial (non-intuitive) modes 
of variation. Therefore, for flexibility the tool developed in this chapter allows 
skipping the orientation alignment. In practice, it might be useful to allow 
utilization of alternative alignment methods.

7.2.3 M o d e lin g  S h a p e  V aria tion

Once a set of aligned shapes is available the mean shape and variability can be 
found. In this work, statistical shape models known as Point Distribution Models 
(PDM) [70] are used.

Consider the case of having N  planar shapes consisting of n  points, covering 
a certain class of shapes and all aligned into a common frame of reference. 
Training PDMs relies upon exploiting the inter-landmark correlation in order to 
reduce dimensionality. It involves calculating the mean of the aligned examples 
x  (according to equation 7.4), and the deviation from the mean of each aligned 
example ¿x, =  x t — x, and calculating the eigensystem of the 2 n x 2 n covariance 
matrix of the deviations =  1/iV (¿Xi)(<5xj)T. The modes of variation are 
described by (k =  1, . . . ,  2n), the unit eigenvectors of such that:

where is the kth eigenvalue of and Aj. > Afc+i. This results in an ordered

(7.4)
i=l

(7.5)
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basis where each component is ranked according to variance. Modifying one 
com ponent at a time gives the principal modes of variation. Any shape in the 
training set can be approximated using the mean shape and a weighted sum of 
these deviations obtained from the first t modes:

x  =  x  +  P b  (7.6)

where P  =  (pi ,  P2, ■ ■ ■, Pt) is the 2n x t matrix of the first t eigenvectors and 
b  =  (fri, 62, . . . ,  bt)T is a t element vector of weights (shape parameters), one 
for each eigenvector. New examples of shapes can be generated by varying the 
param eters b  within suitable limits, so that the new  shapes will be similar to 
those in the training set. t is typically chosen as the smallest num ber of modes 
such that the sum of their variances explain a sufficiently large proportion of the 
total variance of all the variables.

The modes are often comparable to those a hum an w ould select to design a 
param eterized model. However, as explained in [78], they may not always 
separate shape variation in an obvious m anner since they are derived directly 
from the statistics of a training set.

7.3 Semi-Automatic Segmentation

Since a typical model requires tens of examples, special consideration is devoted 
to ensure easy and intuitive user interactions in a segmentation process so 
that generation of these examples is as simple as possible. Contour examples 
are extracted using the semi-automatic segmentation approach discussed in 
chapter 3. This approach has proven to be extremely practical and efficient, 
allowing rapid segmentation while providing the flexibility necessary to obtain 
high accuracy in extracted examples.

7.4 Landmark Identification

The strategy used in the framework for automatic identification of landmarks 
on a set of contours is similar to the scheme proposed by Fleute and Lavalee for 
landm arking sets of closed 3D surfaces [262], Each training example is initially 
matched to a single reference template and a mean is built from these matched 
examples. Then, iteratively, each example is matched to the current mean and 
the procedure is repeated until convergence.

1 8 0
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7.4.1 Pair-w ise M atching

The above framework relies upon the ability to match pairs of shapes (in order 
to match each shape with the mean) and to measure the quality of the match 
(in order to decide the initial reference shape). In other words, the mean cannot 
be built and subsequently updated if there is no dense correspondence between 
contour points of the whole set. In order for this process to be successful, an 
accurate, robust method for establishing pairwise correspondence is required. 
It is also required that the pairwise matching is invariant with respect to pose 
(translation, scale and rotation). Furthermore, the method has to perform well 
in cases where the two boundaries represent different examples from the same 
class of objects and a nonrigid transform ation is required to map one boundary 
onto the other.

This chapter studies the usefulness of the pairwise shape matching technique 
presented in chapter 5 for the above landm arking framework. The method is 
particulary attractive for the above application as has been dem onstrated, in 
chapters 5 and 6, it performs well in cases of elastic deformations and where the 
similarity between curves is weak [211]. For the purpose of the landmarking 
framework, the MCC-DCT version [211, 243] of the contour representation 
is used. The matching procedure was optimized using the shape collection 
from the MPEG-7 Core Experiment "CE-Shape-1" (part B) [215] as discussed in 
section 5.6. This choice of this configuration was based on the assumption that 
its better recognition performance on collections containing general shapes has 
been resulted by more intuitive matching.

It should be noted that the matching algorithm requires the two contours to 
be represented by an equal num ber of equidistant points. This will lead to an 
additional re-sampling step in the landm arking algorithm. The extension of 
the matching algorithm to a non-uniformly sampled contour is straightforward 
and will be part of authors' future work. Also, the landmarking scheme 
requires dense correspondence (ideally between every pixel). To allow such 
fine matching w ithout increasing the computational cost, faster versions of the 
matching algorithm could be u tilized/tested , e.g. based on the strategy for fast 
selection of starting points [170].

7.4.2 C orrespondence for a Set o f  Curves

Before the landm arking process begins, all examples are down-sampled and rep­
resented by a fixed num ber of equidistant contour points (300 in all experiments 
in this chapter). Then, the position and size of the contours are normalized ac­
cording to equations 7.2 and 7.3. Next, an initial reference contour is selected 
from the set in such a w ay that the total value of dissimilarities between the 
reference and all other examples is minimized. This ensures that the initial ref­
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erence is chosen close to the centre of the modelled shape space. Subsequently, 
each example is matched to the reference using the pairwise matching method 
discussed in section 7.4.1. This provides a common basis for identification of 
points from all examples. In other words, a contour point in any of the examples 
is identified by the point from the reference contour to which it is best matched. 
This allows optimal rotation of examples to superim pose with the reference (as 
explained in section 7.2.1) and finally construction of the mean contour accord­
ing to equation 7.4. If the distance between the current reference and the newly 
estimated m ean (computed using equation 7.1 and normalized by the centroid 
size of the reference), exceeds a predefined threshold the mean is taken as the 
new reference and the procedure is repeated, otherwise the procedure stops. As 
a result, a dense correspondence between each example and the m ean is ob­
tained. Using these dense correspondences the landmarks placed on the mean 
shape can be projected back to each example. The main steps of the proposed 
framework are outlined below:

1. Sample uniformly all examples,

2. Norm alize all examples:

a) Translate centroid to position (0,0);

b) Re-scale to unit size,

3. Select the initial reference contour,

4. Find correspondences between examples and the reference,

5. Rotate each example to superimpose w ith the reference,

6. Create a m ean contour according to Eq. 7.4,

7. Take the mean as the new reference,

8. If the difference between the old and the new reference exceeds 
a predefined threshold then go to step 4.,

9. Generate landmarks in the reference contour,

10. Project landmarks back to each example.

To avoid any drifting of the mean shape its orientation is adjusted a t each 
iteration by optim al superposition (minimization the Procrustes distance) with 
the initial reference. Additionally, the mean contour is re-sampled before a new 
iteration begins to ensure equidistance of its contour points. This additional step 
could be elim inated by adapting the pairwise matching algorithm to match non- 
uniformly sam pled contours.

The objective of step 4. is to identify, on each example, positions corresponding 
best to the contour points from the reference mean. However, the matching 
algorithm m ust compensate for nonrigid transformations as well as small 
differences in the position of contour points caused by sampling. The matching 
is symmetrical which means that both contours (an example and the reference
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An ex am p le

L2

(b)

Figure 7.1: Updating of the mean and landm ark propagation in cases of multiple 
assignments of points.

mean) are treated equally. Therefore, a single contour point from an example 
can be matched w ith two reference points from the mean, and vice versa. The 
first case, depicted in Figure 7.1a, does not require any special treatment. The 
position of the single point from the considered example can be used to update 
the positions of both matched points from the reference, e.g. to construct the new 
mean. Also, during stage 8, if both reference points from the mean are selected 
to become landmarks, the position of the single point can be used for both of 
them without causing any conflict. In contrast, the second case requires special 
consideration since the single landm ark (LI) cannot be used for two different 
points from the considered example. Therefore, only the centre of the segment 
connecting both points is used to update the position of the matched reference 
point and can potentially become a landm ark -  see Figure 7.1b.

The number of contour points should be considerably large compared to 
the required precision in localization of the final landmarks. For maximum 
precision, the num ber of contour points should be comparable with the average 
number of pixels in each example.

The set of landm arks can be generated automatically on the mean using any 
sensible method, for example the approach based on detection of Critical Points 
presented in [263]. In the current im plem entation all points from the mean were 
selected as landmarks. However, choosing the extrema of convexity/concavity 
measure from the MCC representation as major landm arks (due to high match­
ing reliability at those points) and placing the m inor landmarks equally between 
them could further improve specificity of the final PDMs.

The selection of the initial reference contour requires computation of pairwise 
dissimilarities between all N  examples im plying 0 ( N 2) complexity. Since a 
coarse measure of the dissimilarity is sufficient for the selection, the computa­
tional load of this step can be reduced by using a reduced number of contour 
points.
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7.4.3 M od elin g  Sym m etrical Shapes

Often one would like to model shapes exhibiting mirror symmetry, e.g. a face or 
a hum an head & shoulders. In such cases, extending the training set by mirrored 
versions of the boundaries usually leads to more intuitive modes of variations -  
especially compared w ith cases where originally there is a discrepancy between 
the numbers of examples from each view (e.g. more faces looking to the left than 
to the right) and the num ber of examples is small. Clearly such an approach does 
not require any modification of the proposed landm arking method, however 
it implies additional cost of matching of these additional examples with the 
mean. An alternative strategy requires adaptation of steps 4-6 of the proposed 
framework. In such a case, each iteration begins by matching only the original 
set to the mean. Based on this match, a new mean and its mirrored version are 
created. Then, both versions of the mean (original and mirrored) are matched 
and their correspondence is used to establish correspondences between the 
m irrored set of contours and the mean obtained from the original set. Finally, 
the new symmetrical version of the mean, including original and mirrored sets, 
is created. This approach avoids the need for individual matching of mirrored 
examples, explicitly ensures that each mirrored boundary is matched with the 
reference in exactly the same way as its original version3, and further improves 
convergence.

7.5 Results

This section presents qualitative results of training PDMs for 3 classes of 
shapes exhibiting various types of nonrigid deformation. In all three cases, the 
supervised segm entation of the set took less than 5 minutes. The landmarking 
process converged after 2-5 iterations in all cases, requiring typically less than 30 
seconds on a standard PC.

7.5.1 C ross-sections o f Pork Carcasses

The data in this experim ent consists of 14 gray scale images (768x576 pixels 
each) [77]. An exam ple image is shown in Figure 7.2a. The results are 
comparable w ith the m anual annotations presented in [77]. It can be observed 
from Figure 7.2b that the model is compact (the three first eigenvectors explain 
more than 77% of all variations) and qualitative results, shown in Figure 7.2c, 
indicate good specificity 4.

3With the precision limited by the contour sampling.
4 A specific model should only generate instances of the object class that are similar to those in 

the training set.
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Figure 7.2: Pork carcasses: (a) - Example image of pork carcass cross-section, (b)
- Eigenvalues, (c) - Deformation using 1st, 2nd and 3rd principal modes.

7.5.2 H ead & Shoulders

The data in this experiment consists of 19 colour images of CIF size. Example 
images (with extracted object boundaries) are shown in Figure 7.3a. The training 
set was extended using mirrored versions of the examples as described in 
section 7.4.3. The final model is compact (three first eigenvectors explain more 
than 76% of all variations) and qualitative results shown in Figure 7.3c indicate 
good specificity.

7.5.3 Synthetic  Example

In this experiment, synthetic data designed to "stress test" the model, in order 
to illustrate some potential limitations of the proposed approach is used. The 
training set, show n in Figure 7.4, is a synthetic "bum p" example introduced and 
discussed originally in [250]. The examples were generated from a synthetic 
object that exhibits a single mode of shape variation where the "bum p" moves 
along the top of the box. Therefore, it should be possible to describe the variation 
with a single parameter.

Qualitative results for the proposed approach are shown in Figure 7.4. The 
algorithm failed to find "ideal" (the most intuitive) correspondences for the
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Figure 7.3: Head & Shoulders: (a) - Examples of contours extracted using user- 
driven segmentation tool for the head & shoulders model, (b) - Eigenvalues, (c)
- Deformation using 1st, 2nd and 3rd principal modes.

set as some of the "bum p" end-points lie on boundaries w ith concavity while 
others correspond to convex parts. The matching algorithm could only warp the 
parts with different curvature attempting to find optimal global correspondence. 
The poor localization of the end-points of the "bum p" for some examples 
compromised the specificity of the model as shown in Figure 7.4b. It should 
be noted however, that the mean has desired shape and the first eigenvector 
still describes almost 98% of the total model variations. This example suggests 
that making the approach fully functional (applicable to all classes of shape 
deformations) w ould require allowing m anual corrections of some landmarks 
a n d /o r further optimization, e.g using a MDL-based approach.

7.6 Discussion

The main limitation of the approach is related to the fact that the matching relies 
on the assumption that the corresponding points lie on boundaries that have
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Figure 7.4: "Bump": (a) - The "Bump" training set, (b) - Deformation using 1st, 
2nd and 3rd principal modes.

similar values of curvature (convexity/concavity). As shown in section 7.5.3, 
this may compromise the compactness and specificity of the final model. One 
solution would be to allow the user to correct the position of misplaced 
landmarks. Alternatively, a MDL-based method could be used to further 
refine the correspondences as these approaches do not rely on pairing any 
boundary features. In other words, the proposed method could provide initial 
correspondences which could be then refined using a MDL-based technique. 
Such a hybrid approach could reduce the sensitivity of the MDL method to the 
search param eters and reduce the time required for convergence. Also, neither 
MDL methods or the proposed method are suitable for objects represented 
by multiple open/closed boundaries, e.g. face expressions. Addressing this 
problem will be part of au thor's  future research. One approach would be 
to integrate a m ethod based on Shape Context [121] or its recently proposed 
extension w ith a figural continuity constraint [264],

The extension of the proposed approach to open curves w ould require extension 
of the user interface to allow  extraction of open curves (e.g. by marking end­
points of the closed curves) and a relatively straightforward modification of the 
pairwise matching algorithm. In fact, the matching problem could be simplified 
by assuming that the end-points of the curves correspond.

Summarizing, the tool w ould  have to integrate multiple modules allowing 
different types of interaction and generated models for full flexibility in different
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applications.

7.7 Conclusion

The proposed approach allows rapid creation of statistical shape models for 
classes of objects represented by single closed boundaries. The tool allows 
intuitive semi-automatic segmentation of objects' examples from a set of images, 
automatically identifies correspondences for the extracted set of contours and 
creates Point Distribution Models. The proposed landm arking method is fast 
and  does not require any tweaking of the parameters. In all presented examples, 
it took less than 5 minutes for an unexperienced user to segm ent and create a 
final model.
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C h a p t e r  8

GENERAL CONCLUSIONS A N D  
FUTURE WORK

T HIS final chapter sum m arizes the thesis by reviewing the achieved re­
search objectives and recalling the main conclusions draw n throughout 

this thesis. Also, it indicates directions for further research by discussing possi­
bilities for further improvement of the proposed techniques as well as their use 
in related challenges in the field.

8.1 General Discussion

In recent years content based retrieval of multimedia data has become a very 
active research area resulting in initiatives such as a dedicated ISO standard 
for description of multimedia content nam ed MPEG-7, large scale evaluation 
activities, e.g. TrecVid, and a large num ber of large-scale academic and industrial 
CBIR systems. However, it is safe to say that the current CBIR systems are in 
their infancy and their performance w hen dealing with general content is rather 
poor. Moreover, the majority of currently available systems are able to deal only 
w ith collections which are reasonably homogenous. Clearly providing content 
based functionalities for heterogenous collections such as the content of World 
Wide Web is much more dem anding. Therefore, one can expect the problem of 
content based retrieval of multim edia data to remain a challenging research area 
for many years to come.

Although image or video content is clearly much more versatile compared to 
text, their interpretation has rarely a unique meaning. Such ambiguity implies 
considerable difficulties in finding optimal ways to abstract images or video 
using visual descriptors.

In recent years, it has become clear that in order to provide content based 
functionalities both low-level visual features and high-level semantic features
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should be be integrated. However, both the optimal choice of low-level features 
and also capturing of the semantic concepts based on the automatically extracted 
low-level features is context, user, and query dependent. Furthermore, it is 
also not clear how to intertwine contextual information into numerical similarity 
measures used by computers.

Currently the problem of extraction of semantically meaningful entities from 
visual data can be successfully solved only by techniques tuned to a very 
narrow  application scope and which are not easily extensible to other application 
contexts. In other words, current image processing techniques are unable 
to automatically extract semantically meaningful entities from general visual 
content.

A lthough the capabilities of existing CBIR systems and their underpinning 
technologies seem quite limited taking into account the typical variability of 
the m ultim edia content, they certainly help to better understand the problem 
of retrieval by content which hopefully will lead to new advances in the area.

It is essential that future CBIR systems further utilize contextual information 
and knowledge of the world. Also it should be accepted that interpretation 
of the content depends strongly on the user and h is /he r query and that the 
developm ent objective for future CBIR systems should not be a further reduction 
of the u ser's  role but rather embracing it by providing better querying models 
and relevance feedback mechanisms.

Many of the major obstacles to the development of efficient CBIR systems may 
be solved by future intelligent acquisition devices. In many applications new 
devices could provide valuable contextual information, e.g. time and location 
of capturing the data. Also, the problem of image segmentation and extraction 
of semantic entities would simplify if the new acquisition devices could pro­
vide additional modalities, e.g. depth or temperature. However it should be 
noted that even in such cases many of the fundamental problems of image seg­
m entation w ould remain essentially the same, e.g. fusion of the information 
from m ultiple sources or the choice between bottom-up and top-down process­
ing. Besides, even in the case where all semantically meaningful entities are 
successfully extracted, the problem of measuring similarities between such enti­
ties and integrating contextual information into numerical measures remains to 
be solved.

8.2 Thesis Summary & Research Contributions

The content analysis work reported in this thesis has focused on developments 
in the areas of image segmentation and shape matching in the context of 
content based functionalities required by future multimedia applications. The
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limitations of current techniques from both of these areas have been evaluated 
and extended. Strengths and weaknesses of the proposed solutions have been 
dem onstrated in the context of selected applications. The author hopes that this 
contribution leads to a better understanding and perhaps further advances in 
the field of content analysis.

The first chapters of the thesis consider segmentation of images of real world 
scenes while the later chapters focus on estimation of similarities between 
objects' silhouettes. The final chapters present case studies demonstrating the 
usefulness of the proposed solutions in selected applications.

The research areas of image segmentation and shape analysis are discussed in 
the context of content-based image retrieval and motivations for the investiga­
tion carried out by the author are outlined. The current state of the art in image 
segmentation and shape matching is illustrated by reviewing the most charac­
teristic categories of techniques in both areas of research and briefly discussing 
the most interesting and promising approaches from each category.

The feasibility study of utilizing spatial configuration of regions and structural 
analysis of their contours (so-called syntactic visual features [18]) for improving 
the quality of fully automatic image segmentation performed via region merging 
is successfully carried out in chapter 3. Several extensions to the well-known 
Recursive Shortest Spanning Tree (RSST) algorithm [19] are proposed among which 
the most im portant is a novel framework for integration of evidence from 
multiple sources of information, each with its own accuracy and reliability, 
e.g. colour homogeneity and a region's geometric properties, w ith the RSST 
region merging process. The new integration framework is based on Theory 
of Belief (BeT) [20, 21, 22, 23]. The "strength" of the evidence provided by 
the geometric properties of regions and their spatial configurations is assessed 
and com pared w ith the evidence provided solely by the colour homogeneity 
criterion by extensive experimentation. Other contributions in this area include 
a new colour m odel and colour homogeneity criteria, practical solutions to 
structure analysis based on shape and spatial configuration of image regions, 
and a new simple stopping criterion aimed at producing partitions containing 
the most salient objects present in the scene.

An application of the automatic segmentation method to the problem of semi­
automatic segmentation is also discussed. An easy to use and intuitive semi­
automatic segmentation tool utilizing the automatic approach is described in 
detail. This example dem onstrates that syntactic features can be useful also in 
the case of supervised scenarios where they can facilitate more intuitive user 
interactions e.g. by allowing the segmentation process make more "intelligent" 
decisions w henever the information provided by the user is not sufficient. 
Utilization of the approach in an integrated tool allowing intuitive extraction 
and registration of contour examples from a set of images for construction of
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statistical shape models is discussed in chapter 7.

Selected issues of shape analysis, in particular contour representation, matching, 
and estimation of similarity between silhouettes are investigated in chapter 5. A 
novel rich multi-scale representation for non-rigid shapes w ith a single closed 
contours and a study of its properties in the context of silhouette matching and 
similarity estimation is presented. An initial approach for optimization of the 
matching in order to achieve higher performance in discriminating between 
shape classes is also proposed. The efficiency of the proposed approach is 
dem onstrated in a variety of applications.

In particular, the retrieval results are compared to those of the Curvature Scale 
Space (CSS)[13,14,15](adopted by the MPEG-7 standard [16,17]) and it is shown 
that the proposed scheme performs better than CSS in two applications: retrieval 
in collections of closed silhouettes and holistic w ord recognition in handwritten 
historical manuscripts. As a m atter of fact, it is shown that the proposed contour 
based approach outperforms all techniques for w ord m atching proposed in 
the literature when tested on a set of 20 pages from the George Washington 
collection at the Library of Congress [24, 25]. Additionally, it is shown that 
the matching approach can be extended w ith some success to the problem of 
matching multiple contours and therefore facilitating establishment of dense 
correspondence between multiple silhouettes which can then be employed for 
contour registration.

Through presentation of various applications of the proposed solutions it is 
dem onstrated that all contributions have the potential of providing the key 
technologies enabling content-based functionalities in the future multimedia 
applications. In each case, the performance and generality of the proposed 
techniques is analyzed based on extensive and rigorous experimentation using 
as large as possible test collections.

8.3 Future Work

This section revisits the discussion about the role of image segmentation and 
shape matching in the context of content based retrieval and proposes a number 
of research problems which, according to the author, are w orth investigating to 
fu lly /further exploit the potential of the approaches proposed in this thesis.

It should be noted that incremental improvements to all proposed techniques 
have already been discussed in previous chapters. This section focuses on 
applications of the proposed approaches which have not been sufficiently 
investigated in this thesis.
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8.3.1 Im age S e g m e n ta tio n

Although the problem of partitioning an image into a set of homogenous 
regions or semantic entities is typically considered to be a fundamental enabling 
technology for understanding scene structure and identification of relevant 
objects, recently its role in the context of content based retrieval has been 
questioned.

For example, despite recent advances in the area of region-based image seg­
mentation (including the one proposed in this thesis) to the best of the author's 
knowledge no one has reported quantitative results demonstrating that utilizing 
local features representing homogenous regions leads to better retrieval capabil­
ities in AV material w ith general content than using features representing image 
blocks or even entire images.

To better illustrate the problem let us consider CBIR systems for visual data 
w ith general content. In order to allow reasonable response time to the query, 
the com putation of visual descriptors and the creation of the index should be 
done off-line. However, often the selection of the optimal features is both 
context and query dependent. For example, extraction of local features, where 
ideally each feature describes a semantic object or at least an im portant part 
of an object, requires image segmentation. However, automatic bottom-up 
segmentation is often under-constrained as well as context and query dependent 
due to the inherent ambiguity of the visual content. An alternative top-down 
solution to image segmentation requires utilization of domain-specific models 
of the semantic entities to be extracted. However the relevancy of the objects 
is again query dependent and it is currently impossible to build such models 
for all semantic objects that could possibly appear in the scene. Also, even in 
cases where the semantic objects can be automatically extracted, the problem 
of estimation of similarity between the query and the target image remains to 
be solved. In fact, the problem of similarity estimation based on local features 
appears to be m uch more difficult w hen utilizing local features than simple 
global descriptors. For example, some researchers reported that in the case 
of CBIR systems allowing query by example with replacement of the global 
features w ith local features describing individual homogenous regions leads 
to retrieval im provem ent only in some very specific cases (e.g. scenes with a 
single dom inant semantic object w ith homogenous colour) while decreases the 
performance in others (e.g. scenes defined by composition of multiple visually 
distinctive objects). Also, the vast majority of approaches to scene classification 
into semantic classes, e.g. indoor/ou tdoor or citycsape/landscape, use features 
representing predefined blocks rather than homogenous regions.

Therefore the author firmly believes that to fully asses the role of image 
segmentation in the content based retrieval problem further research effort 
should be devoted to investigate new  ways of utilizing the results of image
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segmentation in CBIR systems.

One possibility w ould be a departure from representing the results of segmenta­
tion as a single segmentation mask for each image w ith a view to utilizing more 
flexible representations able to capture the structure of the scene and allowing 
utilization of the contextual information, e.g. the Binary Partition Tree (BPT) ad­
vocated in [107], Employment of such structures, or in more general employ­
m ent of visual features extracted based on multiple partitioning hypothesis, to 
detection of high-level concepts or scene classification should also be considered.

Also, new flexible querying models allowing both: image-based and object- 
based queries by example and also new ways of establishing similarity between 
the query and  the target suitable for such models should be investigated.

Finally, detection and extraction of new classes of semantic entities potentially 
im portant in many content based applications should be investigated. For 
example, currently it is widely recognized that detection and recognition of 
faces present in the visual content can provide very valuable information for 
content-based retrieval. Although m any powerful approaches to face detection 
have been proposed [265, 266] the problem of face recognition in general 
content remains to be solved [252, 79, 115]. However, additional information 
potentially valuable for content based functionalities in many applications could 
be provided by detection and extraction of person's head & shoulders. The 
presence of the shoulders should be useful for validation of the face detection. 
Also, the extracted head & shoulder should provide more reliable evidence for 
person's identification than face in m any applications, e.g. identification of the 
player's team  in close-ups present in most sports videos.

8.3.2 S h a p e  M atch in g

Clearly shape analysis and shape matching in particular are very im portant in 
the context of CBIR however it is also a challenging task and m any problems 
from this area remain to be solved.

Shape similarity depends highly on the context, e.g. different applications may 
require em ploym ent of different notions of shape similarity. Until now, m ost of 
the shape matching techniques were proposed in the context of a very specific 
application and tested on relatively homogenous collections. Incorporation 
of contextual information in the shape similarity measures is currently in its 
infancy [3] and certainly deserves greater attention. Also combining the output 
of a num ber of methods to establishing similarity between shapes could open 
up interesting possibilities, e.g. increased retrieval performance or improved 
efficiency by using coarse to fine strategies.

A lthough establishing shape similarity is a challenging task, it can be performed 
w ith reasonable success, as has been shown in this thesis. Currently, the main
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problem in the way to fully exploit shape inform ation in CBIR systems appears 
to be the limited ability to extract the semantically meaningful entities. One 
means of extracting such objects is by utilization of shape matching techniques 
which can match a template shape directly w ith an object present in an unseen 
image or by employing image segmentation driven by a shape models, e.g. the 
PDM models discussed in chapter 7. Such techniques have been successfully 
applied to a very specific problems and their application to more general content 
certainly requires more research. The author acknowledges that such techniques, 
unlike the methods investigated in this thesis, should employ shape templates 
consisting of multiple disconnected closed and  open contours or use models 
not only of the outline of the object but also of its internal parts in order to be 
applicable to a w ider class of problems.

Finally, the preliminary investigation of utilization of the contour matching ap­
proach proposed in this thesis to w ord spotting in handwritten documents car­
ried out in chapter 6 provided very encouraging results and should be further 
investigated. Particulary interesting is the possibility of matching the trajectory 
of the pen instead of the the external outlines of the words. This should be eas­
ily achieved in the case of on-line handw riting recognition where the trajectory 
of the pen is readily available but should be also possible in off-line recognition 
scenarios where the pen movements, or at least their approximation consistent 
across many instances of the same word, could be recreated from the w ord's im­
ages.

8.4 Final Word

The author believes that all these challenges outlined above will provide ample 
opportunity for interesting research for many years to come. Extending the state 
of the art in these areas will significantly enhance existing CBIR applications 
whilst enabling other, as yet unknown, future applications.
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A p p e n d i x  A

THE H U M A N  VISUAL SYSTEM 
A N D  OBJECT RECOGNITION

T HIS appendix briefly discusses selected theories from the field of Cognitive 
Psychology regarding hum an perception and object recognition which 

influenced C om puter Vision and Image Understanding and in consequence also 
systems for indexing and retrieval of visual content.

A lthough none of the abstract models presented in this section is explicitly 
implemented in this thesis several theories, concepts and suggestions proposed 
in the field of Cognitive Psychology provide context and justification for the 
choices made by the author and can serve as explanation of the results obtained 
throughout the thesis.

A.l Gestalt Principles of Visual Organization Of 
Perception

Gestalt is a psychology term which means "unified whole" and refers to theories 
of visual perception developed in the 1920s by German psychologists (Max 
Wertheimer (1880 -1943), Wolfgang Kòher (1887 -1967) and KurtKoffka (1886 -  
1941)) attem pting to describe how humans tend to organize visual elements into 
groups or unified wholes. The Gestalt psychologists outlined several principles 
of perceptual organization on the basis of their use in identifying ambiguous 
patterns. They advocated that humans, w hen confronted by any abstract or 
symbolic visual im age, tend to separate a dom inant shape ("figure") from 
"background" (or "ground") using several principles of identifying ambiguous 
patterns which include: (i) Proximity (things closer together are associated), 
(ii) Similarity (things sharing visual characteristics such as shape, size, colour, 
texture, value or orientation are associated), (iii) Continuity (preference for 
continuous figures), (iv) Closure (interpretations which produce "closed" rather
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than "open" figures are favored), (v) Smallness (smaller of two overlapping 
areas tend to be seen as figures while the larger is regarded as background), 
(vi) Surroundedness (areas seen as surrounded by others tend to be perceived 
as figures), (vii) Symmetry (symmetrical areas tend to be seen as figures). The 
above principles serve the overarching principle of pragnanz, which states that 
the simplest and most stable interpretations are favored.

The original Gestalt principles were formulated based on two dimensional ab­
stract or symbolic pictures and their application to complex real world scenes 
is rather difficult. Moreover, the Gestalt laws simply provide descriptions of 
phenomena, not an explanation of them. Nevertheless, the pioneering sugges­
tion that humans may be predisposed towards interpreting ambiguous images 
in one way rather than another have im portant implications for designing mod­
ern visual systems. Mimicking such natural predispositions by an automatic 
bottom-up approach to scene segmentation could help in dealing with the in­
herent ambiguities of such approach. This suggestion provides the basis for in­
vestigation of the usefulness of the so-called syntactic features in the bottom-up 
segmentation process.

A.2 Structural-Description vs. Image-Based Models

A.2.1 R econstruction o f the O utside W orld from  the Retinal Image

Computational models of recognition proposed in the past were based largely 
on the work of M arr (1982) [267] who popularized a solution that the goal of 
vision is to reconstruct the 3D scene by producing a conclusive representation 
of the outside world from the retinal image. He suggested that hum an visual 
processing passed through a series of stages, each corresponding to a different 
representation: (i) the retinal image, (ii) a "primal sketch" representing explicitly 
lines, edges and junctions, (iii) a "2^D sketch" including information about 
surface slant and depth, (iv) a "3D model representation" of objects built up 
hierarchically from simple primitives such as cylinders and (v) a "space frame 
centred on the observer" where the 3D models reside.

Based on M arr's type of bottom-up computational approach Biederman (1987) 
proposed a theory known as Recognition by Components (RBC) [268,183] accord­
ing to which objects are represented in terms of their simple parts, the 3D vol­
umetric primitives called geons (geometric ions), e.g. bricks, bent cylinders, and 
wedges. Geons are defined by viewpoint-invariant properties of 2D images [183] 
such as smooth continuation, co-termination, parallelism  and symmetry. Since 
these properties, referred often as "non-accidental", represent properties of the 
real world they are sufficient to define 3D com ponent representations (no need 
for 2^D sketch). Objects are defined as relationships between geons. In other
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words, according to Biederman, object recognition only requires detecting edges, 
arranging them into geons based on nonaccidental properties and object classi­
fication based on geon's types and relationships. Other sources of information 
(e.g. colour, texture etc.) are relatively unim portant [268]. Biederman argues 
that geon representation is necessary since representing objects directly in terms 
of local image features w ould require a different representation for each slightly 
altered orientation of the object or for each arrangement of occluding contour. 
Moreover, since accurate geon activation requires only categorical classification 
of edge characteristics the RBC theory explains well hum an ability to rapidly 
recognize objects.

Although the above paradigm  is attractive because it decomposes the problem 
of image analysis into independent and manageable components the reconstruc­
tion is difficult to achieve computationally. For example, the problems of edge 
detection and contour extraction are under-constrained due to inherent ambi­
guity present in real scenes. Therefore, hierarchical reconstruction may lead to 
irreversible propagation of errors from one processing stage to another. More­
over, many researchers (e.g. Tarr & Btilthoff, 1998) suggest that the RBC theory 
only explains well coarse discriminations between object types (e.g. a cup vs. a 
car) bu t not w ithin an object type (e.g. one car vs. another).

Despite the difficulties w ith computational implementation of bottom-up type 
of processing Biedermans' w ork provides extremely strong empirical evidence 
suggesting that, in the case of humans, priming is largely visual, rather than 
conceptual or lexical [268, 183] therefore de-emphasizing the role of context. 
Biederman argues that extraordinary speed of object recognition in the absence 
of any context disagrees w ith a central role for top-down information. This 
is a potentially im portant implication in designing CBIR systems where off­
line bottom-up processing is often unavoidable to ensure fast responses to user 
queries. In other words, Biedermans' work provides hope that if components 
performing off-line processing in CBIR systems could imitate, to a certain 
degree, hum an ability to resolve inherent ambiguities present in complex real 
w orld scenes, the result of such processing could efficiently serve indexing and 
retrieval of visual content. This provides justification of the research carried out 
in chapter 3 investigating alternative sources of information for improving the 
perceptual quality of the output of bottom-up segmentation.

A.2.2 Exem plar-Based M u ltip le-V iew s M echanism

An alternative approach to the RBC paradigm was suggested by Tarr & Biilthoff 
who advocate an exem plar-based multiple-views mechanism as an important 
component of both exemplar-specific and categorical recognition [269]. In the 
multiple-views approach object representations are collections of views that 
depict the appearance of objects from specific viewpoints. They argue that
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image-based models containing m ultiple views explain well recent behavioral 
results, e.g. recognition performance is viewpoint dependent because both 
recognition time and accuracy vary w ith the degree of mismatch between the 
percept and target view. A variety of different mechanisms for generalizing 
from unfamiliar to familiar views have been proposed, including mental rotation 
(Tarr & Pinker, 1989), view interpolation (Poggio & Edelman, 1990), and linear 
combinations of views (Ullman & Basri, 1991). Tarr & Bulthoff also suggest that 
there m ust be some mechanism for measuring the perceptual similarity (within 
some domain) between an input image and known objects and between an input 
image and known views of that same object.

Tarr and his collaborators also suggest that a substantial part of the information 
present in an object view is carried by outline shape [164,165] and often advocate 
the need for the computation of silhouette similarity. [164] dem onstrates the 
utility of silhouette representations for a variety of visual tasks, ranging from 
basic-level categorization to finding the best view of an object. They argue that 
using only silhouettes or boundary contour information a large of exemplars can 
be separated into stable perceptual categories corresponding closely to hum an 
perceivers. The above suggestion, coming from cognitive science, provides very 
strong motivation for utilization of silhouettes for classification and recognition 
in com puter vision and provides justification of the research carried out by the 
author in several chapters of this thesis.

A.2.3 W hich M odel Explains A ll Facts o f H um an V isual Perception?

Currently m any researchers, including advocates of both approaches presented 
above, Biederman [183] and Tarr [269], seem to recognize that no existing single 
theory can explain all facets of hum an visual perception. In fact, there seems be 
general consensus that several approaches (including RBC and exemplar-based 
multiple-views mechanism) are not m utually exclusive but simply address 
different aspects of object recognition under different conditions determ ined for 
example by a particular task, context, familiarity, and visual similarity.

Indeed, the presence of several recognition mechanisms may som ehow explain 
difficulties in developing a single “universal" computational m odel able to 
perform  general object detection and recognition. So far, com puter vision is able 
to successfully address only very specific problems.
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IMAGE COLLECTION USED IN  
CHAPTER 3

T HIS appendix presents the collection of images and ground-truth segmen­
tation developed by the author in collaboration with a colleague w ork­

ing in another university. The collection contains 100 images from the Corel 
gallery [132] and 20 images from various sources such as keyframes from well 
known MPEG-4 test sequences, digital camera, and mobile phone camera seg­
mented by four annotators.
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Figure B.l: Image collection used in chapter 3.
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