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ABSTRACT

When a short, high energy pulse of laser light is focused onto a solid target a
high density, high temperature plasma 1s formed. This plasma emits radiation across
a wide spectral range, from the x-ray to the infra-red. In this thesis, a variant of the
well-established spectroscopic techmique known as Laser-Induced Plasma
Spectroscopy (LIPS) 1s used in order to more sensitively quantify sulphur content in
steels, LIPS 1s a well-established method for both gquantitative and qualitative
analysis of solids, liquids and gases A particular problem exists with the elemental
characterisation of the light elements (Z < 20) including sulphur in that the strongest
resonant emission lines from these elements he in the VUV part of the spectrum.

In this thesis, the VUV region of the spectrum has been exploited using a
spatially-resolved approach which has proved to be superior to the more
conventional time-resolved ultraviolet and visible LIPS experiments Spectral surveys
of the VUV region have been conducted in order to isolate interference-free sulphur
emission lines A number of optimisation studies have been made n order to improve
the signal to standard deviation ratio In the charactenstic background continuum
emission. These included modification of the laser pulse energy, power density, lens
focusing type {(cylindrical and spherical) and ambient gas type & pressure.

As a result of these experiments, optimum conditions 1n which to construct
calibration curves were found. Steel targets of certified sulphur concentration in the
range 27 - 3800 ppm were used in the construction of these calibration functions. The
sensitivity of the LIPS technique has been improved on substantially with an ultimate
detection imit of 1.7 + 0.1 ppm achieved using the emission features of the 5 V
emission line at 78.65 nm.
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CHAPTER [: INTRODUCTION

he introducticn to this thesis is designed to contextualise the

work in relation to progress in research in Laser-Induced

Plasma Spectroscopy as it is being used in laboratory studies
and on an industrial level. It is divided into an outline of the thesis
structure followed by a general review on LIPS/LIBS in the wider
scientific community with an emphasis on light elements & steels.



11~ THESS ORGANISATION -2-

1.1 THESIS ORGANISATION

This thesis s divided (nto 6 main chapters with a number of appendices
containing additional relevant information on some of the topics mentioned in the
main body of the text.

Chapter 1 is a brief summary of the current state of research in Laser-Induced
Plasma Spectroscopy (LIPS) with a general overview presented. A particular
emphasis is given to research into studies performed on hght elements and with steel
as the mamn material.

Chapter 2 1s an ntroduction to some of the theoretical aspects of laser
ablation. This chapter provides a fundamental overview of laser light absorption by
the target material which generates the plasma and how the resulting plasma
behaves as it expands and cools. The basis for using laser plasmas as light sources
for quantitative analytical spectroscopy is explained at the end of this chapter.

Chapter 3 1s a description of the equipment used In the following expenmenis
including detalls of the laser system employed, the spectrometer’s operational
characternistics and the method by which radiation from the laser plasma was
captured This chapter also details how these systems were combined n the Time-
Integrated Space-Resolved (TISR) format

Chapter 4 1s a summary of the inttial expenments conducted using laser
plasmas as an analytical tool for LIPS in the Vacuum Ultraviolet (VUV). These
experiments were conducted In a vacuum environment i.e laser plasmas formed n
these experiments freely expanded into a target chamber under vacuum. Quantitative
results are presented as the result of these studies.

Chapter 5 describes LIPS experiments conducted in several different types of
atmosphere - argon, niirogen and air. Some experiments performed under vacuum
are repeated to investigate the difference in the radiation emission under these
environments. The results of these expenments conducted in buffer gases are
presented along with contemporary theory on significant aberrations from

experiments performed In vacuum.
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Chapter 6 is a summary of experimental work and the general conclusions
formed as a result of this senies of experiments. Some future avenues of research are
outlined in the context of current research direction and capabilities In the laser labs
at DCU

Appendix A is a short descnption of an energy state known as Local Thermal
Equifibrivmand its importance in laser plasma physics.

Appendix B is a list of targets used in the experments performed In chapiers
4 and 5 and detalls their sulphur concentrations as provided by the retailer

Appendix C I1s a note on different types of spectral profiles and the importance

of correct line profile use in analyiical spectroscopy. This appendix contains
information on different types of curves used to fit spectral lines.

1.2  THE DEVELOPMENT OF LIPS As A SPECTROSCOPIC TECHNIQUE

1.2.1 EARLY STUDIES

Laser-Induced Plasma Spectroscopy (LIPS, also commonly referred to as
LIBS - Laser-Induced Breskdown Spectroscopy) has been an established
spectroscopic technigue for elemental analysis since its conceptual birth by Brech &
Cross (1963), made possible by the invention of the ruby laser by Maiman {1960)
while working for Hughes Aircraft. For the first tme, light at optical wavelengths could
be focused onto a target in a short time to create the conditions necessary for plasma
igniton. A number of reports on the properties and passible applications for high
power lasers appeared in the literature over the next few years Runge, Minck &
Bryan (1963) observed that the emussion from elemental species contamed i a
stainless sieel sample was proportional to the concentration of these elements as
they were changed via the introduction of new standardised targets. This 1s the
earliest actual attempt at quantitative apalysis using radiation from a laser plasma
source, and paved the way for the wide number of applications today.

The potential for using laser plasma spectrochemical analysis as an online
technique was investigated early on, as it offers the possibility of direct monitoring of
molten matenals as they are being created. This speeds up the industrial process
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since samples of the material do not have to undergo removal, cooling and
preparation in order to be analysed Runge, Bonfiglo & Bryan (1966) again showed
the potential of the laser techrique by testing another set of stainless steel samples,
this time 1n @ molien state. The authors note In this paper that some aspects of this
technique can affect the analysis - notably that chromium detection can be affected
by a layer of oxide on the surface of the melt, and also that the strong continuum
emission from the laser plasma is far higher and more of a problem than the radiation
emission from the hot molien steel.

The more fundamental properiies of the laser plasma nself were also being
considered in parallel with the more practical aspects of its use. Burgess, Fawcett &
Peacock (1967) reported on the XUV emission from the laser plasma and measured
the electron densities and temperatures associated with them The authors observe
that highly charged ions are detectable in the plasma and that the plasma itself
shows structure in terms of emission at different distances from the target surface.
Commenis on the equilibrium state of the laser plasma and its transient nature form
one of the salient ponts expressed by the authors.

The first highly detailed study on laser plasmas for use as an analytical
method was produced by Scott and Strasheim in 1§70. This study was the first to use
a time-resolved or ‘gated’ detector to observe the expansion dynamics of the laser
plasma A gated detector 1s, essentally, a normal detector with a high-speed shutter
attached to the face. This allows the temporal evolution of an expanding plasma {or
indeed any other phenomenaon that changes over time) to be studied at different
stages of its Iifetime. The result of this study showed some of the temporal and
spatial characteristics of a laser-produced plasma as it expands - the authors
essentially conclude that the expansion 1s hydrodynamic in nature and that severai
complex energy transfer mechanisms occur in the early stage of plasma ignition. The
final part of this paper suggests that calibration curves can be obtained from spatially
and termporally resolved areas of the plasma, and attempis to do so for copper
analysis 1n aluminium alloys.

Another paper by Scott and Strasheim (1971) details a study using what is
approaching the most common form of experiment used In modern LIPS research - a
time-resolved detection system used to collect the radiation accumulated from more
than one laser-produced plasma. In this case, the maternal under analysis was
aluminium, with the behaviour of copper spectral lines being observed. This paper
records the influences of crater depth on target spectra when many shots have been
fired on the same spot, the effect of the number of shots on the spectra and also a
so-called “3" partner” effect - now known as the “matrix” effect where an element not
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under direct observation can affect spectral ines emitted by the analyte. The paper
concludes by noting that as the technology of both sources and detection system
improves, the stability and accuracy of LIPS as a quantitative technique will improve.

In the same year, Piepmeier & Osten (1971) produced a paper outlining the
influences of the atmosphere on laser-produced plasmas. This paper i1s one of the
first to attempt an analytical study of changing pressure on both spectra and the
plasma plume structure. The authors suggest here that absorption by the atmosphere
of mcident laser radration supports a radiation shockwave in the laser plasma, the
dynamics of which are dependant on the atmospheric pressure. A study of the crater
left after abiation was also made where the authors note that with increasing energy
at low pressure, the crater diameter increases along with the mass of target matenal
gjected. At atmosphetic pressure (760 Torr), the mass and crater diameter remain
uniform across all tesied laser energies.

These fundamental studies using the most basic available equipment form the
foundation of techniques using lasers as an excitation source for optical emission
spectroscopy and are the foundations on which the experments featured in this
thesis are laild. A summary of the physics of laser plasmas can be found in Carroll &
Kennedy’s 1981 paper which outlined the characteristics of laser plasmas and some

of the methods used to diaghose them In terms of emission, temperature and density.

1.2.2 MODERN STUDIES

Although Intense research continued on laser plasmas during the 80s, the
applications to spectroscopic analysis were limited due to the cost and lIimited
capability of expermental components - especially detectors. Lasers gradually
became more and mare reliable In terms of operation and shot-to-shot reproducibility
of both energy and pulse width meaning that using LIPS as a viable alternative to
such technigues as X-Ray Photoelectron Spectroscopy (XPS) and Secondary ton
Mass Spectroscopy (SIMS) became an ever increasingly viable option. Other
techniques (known as the “hyphenated” techniques) have used laser plasmas as
particle sources for mass and optical spectroscopy. The best known of these are LA-
ICP-MS and -OES, both of which use laser plasmas as particle sources for mass and
optical spectroscopy. The advantage LIPS has over these are that laboratory
equipment used in LIPS experiments Is less complex and more adaptable to different
types of target The LIPS technique still lacks some of the sensitivity of these other
more common spectroscopic methods however. Typical detection limits are in the low
parts per million range for Time-Of-Flight (TOF) SIMS and even extending into the
parts per billion (ppb) range (ASM, the American Scciety for Metals, 2003).
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Advances in detectors have seen the CCD (Charge-Coupled Device - see
chapter 3) camera become the standard in LIPS expenments as the precision and 2
dimensional imaging capacity of this camera is 1deal for a wide range of applications,
including LIPS. New areas of study have included ultra-short pulse (femtoseconds
and picosecond) lasers with combinations of both different pulses and wavelengths in
experiments and also plasma plume evolution using ulira-fast gated (intensified) CCD
cameras.

The use of lasers for matenals analysis has continued apace with journal
reviews and books being regularly pubbshed - some examples include Adrain &
Watson (1984), Moenke-Blankenberg (1989), Radziemski & Cremers (1989), Majid
& Joseph (1992), Darke & Tyson (1993), Song, Lee & Sneddon (1997), Rusak et al.
(1997), Tognoni et al. {(2002), Vadillo & Laserna (2004) and finally Cremers &
Radziemski (2006). This rather exhaustive list has been accompanied In recent years
by a number of conferences dedicated to LIPS, starting n 2000 with the Fust
International Conference on Laser-Induced Plasma Speciroscopy and Applications
hosted In Pisa, taly. Both international and European conferences have been hosted
every alternate year since, indicating an increasingly substantial volume of research
into the area internationally. Theoretical and experimental studies into laser ablation
and LIPS have been presented in the Iierature (summansed by the above list of
reviews and books) and at the various LIPS conferences.

The main outcome from these conferences has been the realisation that
studies in the tfechmque can be divided into several smaller and more focused areas.
These can be loosely divided into fundamental studies of the laser-matter interaction,
guantification of materials being analysed, novel instrumentation for the Improvement
of the technique, process control in analysis and both lab and field sample analysis.
The wide array of samples in solid, hquid and gas form and also the various
conditions in which they are analysed has been huge - fram applications i artwork
restoration (Anglos, Counis & Fotakis, 1997) to mine detection (Schade et al., 2006)
to the possible Iinclusion of a VUV-sensitive LIPS instrument on the proposed 2009
NASA Mars rover mission {Radziemsk et al., 2005).

There are a number of reasons as to why LIPS has emerged as an important
tool for elemental analysis.

= |t involves Iittle or no target preparation

s it can be performed as an “onling” technique in industrial manufactunng i.e. 1t
can be performed while materials such as steel and aluminium are being
manufaciured
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» LIPS 1s a comparatively non-destructive technique - sub millimetre craters
indicate the remnants of a LIPS-based inspection

* Analysis times can be very low - turnaround times of no more than a few
seconds are available on some commercially avallable LIPS systems

= For the heavier elements (Z > 20), limits of detection can be very low i.e.
below ppm, with the corresponding accuracy of measurements quite high -
appendix C in Cremers & Radziemski (2006} has a comprehensive library of
detection limits for all studied elements in all matrices

=  The versatility of the technique means that elements in a sold, liquid or
gaseous state in a variety of environments can be analysed

= The use of picosecond and shorter laser pulse lengths means that surface
analysis can be performed since the thermal penetration depth of these laser
pulses Is low (see chapter 2)

Elements with an atomic number of less than 20 (Z < 20) are difficult to
analyse 1n most modern LIPS experiments as these are usually either visible- or UV-
based. The lighter elements have therr sirongest and resonant emission ines in the
VUV region of the spectrum (Samson, 1967) - a region generally neglected since air
Is a strong VUV absorber. Most studies on hghter elements to date have used
emission lines i the UV region for both qualitative and quantitative analysis - this has
imited the effectiveness of the technique as a result. The most successful studies on
light elements to date have used emission lines in the near-VUV, the lower
wavelength hmit bemng about 180 nm. Another important advantage of using VUV
emission lines 1s the existence of a number of spectral “windows” - these are areas of
the spectrum where few if any of the bulk material’s emission lines e This can
eliminate the so-called ‘matnix effect” where suitable emission lines have been
overcrowded by lines from the bulk element.

Many of the studies on these lighter elements have been performed on steels
and other industnially important materials since some of the hghter elemenis have
large influences on the properties of metal. Iron and steel in particular are affected by
four elements n particular - carbon, nitrogen, phosphorus and suiphur {Turkdogan,
1996). Whereas carbon and nitrogen can enhance the toughness and hardness of
steel, sulphur has a negative effect on several key properties: the ductility of the
steel, the low temperature toughness and the fatigue strength. Sulphur is sometimes
added o specific grades of steel to improve the machmability of steel for certain
apphcations but in general, desulphunsation of steel is an important part of the
steelmaking process One of the starkest examples of the negative effects of sulphur
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in steel 15 the sinking of the R.M.S. Trtanic In 1912 Tests conducied on salvaged
steel from the ship’s hull have shown a relatively high level of sulphur presentinit - a
sulphur concentration of 0.69% was determined by Felkins, Leighly Jr. & Jankovic
(1998). A Charpy test (a standardised test to determine the britileness of steel)
resulted in a strarght fracture of the recovered steel in companson to a buckling and
fearing in modemn, low-sulphur steel {Gannon, 1895) It 1s surmised that on the night
when the Titanic hit the iceberg in the North Atlantic, the combination of high sulphur
and low temperature resulted in the shattering of the hull at the contact point rather
than a deformation and bending of the steel

Steel standards have since improved, with mcreased control over
contaminants found in the material. The current most widely used method for trace
element monitoring 1s spark-discharge spectroscopy (spark-OES) This is a similar
method to LIPS but instead of using a laser to generate a plasma, highly energetic
electrons are used Infrared absorption via combustive techniques 1s also used for
determination of carbon, nitrogen and sulphur in steel. Both of these methods
necessitate a degree of target preparation before analysis 1s performed which leads
to delays in the manufacturing process {(Hemrmerlin, 2001). As such, the potential for
LIPS to be used as an online momitoring process has not gone unnoticed. It has the
capacity to provide real tme observation of both the type and quantty of
contaminants In steels both in the bulk material and, using short-pulse (less then 100

picoseconds) iasers, a surface analysis capability as well (Vadillo & Laserna, 2004).

1.2.3 LIPS FOR THE ANALYSIS OF SULPHUR IN STEELS

The first study of sulphur inclusions in steel samples using the LIPS technique
was performed by Gonzalez, Ortiz and Campos 1n 1995. This study used neutral
sulphur lines the near VUV region at 180 and 182 nm i determining the sulphur
content of the samples and resulted in a detection mit of 70 ppm (parts per million)
of sulphur. A time-resolved detector system, an Optical Multichanne! Analyser (OMA
lll, EG&QG), was used to make these measurements. More studies followed, the next
being that of Sturm, Peter and Noll in 2000. Again, time resolution was used to make
the measurements, in this case a time-resolved photomultiplier tube 1t comunction
with a fast oscilloscope. The neutral sulphur line at 180 nm was again used but with
far better accuracy this time - a mit of detection of 8 ppm was achieved. A LIPS
system used in a pipe making plant in Germany was reported on 1n 2001 by Noll et al.
This reported progress on research conducted in an industnal environment where

LIPS was bemng actively used in process control for the analysis of carbon,
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phosphorus and sulphur in steel The advantages of LIPS as a non-destructive online
technique were reported, along with the machine’s imit of detection for sulphur of 21
ppm. A wide scale extension of this research was reported 1n 2002 by Bulajic et al.
which introduced the EU funded LIBSGRAIN project. This project's aim was to
mprove analysis of industnal component fallure using the LIPS technique. The
conclusion of this report was that LIPS should be rapidly developed as an indusinal
process controf technique.

The most sensitive application to date of the LIPS techrmque in sulphur
analysis has been made by Hemmerlin et al in 2001 when comparing figures of merrt
with those obtained using the standard spark-OES technique most commonly used in
steel plants. This again used time resoiution in the analysis of steel samples with
optimisation of the signal to background ratio by adjusting both the gate delay and
width. Emission lines as low as 133 nm were used for elemental analysis with VUV
lines again being used for the lighter elements. A lower sulphur detection limit of 4.5
ppm was reported in comparison to the lower hmit of 3 ppm using the spark-OED
technique. This report also included single figure detection imits for both carbon and
phosphorus,

Since this publication, work has continued apace at nproving the accuracy
and refiability of the LIPS technique with studies being performed on industrial and
laboratory samples, although no impraovements in the detection limit for sulphur have
been published. VUV lines have been used almost exclusively in these studies as
they offer the best intensities and alse the clearest ines in comparison to the
background and bulk emission from the target Publications in 2003 and 2004 by
Peter (Z2003), Sturm (2004) and Radivojevic (2004) have all shown improvements in
the characterisation of multiple elements using various LIPS systems in conjunchion
with ICCD cameras; however, none have improved on the basic detection fimit
published by Hemmerlin in 2001

An alternative to the temporally-resolved studies which had previousiy
dominated the lterature was introduced i 2000. A new type of spatially-resoived
experiment was designed independently by 2 separate groups in which the spatal
structure of a laser-produced plasma was exploited rather than the temporal
characternistics. The basic problem both techniques try to overcome 1s the strong,
contihuum-dominated emission which occurs early on in the plasma’s lifeime and
also lles close to the target surface (see chapter 3}). This approach also decreases
the overall cosis inveolved in experiments, since time-resclved detectors are more
complex and expensive than iime-iniegrated detectors. The spatially-resolved
approach has been used 1o great effect in the past for the analysis of solid matenals.
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The first published study was a basic Investigation into the feasibility of the spatially-
resolved variant by Bulatov, Krasniker & Schechter in 2000. The publication shows a
comparison between spatial and temporal resolution for the analysis of zinc in brass
samples which uses an array of optical flbres postioned parallel to the laser plasma’s
expansion axis to discriminate between spectra recorded at the various distances
from the target. The paper concludes by stating that temporal resolution is a better
technique for the elements concerned; however, this study was lmited to a
wavelength region of 450 - 490 nm

The first spatially-resolved deep VUV study of light elements In steels was
conducted by Khater et al. mn 2000 This study was the first to show the feasibility of
using spectral ines deep in the VUV and a spatially-resolved set up to analyse the
concentration of carbon in steel samples. The type of spatial resoiution was markediy
different to that used by Bulatov, Krasniker & Schecter (2000) as optical fibres are not
suitable for the transmission of VUV radiation It aiso presented the possibility of
studying ions, whereas the standard LIPS approach is to use lines neutral and
sometimes singly-charged atomic species This paper showed that carbon lines
between 60 and 100 nm were quite suttable for elemental analysis and produced a
detection limit of 87 ppm using a carbon line at 97 7 nm. A further extension of this
paper was published in 2002 (again by Khater et al.) which used ambient gases to
enhance the signal to background values for the VUV carbon lines This paper
produced an unprecedented detection limit of 1.2 ppm, a imit which has stood
unbroken since. In 2006, a spatially-resolved system was used to quantitatively
analyse the alurminium and zinc concentrations in nickel-based alioys (Tsarl et al,
2006). This had a comparnson between time and space-resolved LIPS which showed
again that space resolution provides an effective alternative to time resolution.

1.3 AimS AND OBJECTIVES OF THE PRESENT WORK

The goal of this body of wark 15 to improve the detection limit for sulphur in
steel by using emission lines in the deep VUV 1 e between 60 and 120 nm. This was
investigated using space-resolved spectroscopy where the spatial structure of a
laser-produced plasma was exploiied rather than time-resolved spectroscopy as an
alternative to the more common technigue. A number of steel samples with varying
concentrations of sulphur ranging from 0.0027% to 0.68% were used as analytical
standards with which to construct calibration curves from spectral data. A modern Q-
switched Nd:YAG laser was used to generate the laser plasma Targeis were
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mounted In a custom-built vacuum chamber with the radiation generated from the
laser plasma collected and dispersed by a 1 metre normal incidence VUV
spectrometer fitted with a 1200 hnes/mm reflective concave grating. The spectra
were recorded using a VUV sensitive CCD camera.

The process by which the main goal of the thesis was accomplished can be

summed up as follows.

= A spectral survey of the VUV region was performed in order to ascertain
which of sulphur's spectral ines were suitable for concentration analysis.

» The conditions in which spectra are recorded for use in the LIPS analysis
were optimised in vacuum conditions. This was done by systematic
modification of a number of experimental parameters inciuding laser energy,
laser focus, the distance at which specira were recorded and the type of lens
used in generating the laser plasma.

» Changes In the emission charactenistics of the laser plasma with the addition
of several different ambient gases in the target chamber were investigated
with the results compared to the optmisation study performed in vacuum. A
new oplimisation of the expenmental parameters was conducted after partially
optimised atmospheric conditions were established.

= Calibration curves were constructed at optimised conditions in both vacuum
and 1n an ambient atmosphere using 2 different methods. Comparisons were
made to contemporary detection limits and figures of mernt from the available

published literature.

1.4 SUMMARY

Laser-Induced Plasma Spectroscopy 15 an important developing techmque for
elemental analysis. Many theoretical and expenmental siudies have been directed at
the analysis of elements In all forms and the physical processes involved In ther
ablation with focused laser energy. Although many of these have been successful,
there has been a shortcoming particularly in the analysis of ight elements (Including
sulphur) due to the difficulty involved in finding suitable emission lines as the
strongest resonance emission lines are primarily located in the VUV region of the
spectrum. This region i1s not readily accessible using standard equipment due io the
fact that air s a strong VUV absorber
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A proposed series of experiments have been outlined for the quantification of
sulphur in steel samples using time-integrated space-resolved laser-induced plasma
spectroscopy. The stated goal of these experiments I1s to Investigate the emission
characteristics of atomic sulphur species in a spatially-resolved manner with the
intention of optimising the spectra obtained for use in calibration curves for low-level

sulphur detection and quantfication.
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CHAPTER |l: THEORY OF LASER PLASMAS

=
I

| n this chapter, a brief summary of the major aspects of laser plasma

physics is presented in order to enable a fundamental understanding
B of the complex processes involved. Emphasis is given to the
interaction of the laser pulse with the target, expansion of the plasma
and to atomic processes occurring in the plasma before its
thermodynamic death. The basic premise for using laser plasmas for
elemental detection is also explained in order to validate the LIPS
technique.

~16-
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2.1 INTRODUCTION

When Brech & Cross (1961} performed the first expenment using a Ruby
laser as a plasma ignition source, the world of physics was introduced to a
fascinating field of study: laser plasma physics The interaction of a large and highly
focused number of photons with a matenal 1s a very complex process, the conditions
of which are still subject to substantial debate and study today. Changing parameters
in the creation of the plasma have well-documented effecis on the subsequent laser
plasma expansion and emussion Variations in the nitial conditions of the laser
plasma such as the nrmal laser pulse energy, cratering of the target from previous
shots and the effects of an expansion Into an ambient gas affect the laser plasma
during its relatively short Iifetime. However, with the same mnitial condrtions, laser
plasmas can be replicated with only very slight deviatons - experments can be
repeated and verfied independently with high degrees of reproducibility. For most
experiments, this 1s an important pre-requisiie to any body of work; for a technique
aimed at elemental quantification, this takes on an even greater urgency
Expenmental conditions that can't be repeated and subject to use and examination
elsewhere are of no practical use.

In order to fully understand laser plasma physics, a short explanation of what
constitutes a plasma 1s necessary Since the subject matter has been delved Into
exiensively (Hughes (1975), Bekefi (1976), Carroll & Kennedy (1981} and Cremers &
Radziemskl (1989) 1o name but a few), it 1Is not my intention to provide an extensive
review of laser plasma physics, merely to provide a brief exposition of the basic
principles and processes.

2.2 GENERAL CHARACTERISTICS OF PLASMAS

A plasma 15 basically a hot gas whose atoms and ions react in several
unusual ways to outside influences such as electric and magnetic fields. The
definition of a plasma is that it is “a quasineuiral gas of charged and neutral particles
exhibiting collective behaviour” (Chen, 1984). This statement can be broken down
into several parameters, each of which I1s necessary to redefine an 1onised gas as a
plasma

Firstly, the term “quasineutral” refers to the fact that in a typical plasma, the
numbers of positive and negative charges are roughly equal 1.e. 7 = " (the number
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of positive charges refers to the number of ions in the plasma multiphed by their
charge state 1.e. C** is doubly charged, and therefore has 2 positive charges). The
free electrons in the plasma are mobile enough that they can “shield” the plasma from
external fields so that the bulk plasma remains largely unaffected. This shielding is
called Debye shielding and the sheath around a field source called the plasma
sheath The first criterion for an ionised gas to be treated as a plasma Is

Ay <L [2.1]
where 1, 1s the length of the sheath (Debye length) and L 1s the length of the

plasma. A, can be calculated using the following:

1 1 1
i E{Euk} )2 = 69[2)2 = 7430[.@]2 [2.2]

ne n n
In equation [2.2], &, I1s the permittivity of free space, & 1s Boltzmann’s constant, T, is

the average electron temperature in the plasma, n the density of particles n the
plasma and e I1s the electron charge. In the first simplification, T is measured In
Kelvin while in the second T 1s measured in eV

The second criterion 1s that the charged particles in the plasma must be close
enough to exert force on more particles than just its neighbour The "Debye sphere”

Is @ measure of the number of charged particles N, within the sphere of influence of

a particle at the centre of the sphere and is calculated by:
4 3
Ny =§m1Dn [2.3]

The second of the criteria regarding collective behaviour 1s therefore

N,y»1 [2.4]

The last of the parameters for an onised gas to be treated as a plasma

relates to inter-particle collisions in the plasma itself. If the charged particles collide
too frequently with neutrais, then the motion of the charged particles are governed
more by hydrodynamic effects rather than electromagnetic forces. If we take w
(known as the plasma frequency) as the oscillation frequency of electrons iIn the
plasma and ras the average time between collisions with neutral particles, then for a
plasma to act rapidly in shielding out foreign fields the following must be observed-

@1 >1 [2 5]
In other words, the collision frequency of particles in the plasma must be far less than
the plasma frequency
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2.3  LASER PLASMA FORMATION

When the output pulse from a Q-switched (aser s focused onto a solid
surface, a high density, high temperature plasma i1s formed. This happens via
radiation absorption by the target on its surface with subsequent phase changes in
the bulk materal occurring when the inhal pulse energy Is redistnibuted through
electron collisions 1n the material lattice. The relaxation times of these collisions are
of the order of 1072 - 107" seconds (Hughes, 1975), far shorter than the laser pulse
durations in this body of work which are of the order of nanoseconds A basic
diagram of the laser absorption process can be viewed in Figure 1 (after Eliezer,
2002).

Hot {100 - 1000 eV)
High Density (™ 10720 cm™1)

o e
7 =
g A = =

. Ty

¥-Ray. VUV, UV, Visible & IR

~ Radiation
/,;//(/’ L ;:7//;//?/%’ /}W _
7 _ ///’éf///j,%; /
/,’{//:?/// 7 ’/’;’? %/ i ;/ff%/
Cold (~10eY)
High Density
{10°22 cm™1)

Laser Fuise

Cooled. Expanded Plasma

Figure 1. Laser Plasma Formation {after Eliezer, 2002)

The depth to which the laser pulse penetrates the target is called the opfical
skin depth (0, ), and 15 dependent on both the material’s physical characteristics
and the type of rachation incident on 1t (Scott & Strasheim, 1970} 1t can be computed
using:

2
Bopr = J—— [2.6]
oPT wuc
In the above, @ is the angular frequency of the laser radiation, g 1s the magnetic

permeability of the matenal and ¢ 1s the conductivity of the target matenal. In the
case of a target composed mainly of ron and a Nd:YAG laser operating at its
fundamental frequency (1064 nm), the optical skin depth 1s about 9.5 nm. As
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previously stated, the opiical energy is propagated through the target via collisional
relaxation. For a laser puise of duration 7, the thermal penetration depth &, into the

target can be estimated by

Oy = 2(£Jr [2.7]
poC

In this equation, K is the matenal's thermal conductivity, o is the density and C is
the specific heat capacity. The thermal penetration depth of a 6 ns laser pulse into an
Iron target 1s therefore about 520 nm, significantly higher than the optical skin depth.
In the case of shorter puise lasers (e.g. Ttanium Sappture lasers have puise lengths
of the order 10 femtoseconds to a few picoseconds), target craters are often much
cleaner (Vadillo & Laserna, 2004) than ns pulses since the short pulse length
effectively “scoops™ material out of the target and isn't subject to the vagaries of
thermal ablation in the same manner.

There 15 an energy threshold n the ablation process, below which material
ablation will not occur (Moenke-Blankenberg, 1989). The fuence on the iarget
surface is the amount of energy per unit area incident on a target Matenal begins to
be ablated when the energy absorbed by the target exceeds the latent heat of

vaporisation of the matenal, L,. This threshold is given by:

Fn=pL, ’wl—{——r [2.8]
oC

Note that the above stated threshold is sufficient for material vaporisation only; the
lonisation process requires enhanced absorption of the laser beam. The threshold
fluence for a 6 ns pulse incident on an ron target 1s calculated to be about 1.4 Jlcm?,
If we take the power density to be the fluence divided by the puise duration, we see
that the minimum power density on target required for matenial ablation 1s about 2.4 x
10® Wicm?. This figure 1s easily achieved by focusing a laser pulse onto a target.
Power densities of up to 10'? W/cm? may be achievable using short focal length (< 20
cm) lenses to focus pulses from a modern, Q-switched laser

During the ablaton process, some atoms are wnised by the incoming
radiation. Considering that each photon from a Nd:YAG laser has an energy of about
1.2 eV and that the ionisation potential of even the most readily ionised element
(Caesium, with an ionisation energy of 3.9 eV) Is more than 3 umes higher than this
energy, clearly there is some other process involved in the initial electron liberation.
One of the processes I1s known as Multi-Photon /onisation (MPI). This happens when
an electron absorbs several photons simuitaneously (or almost simultaneously -
Radziemski & Cremers, 1989) and climbs out of the potential in the atom with
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resultant energy E =1/2mv*. Quantum tunnelling through the potential well of the
atom is also cited as a source of free electrons In the ablated matenal.

The material ablated from the target surface 1s now a comparatively cold and
thin layer of weakiy iorised atoms, jons and electrons formed In the first few optical
cycles of the laser pulse (Carroll & Kennedy, 1981) known as a pre-p/lasma. The
RM.3. electric field strength of the Jaser puise at the target surface in terms of the

fluence ¢ 1s enormous - It 1s given by

E=194\/¢ [2.9]
For a laser pulse with a power density of 10" W/em?, the equivalent electric field
wouid be nearly 2 x 10° V/m Once this cold and dense layer has been formed, the
free electrons in the pre-plasma start to absorb energy from the remaining part of the
laser pulse by a mechanism called /nverse Bremsstrahiung absorption
Inverse Bremsstrahlung absorption is a process whereby free electrons
absorb photons from the laser beam when they collide with an ion or neutral particle
(Eliezer, 2002). Free electrons in the plasma are unable to absorb laser light (Ready,
1971) as the principles of conservation of momentum and energy cannot be
simultaneously satisfied unless there 1s a third, colliding particle present. When the
electron is in the electric field of an atorm or 1on however, momentum 1S easily
conserved across the transient system since the addmional paricle can change
direction
While the plasma s still in its imtial stages, a high percentage of ight can
pass through the plasma and onto the target surface, so more and more material 1s
ablated. The |laser beam suffers from increasing attenuation as the plasma becomes
denser however, due to increasing number of free electrons involved In collisional

absorption. This continues until the electron density in the plasma has reached a

critical value, the crtical density n,:

2
n, =2 z1.1x10’-‘[1—2’?)cm-3 [2.10]

¢ dget

in which m, 1s the electron mass, @ s the frequency of the laser radiation, ¢ is the
electron charge and A 1s the laser wavelength measured in gm. The cnitical density
for radiation at about 1 wm, the fundamental frequency of a Nd YAG laser, 1s about

10%" em™. When the plasma density reaches this value, the incident laser radiation is
primarily absorbed by the plasma near the critical density zone. [n this phase of the
laser pulse, the plasma starts to expand rapidiy away from the target surface. This

axpansion reduces the electron density, and laser light 1s once more able to pass
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through to the target surface relatively undiminished. This cyclical process continues
until the laser pulse ceases - at this point, the plasma no longer has an external
energy source, and atomic processes dominate energy transfer in the plasma.

2.4 ATtomiC PROCESSES IN LASER PRODUCED PLASMAS

There are 3 main groups of atomic process in laser plasmas which are
composed of a process and its inverse: free-free, free-bound and bound-bound. The
primary process involves net energy loss to the particles involved, while its inverse
involves net energy gain. Both radiative and collisional interactions can account for
energy transfer in both cases. A short explanation of each follows in the next few
sections.

2.4.1 FREE-FREE PROCESSES

Free-free processes are where two or more particles are involved in an
interaction after which they remain free, as shown in Figure 2.

Inverse Bremsstrahlung
Bremsstrahlung

g 7

lonisation
Limit

Figure 2: Free-Free Radiative Processes

Bremsstrahlung radiation is caused by collisions between free electrons and
ions or neutrals. In these collisions, the electrons lose kinetic energy in the form of
broadband radiation. This type of broadband radiation is one of the most
characteristic signatures of a laser-produced plasma. The source of this radiation is
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mainly due to free electron interactions with ons or neutral species in the laser
plasma although in some complex atomic systems, the complicated level structure of
ions in a laser plasma can lead to recombination (free-bound) transitions emitting
continuum radiation. For example, O’Sullivan et al (1999) shows that open 4f
subshells n rare earth metals conirbute greatly to continuum emission in laser
plasmas.

Bremsstrahlung radiation occurs mainly during the early stages of the laser
plasma’s lifetime; spatially it hes close to the target’s surface. It can be represented
by the pseudo-equation (using X for the ion or neutral, e* or e¢** for a free electron
with kinetic energy greater than the ionisation energy of the aiomic species and Av
for a photon}:

X+e** > X +e*+hv [2.11]
The inverse process (responsible for heating and 1omisation in the formation of the
plasma) is inverse Bremssirahlung, as previously descnbed. This interaction can be
descnbed as

X+e*+hy =X +e** 2.12]

2.4.2 FREE-BOUND PROCESSES

Free-bound processes can happen in one of two ways, both collisionally and
rachatively. In colhisional ionisation, an electron collides with an atom or ion, with the
result that another electron I1s 1onised from the parent particle, while the exciting
electron remains free, albeit with less kmetic energy Collisional de-excitation (or 3-
body recombination) involves a collision between an electron and an 1on resulting in
the electron dropping into the wn's potential well, with the excess energy absorbed by
a free electron In close proximity These processes are shown as:

X' +e*¥ o X pe**po* [2 13]
In the above, the left side of the equation is the de-excrted state while the night is the
excrited state. The radiative forms of the free-bound processes are photoionisation
(the photoelectric effect) and radiative recombination, tllustrated in Figure 3 on the
following page.

Photolonisation happens when a photon of energy greater than the 1onisation
potential of the atom or ion I1s absorbed by an electron The electron then has enough
energy to escape the potential well and leaves the parent particle having energy

E= lzmv2 =hv—E [2.14]
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where %va2 is the kinetic energy of the electron, /v is incident the photon energy

and E, is the ionisation potential of the atom/ion. Equation [2.15] below shows the
energy transfer process.
X+l X" te* [2.15]

Photoionisation

{Photoelectric S-Bady

Recombination

Effect) &
E——me e
. P E—— lonisation
N ' ‘ : i T - Limit
Collisional Excitation - ' Radiative —_—

Recombination

Figure 3: Free-Bound Processes

As we can see, radiative recombination is simply the absorption of an electron into an
ion with the surplus energy emitted as a photon. The radiation emitted in this process
is also indiscrete i.e. spread over many wavelengths and not of fixed energy. In
general, free-bound processes occur at intermediate times in the plasma lifetime i.e.
when the plasma is in transition from continuum-dominated radiation to line-
dominated.

2.4.3 BOUND-BOUND PROCESSES

Bound-bound interactions are responsible for the discrete line emission from
the various atomic species in the plasma. Mainly occurring when the bulk of the
plasma has cooled significantly from the initial formation, line radiation from the
plasma is used mosily for plasma diagnostics and also during LIPS studies. These
processes again consist of radiative or collisional interactions. The collisional
interactions are very simply “billiard ball” type interactions - 2 atomic species collide
with each other with a net energy loss to one particle and a corresponding gain to the
other. Collisional de-excitation is the simple inverse of this - an excited eleciron drops
into a free orbital with the surplus energy transferred to the colliding particle in the
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form of excitation into a higher energy state. Both processes are shown below in
[2.16]:

X*+ X' X+ X™ [2.16]
The radiative bound-bound processes are identical to the collisional ones, with the
only difference being that the energy source for the excitation is a photon, seen in
Figure 4. The radiative transitions can be shown as;

Y ahres X% [2.17]
and are shown in Figure 4 below.
lonisation
Limit
Collisional " Radiative De-
— Excitation Excitation —_—
Radiative Collisicnal De-
Excitation Excitation
v

Figure 4: Bound-Bound Processes

2.5 QUANTITATIVE SPECTROSCOPY USING LASER PLASMAS

In order to use the emission from laser-produced plasmas for guantitative
spectroscopy, some property of the laser plasma must be intrinsically dependent on
the quantity of element under study. In the specific case of laser-produced plasmas,
two main methodologies are applied - atomic absorption spectroscopy (AAS) and
atomic emission spectroscopy (AES). The basic premise 1o AAS is that atomic and
molecular species in various different states of ionisation will absorb photons at
discrete wavelengths depending on the species’ electronic structure in the same way
that atomic species have a “fingerprint” in the emission under various states of
excitation. This corresponds to radiative excitation, shown in Figure 4. AES uses the
oppasite mechanism, using the hot plasma as an excitation source and essentially
waiting for the plasma to cool down and transit from a continuum-dominated emission
state to a line-dominated emission state i.e. from continuum dominated to radiative
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de-excitation dominated. How this state relates to the concentration of elemental
contaminants can be explained as follows

Consider a laser-produced plasma in Local Thermai Equilibrium (LTE - see
Appendix A: Equiibrium in Plasmas) of depth X and at temperature T viewed along
the optical axis of a measuring instrument. The specific intensity of a spectral ine at a
frequency v is defined as the energy emitted from the plasma per unit time, surface
area, solid angle and frequency. So, the change In the intensity of a ine along a
specific optical axis can be expressed by the equation of radiative transfer (after Kim,
1989):

dld(: W[BE.T)-1(v)] [2.18]

In this equation, x 1s the optical axis along which the plasma is cbserved and

B(v, T) is Planck’s blackbody function. When this equation 1s integrated with respect

to X between two 1maginary planes X distance apart 1e. along the entire length of
the plasma on the X axas, we can obtain:

I(V)=B(V,T)|:l—e_K(V}X:| [2.19]
The term K (v]X 15 a measure of the optical thickness of the plasma at the emitling

frequency along the path length X . Equations [2 18] and [2.19] are dependent an the
assumption that there 1s no external radiation source outside the bounds of the
plasma. When this value I1s low, the plasma 1s considered to be optically thin. For
laser plasmas in a lne-dominated regime, this is typically the case for small
concentrations of contaminants n the target, and 15 a valid assumption in most LIPS
apphcations where detectron imits and low concentrations are under study. When the
laser plasma 1s optically thick, it can be treated as a blackbody surface at
temperature T.

Normal practice in spectroscopy is to measure the integrated mntensity of a
spectral line with a central frequency of v, rather than the peak intensity The

integrated intensity 1s.

I = j I(v)dv [2.20]

Vo=

When this 1s combined with [2.19], we obtain the following:

I=B (vD,T)VTD e }dv [2.21]

vg—o0
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The specific blackbody function can be replaced by B(v,,T) here as the function

can be assumed to remain the same for the relatively small width of a single line
over which the integration 1s performed.

As the concentration of the element changes, there 1s a corresponding
change n the integrated intensity of the emitted spectral line due to the change In the

number density », of the species under analysis - put very simply, more atoms

means more emission. The number density here refers to the number of the
particular excited species with electrons populating the upper energy level of the

observed fransition and is contaned in the optical density parameter, X (V)X . The

number density is calculated by (after Kim, 1989):
n e—z«:,szr
B o= PoBaf [2.22]
o
where n; is the total number density of the species n the same jonisation state, g,

is the degeneracy of this lower energy state, £, 1s the energy of the same level

o
relative to the ground state of the species in the same state of ionisation and 7 1s the

plasma temperature. ¢ n equation 2.22 refers 1o the single pariicle canonical

partition funciion, accounting for the range of degrees of freedom of an atomic
species (n a particular ionisation state. It Is expressed as:

0=> g ™™ [2.23]
S

and is summed over all permitted energy levels.

When large concentrations of an atomic species are present in a laser-
produced plasma, the optical thickness of the plasma results in a non-linear increase
in infensity with nsing species concentration due to the larger density of available
absorbers in the plasma, other than those at the edge of the plasma However, at low
concentrations (such as those studied in this body of work), the plasma 1s opiically
thin with regard to the studied element because of the consequential drop n density
of absorbing atomic species. In the optically thin, low concentration case, equation
2.21 can be expanded such that:

_h ombaganoe_Eme
) Q0

In the above, 4, is the radiative transition probability from an upper level b to a lower

1

[2.24]

level a and g, 1s the degeneracy of the upper level (b) of the transition. A diagram

showing the relative constants and therr relationship to energy levels 1s shown below
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in Figure 5 (Lochte-Holtgreven, 1995). In this diagram, n,4,, is the transition
probability for spontaneous emission, mu,B,, is the transition probability for

stimulated emission and »,u, B,, is the absorption probability.

NeAps NpUyBia nau,Bap

Figure 5: Transition Constants

If we take the number density n, of the species as relative to the

concentration with the rest of the terms in [2.24] related to conditions in the laser
plasma itself, then we can assume that the emission intensity of a spectral line at a
certain wavelength is some function of the concentration of the studied species in the
laser plasma - in other words:

I=5(C) [2.25]

This function is known as the analytical calibration function - plots of this intensity
versus the concentration of the element under study in the target material are known
as analytical calibration curves and form the basis of experimental analytical
spectroscopy.

This reliance on the emission from one particular line is sometimes shunned
in favour of using 2 lines from a laser-produced plasma - one from the emitting
species under study and one from the bulk material. This is the infernal referencing
method. Considerations such as the repeatability of the experiment due to slight
changes in the conditions under which the plasma is formed have led to this
approach being considered for LIPS applications, although improvements in
equipment and analytical technique can largely negate this approach - the current
approach favoured in the literature is still to use single emission lines in each
quantitative study.

In the internal referencing scheme, the intensities of 2 lines are measured. In
low-level detection where the purity of a bulk element is being assessed, the bulk
element usually comprises most of the sample. In this case, the bulk element’s
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concentration can be said to be constant so that the low-level analyte's emission
intensity changes linearly with respect to the bulk element’s Calibration curves are
therefore constructed with the intensity ratio versus the analyte’s concentration. This
techrmique 1s valid according to the following equation, denved from [2.24] (after Kim,
1989):

{ _ [VoAbagbL QA N o (B Ex) /KT [2 26]

1
I, [VoAbagbL O N,
In equation [2.26], I, 1s the intensity of the low concentration analyte and I, is the

intensity of the bulk element. If the inibal conditions are kept constant then the
intensity of the emission from the bulk element should also remain constant - this
means that, under the same inial conditions, targets with a varation in analyte
concentration should produce different number densities in the upper energy level of
the transition leading to a difference Iin emission Intensity. If transitions with similar
upper energy levels are chosen, the exponential part of the equation approaches
zero, thus removing the ratio’s dependence on the temperature of the plasma i.e
because the upper energy levels are at a similar energy, these energy levels are
populated similarly with respect to one another W the upper energy levels were
spaced far apart, N a lower temperature plasma there could be a marked
discrepancy In the population of these levels.

2.6 ANALYTICAL FIGURES OF MERIT

Two of the most important figures in analytical spectroscopy are the imits of
detection and quantification. Both of these figures describe different concepts in
terms of the analyte n the target and are denved from Gaussian statistics.

In the first case, the imit of detectton (LOD) of an analyte is defined as being
“the smallest measure that can be detected with reasonable certainty for a given
analytical procedure” by the International Union of Pure and Applied Chemistry
(IUPAC, 1978) The mit of quantification (LOQ) has a shghtly different definition. “the
Imit of quantification refers to the smallest concentration or the mass which can be
guantitatively anaiysed with reascnable reliabiity by a given procedure” (ACS
Commitiee on Environmental Improvement, 1980). Both of these definitions rely on
the statistical distrnbution of data points In a spectrum using the “normal® or Gaussian
distribution
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The Gaussian distribution is a function which gives the statistical likelihood of
an event or data occurring within an interval defined using both the standard
deviation ( o) of the data and the average ( z). It is given by the equation:

1 7(x7,u)2/20'2
P(x;p,0)=———e [2.27]
o2

If the substitution z=(x— ,u)/cr IS used in equation [2.27], then the Gaussian

distnbution becomes:

1 —22/2

2z

This 1s known as the wnit Gaussian or unit normal distribution. This equation

[2 28]

generates a familiar looking “bell-shaped” curve, as seen below in Figure 6 (after
Barlow, 1989).

L 1 1 1 1 L
4 3 2 -1 1] 1 2 3 4

Standard Deviation o

Figure 6: Gaussian Disiribution

As plotied, this curve represents a probability distribution of data points with a
mean value of 0. This distribution can be applied to statistical events and data in a
wide variety of ways; the manner in which it applies to the LOD of a quantitative
spectroscopic technique however concems the integral of the disiribution itself. The
intervals on the x-axis of Figure 6 refer to multiples of the standard dewviation of the
distribution. When the curve is integrated using limits defined by the standard
deviation from the mean and considering that

(].P(x:,u, o)dx=1 [2.29]

-0
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i.e that the integral of the distribution curve with —0 <o <o 15 equal to 1 (when the
integral is normalised to 1). This 1s an ntuttive result, as the probability of any event
occurring over an infinite range 1s 1 When the limits of the integral are changed to
values of o, the calculation of the area resulis in a fraction of the whole area. In
other wards, it gives the probability of an event lying withun the limits of the integral.
So, if an event occurs autside the limits of the integral, the probabilty of it occurring is

1 - P(—a £x= o‘) . From this fact, if the mean and standard deviation are calculated

from the background signal in a spectrum, the probability that a data point lies outside
the normal distribution of data can be estimated, depending on the level of certainty
required. For instance, If the point lles outside 2o, then it would lie outside about

895% of data points within the set. Although there have been vanous different figures

used in the Iiterature, from 242 {(Boumans & Vrakking) to 342 (Aziz, Broekaert &
Leis, 1982) representing confidence intervals of between 99.74 and 99.99%; the
confidence level set by IUPAC for the LOD of a parucular analyte in a compound is
3o, giving a confidence level of 99.87% that a point is not part of the background.
That means that the LOD of an analyte 1s 3 times the standard dewviation n the
background signal, with the constant for the LOQ being 10

The LOD and LOQ can be obtained from a calibration curve relatively easily.
In a calibration curve, the intensity or line ratic is plotted on the y-axis versus the
concentration of analyte on the x-axis. [t can then be said that (JUPAC, 1878)

L0D,=7
s

[2.30]

o, is the standard deviation in the background signal of the spectrum with the lowest

concentration of analyte as plotted in the calibration curve, and S is the slope of the
curve. This 1s justified by the assumption that, in a calibration curve with slope S, any
X value (elemental concentration) can be obtained by dividing the mtensity by the
slope at a certain point {y / (y/x) = x). When the definition-stipulated value of 3o 1s
substituted for the Intensity of the analytical ine, the mit of detection is calculated.

2.7 SUMMARY

A basic description of the main processes involved in laser ablation of matter
has heen made. The most salent points regarding laser absorption by the target
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materal, laser plasma expansion and the processes involved In emission by atomic
species in the laser plasma have been outlined and defined.

The relationship between atomic emission and quanitative Laser-Induced
Plasma Spectroscopy has also been defined, with a description of how the emission
Intensity from the analyte’s atomic species relate to the concentration of the analyte
In the target and how the limit of both detection and quantification can be determined

from these intensities.
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| CHAPTER lll: EQUIPMENT AND L ABORATORY
SYSTEMS

his chapter serves as a basic description of the various different
pieces of experimental equipment used during the course of the
project. These systems can be broken down into plasma

generation, light emission and detection.

.35
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3.1 __OVERVIEW

LIPS experiments tend to be simple experiments consisting of as few pieces
of equipment as possible. In comparison to other spectroscopic techniques such as
ICP-AES (Inductively Coupled Plasma Atomic Emission Spectroscopy) and ETA-AAS
(Electrothermal Atomisation Atomic Absorption Spectroscopy), the complexity of both
the excitation and detection processes are very much reduced (Winefordner et al.,
2004). The basic components of all LIPS experiments are a pulsed laser, focusing
optics, a spectrometer/detector combination and a device to synchronise the laser
and detector. Although additional components may be required in some experiments,
configurations are mostly consistent with the main variable parameters being the
spectral range and response and both temporal & spectral resolution.

In the VUV part of the spectrum, the configuration is a little more complex due
to the nature of the radiation under investigation. Since air is a VUV absorber,
experiments must be performed in either partial or near total vacuum conditions. This
means that the target, spectrometer and detector must be held under vacuum
conditions. As gases are sometimes used to buffer laser plasma expansion, partial
pressures must be generated separately from the spectrometer. However, despite
these differences, the basic set-up remains the same. Figure 1 shows a basic
diagram of the whole system used in the course of the research reported here.

Pre-Siit

i —— Intident Laser Pulse

VUV Spectrometer

‘ — Target manipulator

— Andor CCD camera

Figure 1: Experimental System Overview

As can be seen, the system consists of generation, dispersion and detection
components i.e. the laser pulse & target chamber, the spectrometer & grating and the
CCD camera respectively. A description of major components and their methods of
operation and synchronisation are given in the following sections.
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3.2 LASER SYSTEM - CONTINUUM SURELITE I11-10

The laser used to create the steel plasmas was a Continuum Surelite model
II-10. This laser, at its optimum output, is capable of producing an 820 mJ pulse of
energy at a wavelength of 1064 nm (the Nd:YAG fundamental wavelength) in 6 ns.
The variation in pulse energy is typically < 1%, making this instrument ideal for laser
plasma experiments where repeatable results are necessary. Figure 2 shows a
diagram of the internal configuration of the Surelite 1I-10, along with the temporal
profile of the beam, as observed using a photodiode and oscilloscope.

Iﬂ—iwltuh bot with 160 board :

PRI Uik T i O i VR A

Figure 2: Surelite 111-10 Laser and Pulse Temporal Profile

The labelled parts are as follows:

Rear mirror, 100% reflectance

Pockels cell

N4 plate

Dielectric polariser

Laser head - 2 flashlamps, Nd:YAG rod, cooling system
Intra-cavity shutter

Gaussian mirror

- e S B

Output beam compensator
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8. Exit port shutter

The laser itself has a fixed internal pulse frequency of 10 Hz, although minor
variations 1n this rate must be used while the laser is Iin external tnggering mode; In
“normal” operation the laser is pulsed at about 9.8 Hz.

Figure 3 shows the varation in the output pulse energy when the flashlamp
voltage and Q-switch timing are changed. All measurements were made with a
Coherent FieldMax-TO power meter and a Coherent PM10V1 thermopile sensor.

8004 |—o— 147 kV
{ Fo- 136Ky
700+ A 130kV
= J ¥~ 125 kY
::—3 600
=
%’ 500 4 o A
= 1 - Fe v
400+ ra P
= 7 K A ,i”r
5 = R o
4. 300 4 g..' /_»"
2 - a7
5 200
Q ] o A a7
100 - ) o
L) -
3 a . v
e

: ; — e ———
150 160 170 180 190 200 210 220 230 240
C-Bwitch Delay {us)

Figure 3: Laser Pulse Energy Variation

While modifying the Q-switch tming s an effective method of varying the
pulse energy, it 1s generally not recommended by the manufacturer as it can have a
detrimental effect on the beam quality which, in normal operation, I1s claimed to be
95% Gaussian. At the optimum Q-switch timing of 235 ps, the pulse has good shot-
to-shot uniformity and repeatability (>99%). However, when the Q-switch timing 1s
modified, the manufacturers clam that the beam profile destabilises significantly.
With this in mind, the flashlamp voltage was altered to achieve the desired pulse
energy. This has the effect of maintaining the Gaussian profile of the laser pulse but
reducing the number of photons produced In each laser pulse, thus lowering ihe
power.

The aciual laser pulse 1s produced in the Surelite in the following manner. The
laser rod is a Yttrium Aluminium Garnet crystal, Y2Al1s01, doped with about between
0.9 and 1.4% of Nd* 1ons. it measures 115 mm long and has a diameter of  mm
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with both ends coated in hard anti-reflection coatings. The laser head ncorporates
the rod and a parr of linear flashlamps (Xenon gas at between 1 and 3 atmospheres)
surrounded by a high brilllance magnesium oxide diffuser, resulting in high pumping
efficiency 1n the rod This has the effect of mimimising thermal loading and reducing
power consumption by the laser, creating good pumping homogenety and
concomitantly high gain, high quality beams. The entire assembly I1s cooled with an
onboard reservorr of distilled, deionised water

The flashlamps discharge in 200 ps producing an intense white light puise.
This light 15 absorbed by the crystal and population inversion 1s achieved. A Pockels
Cell creates the actual output pulse as follows As the radiabion travels though the
laser cavity (defined by the mirrors at either end), they pass through the assembly io
the left of Figure 2, the parts marked 1 to 4. The pulse emerges from the rod
unpolarnised, until it reaches the dielectric polariser which is at an angle of 57° to the
optical axis of the laser. This transmits honzontally polansed light to a ¥4 wave plate
which cireularly polarises the radiation. With the Pockels cell in the "off’ state
(uncharged, 0V), there 15 no change in polarisation as the light passes through,
leaving the pulse polarization in the same orientation as 1t entered. The light reflects
from the murror at the back, again entening the Pockels cell and going straight through
to the ¥ wave plate, which changes the polarization to vertical. On meeting the
delectric polanser for the second time, the pulse 1s rejected and not allowed to re-
enter the rod as the onentstion of the polanser is hornzontal. The total change in
polarisation when leaving and meeting the dielectnc polariser 1s, therefore, 90°.
Figure 4 below shows a visual representation of the process

’/ Rejeded Verfically Polansed Radiation

e —
C c
__E_H__. __,__~_______-..-__E:__ ——
]
HR Mirror Pockels Cell at 0Vvalts ;.;:t\;\lave Polatiser Laser Head

Figure 4 Laser Operation - Pockels Cell "Off"

In the above diagram, H stands for horizontally polansed, C for circularly polansed
and V for veruically polarnsed.

With the Pockels Cell in the “on” state (charged, 3 6 kV), a different process
occurs, The same process Is repeated until the pulse enters the Pockels Cell for the
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first tme. The Pockels Cell is a KD*P crystal which, when charged to a voltage of 3.6
kV, acts like a ¥ wave plate. When the pulse 1s incident on the cell, it causes a phase
lag of 90°, resulting in circularly polansed radiation. The pulse 1s reflected from the
mirror and a further 90° phase lag 1s again caused by the cell, leaving the pulse
circularly polarised but 180° out of phase with its initia! state entering the Pockels
Cell. The V4 wave place honzontally polanses the ight again, albeit 180° out of phase
to 1ts emergence from the dielectric polariser. With the radiation n this state of
polarisation 1t passes freely through the dielectric polariser and enters the rod,
producing a high energy pulse emitied from the laser (see Figure 5 below).

14 Wave

HR Mirrer FPaockels Cell at 3600 kV Plate

Paolatiger l-aser Head

Figure 5 Laser Operation - Pockels Cell "On”

3.2.1 LASER STEERING AND FOCUSING

The laser pulse was focussed onto the surface of the target using both
cyhndrical and spherical plano-convex lenses All lenses were mounted using holders
that were adjustable in 3 dimensions t¢ ensure precise focusing on the target. The
lens maiterial was BK7, which has a high transmission at 1064 nm, the fundamental
Nd:YAG frequency and were anti-reflection coated. The smallesi size spot a high
guality Gaussian laser pulse can be focussed into i1s determined by 2 separate factors
- spherical aberrations due o the optical system and the diffraction imit of the lens
itself. The smallest spot diameter allowing for sphencal aberration of the optical
system is given by (Moenke-Blankenberg, 1989)

d, = f[_‘ij [nz A

f

where d I1s the input laser beam diameter, n I1s the refractive index of the lens matenal

k.’Z
2n+1)k+(n+2)—]
R

3.1
32(n-1)" s

and f 1s the focal length. The constant k is related to the radii of curvature of the lens
by:

ey 4
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With iight incident on the plane side of a plano-convex lens & =0 while If the beam is
incident on the convex side (as in all the LIPS experiments conducted n this work),
k =1. This means that using a 100 mm spherical plano-convex lens made from BK7
(n = 1.50669 @ 1060 nm - Melles Griot, 2004) and a beam of diameter 9 mm, a
minimum spot size of 5.2 um is achievable.

If a diffraction-imited system 1s used then the diffraction-limited diameter d,;

Is calculated using (Hecht, 1998);

g, 2441
d

The minimum calculated spot size possible using this focussing scheme 1s 28 8 um -

(3.3]

more than 4 twmes larger than the size obtained using the sphernical aberration
limitation scheme. This means that the system is predominantly diffraction hmited and
that the minimum spot size achievable with the laser beam under ideal focussing
conditions is of the order of 30 um.

3.3  TARGET CHAMBER & TARGETS

The target chamber used as part of the experimental system was a simple
aluminium block with a partially hollowed interior. While the block 1s cubic with sides
of 12 5 cm, the interior has been hollowed by simply driling cylindrical holes through
the block. Each hole has been drilled from face to opposite face, the radius of each
cylinder 15 3.5 cm. This makes for a total internal volume of about 0 75 [ All sides
were polished to accommodate standard o-ring flanges, which require rubber o-rings
to form a vacuum tight physical seal between outside fitings such as windows and
connectors and the chamber itself. A photo of the chamber I1s shown in Figure 6.

The laser pulse entered the target chamber via an interchangeable window on
the front of the cube. Since the debns produced by the laser plasma expands
perpendicularly to the target surface and the target surface was parallel to the
window, the inside of the window was subjected io the frequent build-up of ejecta
from the target. It was necessary to clean or replace the windows regularly 1.e. when
a stage was reached where 1t was difficult to see the target through the window, as
deposition on the window from the target blocked the view to the target - the laser
itself kept its own pathway through the glass relatively clear.
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Figure 6: Target Chamber

In order to optically align the system with the spectrometer and CCD camera,
a helium neon laser was attached to one side of the chamber. This was mounted
inside a 2-dimensional translation stage and adjusted when the entire system was
vented i.e. not in vacuum so the laser beam passed straight through the entrance slit
of the spectrometer, illuminated the centre of the grating and was reflected onto the
centre of the “exit” arm of the spectrometer when the grating was set to the zero order
position. It was also important to align the Glass Capillary Array (GCA, as described
in Section 3.3.2) with the optical axis. This was done by placing the GCA in its holder
in the optical axis, shining the laser through it and ensuring the characteristic
“speckle” pattern was centred on the spectrometer entrance slit. After doing this, the
target surface could be easily aligned with the optical axis of the experiment by
moving the surface until the edge of the He-Ne laser beam was blocked by the target.

The targets themselves were mounted on an externally controlled XYZ stage,
shown in Figure 7. The target was screwed onto a post, which was coupled to a
micrometer outside the chamber. The post itself went through a pair of aluminium
plates that could be adjusted by separate micrometers on the X and Y axes, giving 3
dimensional control of the target in the chamber.
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Figure 7 Target Manipulator

The Z stage was the most important in the expenment, as this stage permitted
movement of the target into and out of the optical axis. Using this property and the
pre-siit described later in this chapter, spatial segments of the plasma could be
selected to a good degree of accuracy As the target was moved In the Z aws, the
lens holder was used to refocus the laser beam onto the target surface by the same
distance so that identical condiions could be studied for variations in distance from
the target surface. Since the targets themselves were cylindrical in shape, a fresh
surface could be exposed by rotating the post.

The targets used in this work were critical for both the valdty and
repeatability of the experiments performed. A wide range of targets with varying
analyte concentrations were purchased from Glen Spectra Reference Materials™ - a
more complete description of their content is availlable in Appendix B Targets. For
initial studies, a single sample with a high concentration of the analyte was chosen
and placed in the target chamber. When optimum conditions were extrapelated from
studies on the single high concentration target, samples with varying concentrations
of analyte were machmed and placed into a carouse! which had space for up to 6
targets, shown in Figure 8
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Figure 8: Target Carousel

In this way, multiple samples could be studied whilst maintaining both
atmospheric and spatial conditions. One of the advantages of LIPS is that targets
require very little preparation for study - this was achieved in vacuum conditions in
the chamber by firing unfocused laser shots onto the target surface to remove any
surface contaminants like dirt or, because some of the targets were binary samples
(samples containing just 2 elements), rust. In addition to these precautions, the target
surface was rotated in order to expose a fresh surface after every train of shots - this
reduced possible effects of cratering on the target surface.

3.3.1 PRE-SLIT

One of the main differences between this series of studies and those
performed by other research groups is the use of a pre-slit to shield continuum
radiation near the target surface from the detector. Generally, this is done temporally,
but a pre-slit allows temporal integration over long periods relative to the lifetime of
the laser plasma whilst adding the ability to select different spatial regions in the
plasma where varying conditions may be investigated.

The pre-slit used in the experiments described in chapters 4 & 5 was simply
an adjustable slit mounted in the target chamber approximately 30 mm from the
plasma source. It had a set width of 250 um, meaning that radiation from a “slice” of
plasma roughly the same width as that of the pre-slit was unimpeded in its passage
towards the spectrometer. The pre-slit was fixed on the optical axis, with its alignment
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performed after the major alhignment of the He/Ne laser to the spectrometer’s
entrance and exi slits.

3.3.2 GLASS CAPILLARY ARRAYS

Glass Capillary Arrays (GCAs) are devices that allow pressure differences to
exist between 2 separate parts of a vacuum system while leaving the aperture
between these 2 areas mostly transparent to ight A GCA 15 basically a glass plate
with very fine holes bored in 1t - these are capable of maintaining up to 3 orders of
magnitude pressure differences between sides, dependmg on the individual capillary
diameters and the thickness of the array itself. A microscope image of a GCA is
shown in Figure 9 below, taken from the Burle Industiries Inc. website. The GCA
shown has a pore diameter of 5 um.

Figure 9. Microscope Image of a Typical GCA, © Burle Industries Inc.

The Collimated Holes Inc. GCAs used in the expenments were 25 mm n
diameter, 3 mm thick and had a pore diameter of 50 pm. Made from lead-alkall
silicate, they weren’t transparent to VUV radiation but information from the
manufacturer stated that they had a 50% open area 1.e. 50% of normally incident
radiation 1s transmitted. As will be explained later on In secton 344, the
spectrometer’s entrance sht was large compared 1o the radiation wavelength and, as
such, dispersion across the entire grating was impossible. Light from the plasma itself
1s radiated in all directions though, so the maximum acceptance angle of the GCA
(i.e. the largest angle hght from the plasma could go through the GCA at) became
important. This can be calculated from the simple formula:

6 = Tan [‘?) [3.4]
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If we take D to be the pore diameter (50 pm) and / to be the thickness of the
GCA (3 mm), we end up with an acceptance angle of just under 1° or about 17 mrad.

3.4 1mMARCVM-521 VUV SPECTROMETER/CONCAVE GRATING

The spectrometer used was a 1 m normal incidence Acton Research
Corporation VM-521 using a 1200 grooves/mm Bausch and Lomb Al+MgF; coated
holographically-ruled diffraction grating. The stated spectral range of the
spectrometer is from 30 to 325 nm but in actuality this is reduced by the efficiency of
the grating and detector at higher wavelengths. The lower limit is considered to be
the transition wavelength between VUV and EUV/XUV radiation, as grazing
incidence spectrometers must be used due to poor reflectivity of normal and near
normal incidence devices below this.

Figure 10: ARC VM-521 Specirometer

The Al/MgF, coating on the grating means that there is enhanced reflection
efficiency at VUV wavelengths. The spectrometer uses an off-Rowland circle mount
for the diffraction grating. This means that, if an image is in focus on the entrance slit
of the spectrometer, it will be in focus on the exit slit. How this works is explained in
more detail below, the theory therein is taken substantially from Samson (1967) with
subsequent, more specific elucidation by Doyle (1995) and Meighan (2000).
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Figure 11 Rowland Circle

The Rowland circle, as shown in Figure 11, 1s the name given io a
spectrometer/grating combination that bases its operation on having a concave
grating with radius of curvature /R with entrance and exit slits located on an
extrapolated circie of radius R/2. This not only gives the dispersion properties of a
plane diffraction grating, but also adds the focusing qualities of a concave mirror

The grating 1s placed in the spectrometer as in Figure 12 so that both the
entrance slit and CCD camera face he on the Rowland circle when ihe grating 1s at
the zero order i.e. both the incident and reflected/dispersed radiation occur at an
angle of 7 5° to the grating normal in the case of the diffraction grating currently in
use
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Figure 12 ARC VM 521 VUV Spectrometer Schematic

3.4.1 GENERAL THEORY OF THE CONCAVE DIFFRACTION GRATING

We start by imagining a concave grating in a Cartesian co-ordinate system. If
the centre of the grating lies at point O, the x and z axes lie perpendicular and parallel
to the grating respectively, as shown in Figure 13 below. Consider an object light
source A on the entrance siit with the corresponding image formed at B, the image
plane, and a point 7~ being any arbitrary point on the grating itself. In order for 2 light
rays to constructively interfere and produce an image at point B, the path length

between them must be an integer number of wavelengths 1.e. /74 where m Is the
spectral order of the radiation. When we consider reflection from 2 adjacent grooves
(“lines”) on a ruled diffraction grating a distance wapart, we can surmise that the path
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dfference between the 2 rays 1s now miw/d where d'is the inter-groove spacing, the
number of ines per mm of grating using S.| unns.
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Figure 13 Image Formation Schematic (after Samson)

In order to focus Iight from A onto 8from any point 2 on the diffraction grating,
the path length taken by the light rays must satisfy the equation

F=AP+BP+(1"—§11-) [3 5]

In equation [3 5],
(AP)2 =(x-u)2+(y#w)2+(z~l)2 [3.6]
(BP)2 = (x'—u)2 +(y"- w)2 + (z'—.l')2 [3.7]

F is called the Optical Path Function and represents the discrete lengths light
must travel in order to be focused onto B for any intermediate point 2 on the
diffraction grating.

Both [3.6] and [3.7] can be rewntten using cylindrical co-ordinates, using
x=rcosa, y=rsina, x'=r'cos f and y' =r'sin #. Fermat's principle of least
time can be used to state that point Bis located in such a way that the path function ~
will be an extreme for any point 2 In the case of a fixed entry/exit vacuum
spectrometer, A and B are fixed and £ can be any point on the surface of the
dffraction grating. This leads us to the conclusion that for F1o be an extreme,
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Fa

o [3.8]
= =0

ow

In the 1deal case, both expressions in [3 8] could be satisfied simultaneously
to obtain a perfect focus at a point 8. This 1s, unfortunately, impossible using a
concave grating. In practice, there are 2 focal points In the system: a horizontal or
“primary” focal point where ight 1s focused vertically i.e. into tight ines and a vertical
or “secondary” focus where Iight I1s focused onto a horizontal plane. The first case 1s
desirable for spectroscopic systems as the maximum resolution of spectral lines can
be achieved with a tight horizontal focus
To get the best primary focal point for 5, the following condition must be
satisfied:
cos’ o N cos” f _ coscr+cos B
r r R

where R'is the radius of curvature of the diffraction grating.

13.9]

The vertical focus is important when considering the astigmatsm (.e. how
well focused the spectrum 1S at the exit of the spectrometer) of the spectroscopic
system and is expressed by

lfzcosa+cosﬂ_l [310]
¥ R ¥
Using Fermat's prnnciple of least tme again, 1t can be shown that for the
central ray with path AOS5,

[1+Z—2J Z(s1na95+si1:l/6’)=¥m—;b- [3.11]
r d

Realistically, {z°/#°)tends to O for real systems as the ratio of the image height
{z) to the distance It travels to the grating surface (7} 1s small, in the case of the VM-
521 spectrometer, (Z2/°) reaches a maximum of 2.5 x 10° when the entrance siit Is
fully illuminated as the full height of the entrance slit is 10 mm while r 15 995.4 mm.
Applying this to [3.8], we end up with the familiar grating equation:

+mA =d (sina tsin f) [3.12)

The * 15 present because of the presence of both “inside” and “outside” orders
of dispersed light - the ouiside crder (negative) 1s where the spectrum lies between
the central image (o = £ and the grating tangent, the inside order 15 where the
spectrum lies between the central image and the graung normal. The VM-521
spectrometer uses the spectrum on the inside order, so only the positive case of [3.9]
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is heeded to describe the dispersion characteristics of the spectrometer/grating set-
up i.e. ihe following grating equation is used:

mA, = d(sm e —sin ) [3.13]

since aand Slie on opposite sides of the grating normal.

3.4.2 DISPERSION

Dispersion refers to the way different wavelengths are distributed across the
Rowland circle - the most commonly used phrase, angular dispersion, refers to the

grating’s ability to disperse radiation of different wavelengths per unit angle, £ /04 .

This can be determined (assuming a fixed angle of incidence) by differentiating
[3.13]:

84 dcosf

A more useful property of the grating to know s the Reciprocal Linear

o __m [3.14]

Dispersfon, dA/di, which gives us the degree to which raciation Is dispersed along the
Rowland circle. The inear dispersion of the system can be re-expressed to include
AB n the following manner

M _M S

— [3.15]
Al A Al
If R4p = A/, then [3.15] becomes
%" - _,_._H.Z [3.16]
! R(_ﬁ]
Ad
From [3.14] we then have the expression for the Flate Factor
dA_deosf_1(c0sB) 16 nmimm [3.17]
al mR di m

where 74 is the number of ruled lines per millimetre on the grating and R Is the
radius of curvature of the Rowland circle measured in metres. As such, these
expressions are not entirely sutable for a complete description of the spectrometnic
system as they assume a fixed angle of mcidence. That would require that the exit
arm be rotatable about the Rowland circle which is an impractical solution for most
laboratory applications. Luckily, an Off-Rowland Mount may be used to compensate
for this shoricoming.
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3.4.3 OFF-ROWLAND MOUNT & SPECTRAL CHARACTERISTICS

The off-Rowland mounting system for a concave grating I1s based on moving
the grating on a fixed path through an angle 6 to the grating normal. When the grating
IS unrotated, the angles of incidence and reflection are the same i.e. a= £, =0 and
the centre of the Rowland circle remains on the bisector of the entrance arms
However, when the grating is rotated so that a portion of the inside spectrum appears
on the exit slit/detector, the grating and concomitantly the Rowland circle undergo a
rotation & displacement through some angle 6 & distance x respectively as can be

seen (n Figure 14 below.

Rotated
Rowland Circle

s
. G
Rotated Grating | p
Normal N 3-. ..
e B / Go
g :
........................................... { -
Grating Normal N Pq
o
Diffraction Grating
Entrance Shit \

Rowland Circle

Figure 14 Spectrometer in Normal Incidence and Near Normal Incidence Configurations

In Figure 14 we can see that the entrance slit and exit slit/detector have
undergone translations through distances designated s and s’ respectively with the
grating being moved a distance x along the grating normal. We can construct from
the above diagram that

Reosa+s=RcosfB—s' [3.18]

where A1s the radius of curvature of the grating. Letting a, be the angle subtended by
the entrance arm at 8= 0 (7 5°), we can say that f the angular change in a over the
observed wavelength range is small and we assume s= s’that

s=Rsme,smé [319]
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Using Figure 14, we see that
R=x+GF, [3 20]
Since
GPF, = Rcos@ [3.21]

we see that the linear movement x along the bisector of the spectrometer’s entrance
and exit arms can be wriiten as

x=R(1-cosf) [3.22]

The Iiterature accompanying the spectrometer states that for the device’s
operating range of 30 - 325 nm, the grating will rotate from 0° to 20°. Therefore, the
total linear translation of the grating along the grating normal A {from Figure 14) using
equation [3.22] will be from 0 to 60 mm,

The grating currently used in the VM-521 spectrometer is blazed for 80 nm
radiation in the first order. This term refers to the amount of incident radiation on the
grating of a certamn wavelength dispersed In first order 1.e. the grating works most
efficiently at reflecting hight at 80 nm.

3.4.4 RESOLUTION

Spectral features are said to be barely resolvable if the maximum pont of one
Iine falls at the mmimum of another (Smith & King, 2000) 1e 2 lines can be resolved
if the “saddle point” (1.e. the depression hetween two spectral peaks that are close
together) between them 1s 8/7z° (about 81%) of the maximum line intensity, as
explained more thoroughly in Hecht (1998).

Modifications to this cnierion have been made by Namioka (1959) implying
that the correlation between spectral maximum and minimum are unnecessary; the
8/ z* parameter Is still required however. The theoretical hmit to the resolving power
of an instrument I1s given by
A

Ndcos

The resolving powet R is defined as AL/A. If Al is expressed in terms of Af, we

AB [3.23]

see that
di
Al =AfB.— 3.24
yij Y [3.24]

Using [3.14] and [3.23], we redefine the above as
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A=t [3.25]
miN
So
R=" N [3.26]
AR

where #7is the order of the radiation and N 1s the number of illuminated grooves. An
alternative form used primanly by Namioka (1959) states that
R= Wm [3.27]
d

In this case, Wis the width of the grating exposed to radiation.

The resolution of the mmstrument at a specific wavelength is optimised for
discrete lluminated widths of the grating, Woer On analysis of the optical path
function, Namioka (1961) calculated this width to be

N

cosacos

W =2.38| R°A [3.28]

thcosﬂ+sin2ﬁcosa)

(sin
where /s the radius of curvature of the diffraction grating, ais the angle of incidence
on the grating and s the angle of diffraction. From [3.24], we can see that Wyper
changes for varying wavelengths. Mack, Stehn and Edlén have showed that when W
Is less than or equal to 0.85(W,e7), then the resolving power R 1s as [3.26] and
[3.27].

The actual illuminated width of the diffraction grating in the experniments
conducted and reported in chapters 4 & 5 is significantly lower than Wopr
Considering the GCA and spectrometer enirance siit alone, the GCA has an
acceptance angle of 17 mrad (section 3.3.2), the maximum illuminated grating width
Is about 33 mm, shightly more than a third of the grating’s 96 mm width. A maximum
theoretical resolving power R 1s then calculated to be about 40,000. In practice, this
figure is far lower due to imperfections on the grating surface, the width of the
entrance slit and most importantly in this case, the pixel size of the CCD camera on
the ext arm of the spectrometer I[nformation on the spectrometer provided by the
manufacturer states that for the current grating, the resolving power of the
spectrometer at the blaze wavelength of 80 nm and for an entrance sht width of 10
pm is 5,700.

The instrumental width of an optical component is the degree to which
discrete lines are broadened over a spectral range by components of an optical
system, as opposed to broadening by processes associated with the plasma itself
Using equation [3.17], the grating plate factor, we can derive an expression for the
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grating dispersion for varying angles of incidence to the grating. From Figure 14, we
see that since both entrance and exit arms of the spectrometer are at 7.5° 1o the
normal, we can assume that at a different angle of incidence 1 e. when the grating has
been rotated in order to disperse a different wavelength range onto the exi,
a=15+8 and f=75-6, where & 1s the angle through which the grating has
been rotated. The grating equation 1S now rewritten as

mA =d(sin7.5c0sd +cos7.5sind—sin 7.5coscos g +cos 7.5sind)  [3.29]

which reduces to

mi = 2d(cos7.55in 6) [3.30]
The linear dispersion is redefined in terms of 66 so that
oL % 29 [3.31]
sl 86 ol
where
_(_5&= 2dcos7.5¢cos @ 3.32]
o6 m
and
66 006 198 1 [3.33]

sl 88 81 2 81 2R
The reciprocal hnear dispersion of the grahng as a function of grating angle 1s now
written in 1ts final form as being

%:dcos’/‘.Scos@ 3.34]

ol mR
At the blaze wavelength of 80 nm where the grating i1s at an angle of 2.75° to the
grating normal, the dispersion 1s calculated io be about 0.829 nm/mm, which agrees
well with the manufacturer’s stated dispersion of G 83 nm/mm
We can now estimate the actual resolving power of the system. Namioka

(1961) has defined A1 as

A/’L=Wsd
R

(3.35]

For a standard slit width of 50 um. the corresponding instrumental width of the

grating/s pectrometer i1s 0.042 nm.

Since the Andor CCD camera (chapter 3.5} 1s 26.6 mm wide and has 1024
pixels along this axis, we know that the camera has a capture interval of about 22 nm
from end to end. 1t also means that the spectral distance beiween pixels is about
0.0215 nm. A previous estimation by Khater using low pressure Hellum and Argon
discharges in the 75 - 85 nm range produced hnes which had a Full Width at Half
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Maximum (FWHM) of about 2.1 pixels. Thus, the instrumental width of the entire
optical system was 0.045 at 80 nm, a good comparison 1o the theoretically calculated
value of 0.042 nm. The resolving power R of the system using the values above is
approximately 1780 at 80 nm using a 50 um entrance slit width.

3.5 ANDOR TEcHNOLOGY CCD CAMERA

The radiation detection system used in the LIPS experiments was a back-
illuminated, VUV-sensitive Andor Technology CCD camera; model number DV420-
BN. CCD cameras are, very basically, devices which convert photons into electronic
charge that can be quantified easily. The CCD chip is a 2 dimensional array of Metal
Oxide Semiconductor (MOS) capacitors. A single capacitor (“pixel”) is shown in
Figure 15 (after Holst, 1996).

/ Metal Electrode

Bulk Semiconductor
(P-Type Silicon)

Oxide Laver |

Depletion
Region

Figure 15: P-Type Silicon MOS Gate (after Holst, 1996)

When a positive voltage is applied to the gate of the sensor, the holes in the
p-type material are filled with electrons and they virtually migrate towards the ground
of the device. When the sensor is used to quantify and measure light intensity,
photons are incident on the surface of the sensor and penetrate gate structure to a
certain degree. As they pass through the gate structure and into the depletion region
of the sensor, either one or more electron-hole pairs are produced. It’s these positive
or negative charges that can then be read and interpreted as light intensity. It should
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be noted that Figure 15 is not to scale - the depletion region produced is on the
nm/um scale, whereas the bulk chip is generally millimetres thick.

The gate structure is the main cause of losses In front-ifluminated systems, as
it will absorb photons to a varying degree down to about 350 nm, below which nearly
all of the incident radiation 1s absorbed by the gate [ndeed, for an electron-hole pair
to be produced in the first place the wavelength of the incident photon must be at
least 1100 nm as the bandgap in silicon 1s about 1.2 eV. For detection at wavelengihs
lower than 350 nm, a back-illuminated or back-thinned chip 1s used. Such chips
operate in reverse compared to the usual front-lluminated arrays In that the gate
structure is nof on the side of the sensor facing the incoming radiation This way, the
radiation can be absorbed directly by the depletion region by thinning the bulk
semiconductor material until it appears to be transparent, about 10 - 15 um thick

(Andor Technology, 2008).

When the light has been collected, charge for each pixel must then be read
and transferred to a computer. In the DV-420BN, this 1s done using the Progressive
Scan readout method, as shown in Figure 17 on the following page This means that
by “clocking” the array of pixels I.e. aliernating the gate voltage on each pixel, the
charge on each pixel can be transferred down into a device which both collects and
addresses each charge called the shift register The shift register can then pass the
train of electronic pulses through an amplifier and on to a 16 bit digitising card in a PC
S0 an Image or spectrum can be seen on the computer screen. The 16 bit digitiser
has the limitation of only being able to read up to 2" counts from the CCD camera, $0
the camera in use has a saturation level of 65536 counts/pixel.

In the LIPS expenments conducted in chapters 4 & 5, the camera was used In
“full vertical binning” mode When a CCD camera is binned, it means that all the
charges accumuiated from specified pixels are added together. Full vertical binning
refers to charges from an entire vertical column of pixels being summed. An unbinned

image on the CCD camera chip 1s shown below in Figure 16.




Figure 16, Unbunned CCD Camera Image
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Figure 17. Full Frame CCD Chip

Binning has 2 advantages - 1t reduces the noise present in the spectra as the
noise on each pixel 1s not amplified indwvidually and 1t also increases the readout
speed. An incorrectly aligned CCD camera may affect spectra however, with spectral
lines being summed in several columns. The 16 bit saturation limit also applies in full
vertical binning mode, so saturation levels displayed by the camera software are a
maximum of 65536 counts/column.

3.5.1 QUANTUM EFFICIENCY & NOISE

The quantum efficiency of the CCD camera I1s a measure of the sensitivity of
the camera at varying wavelengths of incident radiation. As mentioned previously,
front-illuminated cameras tend to be opaque to radiation below about 350 nm - these
cameras are sald to have a quantum efficiency of = 0 at these wavelengths. On the
other hand, a perfect camera would be said to have a quantum efficiency of 1 i.e
every photon incident on the detector face would be absorbed into the depletion
region in each pixel. In practice, CCD cameras lie somewhere in between these two
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exiremes. For the DV-420BN, n its normal operating range of 30 - 130 nm the
quantum efficiency lies between 19 and 42% respectively. At the
spectrometer/grating blaze wavelength of 80 nm, the efficiency 1s 30% (after private
communication with the manufacturer).

Noise In the camera was dealt with in two ways. The first was cooling of the
CCD chip A Peltier-type cooler permits thermoelectric cooling of the CCD chip to
temperatures as low as -40° C without an external water flow and -80° C with. Since
such extreme temperatures can damage the CCD chip due to ambient water vapour
condensation, the camera was cooled to -20° C in normal operation. At this
tempertature, the dark.current was reduced to a specified level of about 3
electrons/pixel/second.

Noise was removed from spectra by subtracting a pre-recorded background
spectrum, something done automatically by the camera software. Background
spectra were taken in exactly the same condiions as the spectra themselves but
without the laser in operation. In this way, the background count was reduced
dramatically. Test specira consisted of 20 accumulations, $0 a corresponding
background spectrum was recorded in each case This resulted in an average
background value of about 100 counts (dependent on distance from the target and
pulse energy) for gach column of pixels, giving an average noise value of 0.02
counts/pixel/shot

3.6 VAacuuM GENERATION SYSTEMS

As previously mentioned, air absorbs VUV radiation. This means that
experiments must be performed in vacuum conditions If the expernmentalist wishes fo
observe VUV spectral features. Luckily, below a pressure of about 0.1 mBar, aw can
be considered perfecily transparent to VUV radiation for short path lengths {Henke,
Gullikson & Davis, 1993). These pressures are relatively simple to reach using
modern vacuum pumps. Two stage rotary pumps were sufficient on both the target
chamber and spectrometer, with small (50 I/min) and large (150 I/min) turbomolecular
pumps attached as secondary stages respectively on each. An ullimate pressure of 2
x 10° mBar was reached on the spectrometer in normal operation, while a shghtly
higher pressure of 3.5 x 10° mBar was achieved on the target chamber, due to its
larger number of poris. Both target chamber and spectrometer had Piran and

Penning gauges attached to monitor pressures on a constant basis. In the instances
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where gases other than air were present in the target chamber, the pressure gauge
had a user-controlled correction factor that can be changed from the gauge controller.

In experiments where ambient gases were used in the target chamber, a
needle valve was used to regulate pressure In the chamber from the gas lines.
Pressures up to 1 mBar were used In the target chamber which meant that the
pressure in the spectrometer rose, since the aforementioned GCA is capable of
maintaining only 3 orders of magnitude differences in pressure. This meant a rnise In
the spectrometer pressure up to 10" mBar, low enough that a significant change In
detection conditions was avoided

3.7 SYSTEM TIMING & SYNCHRONISATION

Synchronisation In laser plasma experiments IS very important given the
transient nature of the plasmas created. Since the typical emission lifetime of a laser
plasma in vacuum is of the order of microseconds, it 1s important that the approprate
radiation coliection systems have the capability of being finely manipulated to a high
degree of precision. As such, the immng in the LIPS experiments was controlled
almost exclusively by the CCD camera software in the following manner.

The Surelite 11I-10 1s capable of operating on 1ts own internal timing structure
or it can be controlled externally. The more accurate of the two 15 the full external
triggering scheme which has a jitter of £ 1 ns, as compared to the semi-external
mode which has a jitter of + 10 ns. This means that trggering of both the flashlamps
and the Pockels cell by an external source is required In this instance, the Stanford
Research Systems model DGS35 delay generator was used The DGS535 is capable
of producing extremely sharp TTL pulses of very low width at a fixed frequency, has
several outputs that can be synchronised with one another and can also be triggered
externally. Here, the DG535 was triggered externally using the Mulh VO box provided
with the CCD camera. The timing scheme used for experiments is shown on the next
page in Figure 18 All the pulses shownare 5V TTL.
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Figure 18' Expenmental Timing Scheme

The laser operates at a frequency of 9.882 Hz which cannot be changed.
Owing 1o this, the above timing scheme is repeaied at this frequency for the desirable
number of repetitions At 7, the camera is switched on using software provided with
the camera In the camera’s own internal tming, the accumulate cycle 1s the amount
of time between each exposure 1.e the time when the CCD chip captures light. This
15 determined by the cycle time of the laser, so the accumulate cycle time is 102 ms.
This corresponds to an exposure time of 39 ms, shown as “camera ‘on™ in Figure 18
There 15 a short time between the camera switching on and the delay generator
sending the first pulse to the laser, the flashlamp tngger pulse which 1s 10 ps n
duration. The second pulse is the Pockels Cell pulse i.e the pulse which switches on
the Pockels Cell, also 10 ps long. This is sometimes used as a method of controliing
laser energy, aithough the spatial characteristics of the beam suffer as a result (see
section 3.2). The laser pulse itself 1s produced at the nising edge of the Pockels Cell
pulse, and has a duration of 6 ns. After the laser pulse has impacted the target
surface, the plasma is produced, observed and extinguished before the
commencement of the next pulse train.
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3.8 SUMMARY

The equipment used in the YUV LIPS experments has been described with
the method in which it was used explained The major features of the experimental
components including the spectrometer & grating, the CCD camera and the Nd:YAG
laser have all been individually expounded on and each part they play detailed. The
physical process that each part works on was defined as s relevant o the
experiments in the following chapters.
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CHAPTER IV: SULPHUR DETECTION IN STEEL:
VACUUM CONDITIONS

xperimental work on sulphur detection in steel matrices began
with investigations of detectable sulphur lines in the Vacuum
Ultraviolet region of the spectrum under vacuum conditions.
This work was used to form an initial understanding of the emission
characteristics and the best wavelength region in which to perform basic
spectroscopic studies. Surveys of the VUV region were conducted
under a varied number of parameters - the most salient results and

subsequent detection limits for sulphur are presented here.

-84-
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4.1 INTRODUCTION

As a precursor to the ultimate goal of reducing the achievable detection limit
of sulphur in steel, an initial investigation into sulphur emission under vacuum
conditions was conducted. This initial parameterised study forms a baseline for
comparison of the vacuum VUV technique against other, similar studies made on
sulphur detection using LIPS and also possible further investigations into sulphur
detection using the VUV region. As a study of sulphur emission in different
conditions, an understanding of emission under vacuum was the simplest starting
point for a wider investigation into the characteristics of the laser plasma and how the
various components behave in different conditions.

4.1.1 VUV TRANSMISSION COEFFICIENTS

Several sulphur lines in the deep VUV (below 100 nm) have been used as
both temperature (Curdt, 1997) and density (Laming, 1997) diagnostics for
applications in stellar physics, but to date no group has used these deep VUV lines
for quantitative analysis using LIPS. The reasons for these are twofold - experiments
in the VUV tend to be more difficult to perform than experiments in the UV, visible or
IR ranges as vacuum systems must be used due to significant atmospheric
absorption of VUV radiation as seen below in Figure 1 (CXRO Matter Interaction
Calculator).
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Figure 1: Calculated Gas Transmission Curves for VUV Radiation at Different Pressures (1 m
path length)
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As plotted, it can clearly be seen that VUV transmission in the mid to deep VUV
range 1s poor for pressures ranging from atmospheric pressure down to 1 mBar. Only
below pressures of 1 mBar do the transmission coefficients start to increase to
acceptable levels for emission spectroscopy. All data has been piotted for
transmission through air for a total distance of 1 m using the CXRO nteraction tool
(ref CXRO). Since most LIPS applications (especially analysis of industrially
important metals) are geared towards online analysis of materials, the VUV region
has several critical shortcomings that have limited the study of this area, the main
one beihg the need for evacuated apparatus, again due to atmospheric absorption.

A solution used by Sturm et al. was to use VUV lines In the near VUV 1.e. lines
ahove 175 nm. At this wavelength, absorption by air 1sn't critically significant to the
result of the experiment and elemental ines can be resolved reasonably unperturbed
by the ambient atmosphere. This approach 1s satisfactory for many applications, but
ultimate sensrivities tend to lie with the stronger resonant emission lines, which are
found deeper in the spectrum. One possible change in the experimental apparatus for
an industrial configuration of the vacuum system would be to forego the use of a
turbomolecular pump on the spectrometer - this would furthér reduce the equipment
cost whilst still producing an ultimate pressure approaching 102 mBar. At this
pressure, radiation from the laser plasma has a 90% or greater transmission
coefficient through the spectrometer - perfectly acceptable for emission spectroscopy.

4.2: TIME INTEGRATED SPACE RESOLVED LIPS

Time-Integrated Space-Resolved (TISR) LIPS 1s a breakaway from the
standard LIPS experiment often seen in the literature (e.g. Hemmerhn, 2000). These
standard studies generally explort the temporal nature of the laser-produced plasma,
using a time-gated detector to capture different expansion stages of the plasma. As
discussed n chapter 2, one of the main features of a laser-produced plasma is the
broadband continuum emission produced In the initial stages of plasma formation
and expansion. Asg the plasma cools and expands, the continuum emission from the
hot plasma dies off and 1s replaced by a longer-lived line emission phase. A time-
resolved detector has the advantage of non-capiure In these eatly stages with
capture times optimised for line emission phases later in the plasma. One
disadvantage 1s that line emission from these early stages of the laser-produced
plasma expansion 1 also blocked. This emission 1s generally more iniense than that
produced at later times, but with the continuum emussion correspondingly high it is
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impractical to study emussion at this point since the most relevant figures in the
technique are line emission intensity and the standard deviation in the background
emission levels. Figure 2 (after Eliezer, 2002) I1s a representation of a typical laser-
produced plasma - note the spatial distrbution of the hot and cold zones in the
plasma.
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(10722 em™-1)

Laser Pulse

Cooled. Expanded Plasma

Figure 2 Typical Laser-Produced Plasma (After Eliezer, 2002)

The solution used in the present work 1S one based on the spatal
characternstics of the continuum radiation in the plasma. As the plasma expands out
from the target surface, continuum emission 1S replaced by line emission due to a
drop off 1n the electron density and temperature in the plasma (Radziemski &
Cremers, 1989). This means that radiation from the entire duration of the laser-
produced plasma lifetime can be captured if the zone close 1o the target surface is
shielded from the spectrometnc system. This was achieved with the pre-slit, as
described mn chapter 3, section 3.3.1 Figure 3 shows the difference in spectra (taken
with identical plasma formation conditions) at different distances from the target's
surface. An interesting feature to note I1s that the line emission decreases by about
half for each 0.5 mm step In distance from the target surface.
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Figure 3: Intensity Variation with Spatial Distance - 100 mm Spherical Lens

The conditions under which the spectra were recorded were an accumulation
of 20 820 mJ pulses focussed using a 100 mm plano-convex lens at a depth of 1 mm
below the target surface. It can clearly be seen from the above figure that there are
marked differences in both the intensity and underlying structure of the plasma
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spectra as the perpendicular sampling distance increases. The black spectrum at the
top of figure 3 1s that of the laser-produced plasma captured at the target surface (0
mm) and shows the typical sloped shape of continuum emission from the laser-
produced plasma overlaid with ine emission from fater stages of the laser-produced
plasma as it expands and cools. As the distance increases, the radiation intensity
concomitantly decreases - 1t is using this property that optimisation studies are
conducted

Effects can be seen for changes In expenmental conditions such as a
variation of the laser spot size, a variation in the mncdent power density and
considerations like the width of the spectrometer's entrance siit. All of these
parameters must be varied 1n order to find optimal conditions for analysis of the
sulphur levels 1n the laser plasma As discussed in chapter 2, section 2.6, these
parameters can have a significant influence on the sensiuvity of the analytical
technique,

As conditions influencing the formation of the laser-produced plasima are
changed, the signal to background ratio of ine emission to background emission in
the spectrum changes accordingly. As explained in chapter 2, section 2.6, the Limit of
Detection (LOD) 1s calculated using a ratio of the standard dewviation (o) to the slope
of a line called the calibration curve which plots the intensity of a spectral feature
against the concentration of the emitling species in the target. The general trend 1s to
use the signal to background ratio of a spectrum to gauge the merit of a set of
parameters in comparnson with one another. In the present study, the author used the
signal divided by the actual standard deviation in the background leveis of each
spectrum in order to more accurately observe the optimum conditions for analytical
study since the standard deviation 1s the actual figure used in the LOD calculations

Conditions can be modified 1n such a way as to show where samples may be
analysed with the greatest sensitivity by observing where the Signal to Standard
Deviation Ratio (SSDR) peaks. In the following sections, the laser-produced plasma
formation parameters are modified systematically in order to determ;ne the intiation
conditions where the TISR-LIPS iechnique can be apphed most successiully. First of
all however, a suitable lne was required so that a fruly comparative study was
possible.
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4.3 LINE IDENTIFICATION

Choosing a line as a basis for analytical studies on spectra can pose some
difficulties for the experimenter. Spectral line databases such as the Kurucz oniine
atomic line database (ref. Kurucz), Kelly's tables online (ref. Kelly) and the NIST
online atomic spectra database (ref. NIST) are essential sources of information on
line position and theoretical relative intensity values which are useful when spectra
are to be calibrated and lines in them attnbuted to elements and their respective
ionisation stages. The detector software itself has no calibration tables for the type of
spectrometer used in these experiments, so manual calibration of line waveiength
must be performed In this case, some critical information on the camera and
spectrometer dispersion 1s known. From previous calculations in chapter 3, we know
that the dispersion across the camera face 1s a ltle over 21 nm Since the method of
dispersion of the spectrometer grating means that the wavelength “dialled in” to the
spectrometer is the central wavelength on the camera face, estimates of line
wavelengths can then be made using the avallable databases and previously
calibrated spectral lines.

A survey of the VUV region was conducted 1 order to see which suiphur
lines were observable in the wavelength range of the instrumentation. The lower limit
of the spectrometer 1s 30 nm and the upper practical hmit 1s about 140 nm - this 1s
due to second order radiation from the blaze angle of the spectrometer grating
(Chapter 3, section 3.4.3) being detected at higher wavelengths and interfering with
the natural first order radiation from the iaser-produced plasma. The basic premise of
the survey was to find a “window” 1n the 1ron emission which correlates with emission
from a strong sulphur line. It should be noted at this paint that many LIPS studies are
hampered by the so called “matrix effect” (Winefordner et al., 2004) - background
emission from the major constituent of the sample can sometimes swamp emission
from minor elements in the sample thus rendering the analytical technique less
sensitive than hoped for. The matnx can also have an effect on the calibration curve
of an element due to the possibility of some spectral information from the Ine under
analysis being hidden in the background count. By ensuring that iines are only
measured In matrix windows, it can be assumed that any lines 1n these windows are
from minor elements in the target. These lines can then be assessed for use in an
analytical capacity.
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4.3.1 LIPS LINE SELECTION

The following senes of graphs (Figure 4) are typical of the spectral survey
throughout the entire practical VUV range Intensities in each graph are to the same
scale, while plasma formation conditions remain constant 20 laser shots focussed by
a 100 mm sphencal plano-convex lens, defocused forward into the target 1 mm with
all targets under vacuum - the spectra themselves were recorded at a distance of 2
mm from the target surface to aveid “contamination” from the continuum element of
the laser plasma. The target used was a “binary” - a target composed of only two
elements, in this case ron and sulphur (the sulphur content 1s 0.68%).
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Figure 4 VUV Emission Survey A) 40 - 60 nm, B) 60 - 80 nm, C) 80 - 100 nm, D) 100 - 120
nm, E) 120 - 140 nm

The first major feature of this spectrum is the large emission band running
from 50 nm to just over 75 nm. Mainly composed of Fe®* 1ons, this area 1s clearly
unsuitable for sulphur analysis due to high matrix effects. A strong sulphur line (8%,
66.14 nm) 1s occluded by this band. A sharp decrease in emission by all elements
runs from 100 to 140 nm, with spectra being composed of weakly emitting iron and
sulphur nes. A significant feature of spectrum B, however, is observed near 80 nm.
This seemingly 1solated line is, 1n fact the resonant S*" transition at 78.65 nm. From
the recorded spectrum, 1t can be seen that there are few lines in proximity and that
the line itself Is a strong. Another forturtous factor with this line 1s that it hes very close
to the blaze wavelength of the spectrometer grating.

Using Kelly’s tables and the line Intensity values observed n the spectral
survey, several sulphur lines were chosen to compare suitability for optimisation
Figure 5 below shows the lines under comparison
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The red ines in the above senes of graphs represent curve fits to the spectrai
lines using Microcal Ongin™ curve fitting and data manipulation software. For further
information about spectral curve fitting in this work, please refer to Appendix 1. Table
1 below 1s a comparnson between the relevant attributes of each of the lines

presented.
Table 1: Line Comparison
. Peak Height Peak Area (Arb. 2
Line {(nm) . . R* Value
{Arb. Units) Units)
s¥66.142 1428 54.48 0972
s% 75.03 2304 91.54 0 997
s* 78 65 3060 127 68 0.999
5°'93.3 442 14 138 0995

Grotrian diagram of these energy levels in relation to the ground state of the sulphur

atom.

As seen in the table and from the previous graphs, the clearest line in terms of
isolation and size 1s the $** line found at 78.65 nm. Below in Figure 6 is shown the
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Figure 6- Grotrian Diagram of Relevant Transitions




4 3- LINE |DENTIFICATION -75-

The transitions resulting in the 4 speciral lines observed are resonant
transitions 1n that they all involve transitions from a higher energy staie to the ground
energy state of the 1on. These transitions are named according to similar transitions
in neutral species with the same number of electrons e.g a $* transition would be
similar to a transition in neutral phosphorus, and would be called a P-like transition
The S* transition at 78.65 nm, 2p®3s? - 2p®3s3p, 1s a Mg-like resonant transition
while the S* transiton at 93.3 nm, 2p°3s - 2p®3p, is the Na-like ground state
transition The other lines investigated were from Al-like S** with the transition at
66.142 nm (3s%3p - 3s?3d) and that at 75.03 nm (3s°3p - 3s3p?) both resonant.

Now that a suitable line had been selected, the next stage in the study was to
systematically vary the plasma formation and capture parameters in order to optimise
the signal to background ratio (SBR) in each of the spectra This ratio 1s calculated by
dividing the intensity of the sulphur line by the standard deviation in the background
of the spectrum itself (taken from clear parts of the spectrum) using the curve fitting
tool in Microcal ™ Origin ™

4.4 SPHERICAL VS. CYLINDRICAL LENSES

One of the options avallable in creating a laser-produced plasma 1s the type of
lens to use The standard method in VUV laser-produced plasma spectroscopy is to
use a spherical plano-convex lens to create the plasma, as this maximises the power
density on the target. Such a lens is diffraction limited, as outlined in chapter 3,
section 2.1. VUV ftransitions are typical of 1ons in a relatively high state of excitation
and therefore for a reasonable quantity of VUV radiation to be observed from a laser -
produced plasma, a large amount of energy 1s required to excite an cbservable
number of atoms into the energy states required. The usual approach to laser-
produced plasma initiation is therefore to use a spherical lens as it maximises the
power density on the target. However, cylindrical lenses which produce line plasmas
offer plasma parameters that are markedly different from spot plasmas formed by
spherical lenses. Since the pulse energy s spread over a wider area, the power
density is lower but the actual piasma volume s larger. This means that there may be
energy regimes under which a larger volume of lower temperature plasma produces
more radiation from certain lines than a higher temperature but smaller plasma.
Figure 7 shows the difference in power density on target for the 2 different types of
lenses, both having a focal length of 100 mm.
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Figure 7: Calculated Power Densities with Varying Focus for Spherical and Cylindrical Lenses

As can be seen above, there 1s a very large difference in the power densities
attainable with both fenses, typically in the region of more than an order of
magnitude. In terms of the difference in plasma temperature due to these different
power densities, a formula presented by Colombant & Tonon (1973) is used to
estimate initial electron temperatures Although Colombant & Tonon’s original paper
deals with high-temperature x-ray emitting plasmas, it is still interesting to use the
formula:

T~ 52x10° 4% [,12@]% [4.1]
to esfimate the plasma’s inial electron temperature - this model and associated
formulae for calculating some of the charactenstics of laser plasmas has been used
successfully in the past (see for example Hirsch et al., 2000 and Dunne, O’ Sullivan &
O’ Reilly, 2000). This 1s due to the fact that similar laser-produced plasmas fit the
assumption that for intermediate electron denstties (10 - 10%") such as those
produced in plasmas created by Nd:YAG iasers, the coilisional-radiative equilibrium
model can be applied to the laser plasma, at least durning the laser pulse iiself (see
Appendix A: Equilibrium in Plasmas). In [4.1], T is the electron temperature in eV, A4
is the atomic number of the bulk element in the target, 4 is the laser wavelength

measured in um and ¢ 1s the power density on the target measured In W/em?. In the
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case of the data used to plot Figure 7 and assuming a 1.064 pm pulse on a target
consisting mainly of iron (.4 =26), the following graph (Figure 8) shows the variation
in initial temperature of the plasma due to varying power densities
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Figure 8 Columbant & Tonon Model Electron Temperatures - Cylindrical and Sphencal
Lenses

As 15 immediately seen, there 15 a large difference in the electron
temperatures produced n the nitial stages of the laser-produced plasma by each
lens; an overlap in temperature I1s only seen for large defocusing of the sphencal lens
(1 mm spot diameter) whereas the cylindrical iens must remain tightly focused to
achieve similar electron temperatures. The effects of the lower temperature but
higher volume plasma can be seen below In Figure 9. Each of the spectra recorded
were obtained using 20 820 mJ laser shots focused by a 150 mm cylindrical lens
which was subsequently defocused 1 mm below the target surface.
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Figure 9: Spatial Spectral Variation using a Cylindrical Lens
In comparing the above figure with Figure 3, some differences between each

become apparent. Although the intensities of both spectra recorded at 0 mm seem
more or less similar, there is a sharper drop in intensity with spatial distance in the
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cylindrical spectra in comparison to the spherical lens spectra in Figure 3. The
background in the spectra alsc seems to be “flatter” i.e. the effect of continuum
radiation is muted in the lower temperature plasma.

The results obtained using both kinds of lenses are presented and compared
in the following sections.

45 LASER PULSE ENERGY VARIATION

From Figure 3, the optimised Signal to Standard Deviation Ratio (SSDR) for
the 100 mm spherical lens is measured to be at the 1.5 mm spectrum i.e. the
spectrum recorded at a distance of 1.5 mm from the target surface. As such, the
pulse energy was varied in steps of 100 mJ and a comparison made between spectra
at 1, 1.5 and 2 mm. In each case the laser was focused 1 mm below the target
surface in order to eliminate local instabilities in the target surface having adverse
effects on the spectra i.e. if any microscopic roughness on the target surface was
irradiated on the surface of the target, it might have altered the expansion dynamics
of the plasmas plume. A larger spot size produced by defocusing the laser pulse into
the target averages out these effects.
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Figure 10: Energy Variation Effect at 1.5 mm - 100 mm Spherical Lens

As Figure 10 shows, there is a large variation in the intensity of spectral
emission as the laser output changes. Although general trends in the laser-produced
plasma can be gauged from this plot, the essential information lies with the SSDR

information calculated from each individual spectrum. Figure 11 shows the SSDR
data at the 3 most relevant spatial positions i.e. those that produced the highest

signal values.

180
160
-'i'ao-:
130
140 -

80+

Signalls Ralo

30 —

20+

L ¥ T 1 T T ¥ B ¥
100 200 300 400 ‘500 800 700 800 200

Energy (mJ)

Figure 11: Signal to Standard Deviation Ratios for Varying Pulse Energies at 1, 1.5 and 2 mm
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Figure 11 shows that although SSDR data at 1 and 1.5 mm are similar, the
data at 2mm is substantially lower. It must also be noted that curve fits from data
taken at 1.5 mm were more accurate than those performed at Tmm due to decreased
spectral interference from the underlying continuum radiation. Although the signal
intensity decreased somewhat between 1 and 1.5 mm, the concomitant decrease in
the background standard deviation decreased at a slightly greater rate and resulted in
higher SSDR values for spectra at this distance.

Emission from plasmas produced with the cylindrical lens also produced
SSDR levels which were optimised at 1.5 mm from the target surface. Figure 12
below shows spectra from a 150 mm cylindrical lens focussed 1 mm below the target
surface captured at 1.5 mm from the target surface.
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Figure 12: Energy Variation Effect at 1.5 mm - 150 mm Cylindrical Lens
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The differences between this spectrum and those seen in Figure 10 are
evident. Intensities of all lines are lower than those using the spherical lens, while the
background iniensity also seems to be muted. Also, there was litile or no resolvable
emission at energies below 300 mJ, compared with observable lines found at pulse
energies as low as 100 mJ with the spherical lens.

Again, the next step in optimisation of the imittal condiions was to calculate
and plot the signal to standard deviation ratios in the laser-produced plasma. Figure
13 shows the SSDR data at the 3 most relevant spatizl positions using the 150 mm
cylindrical lens. In all cases, the laser pulse was focussed 1 mm below the target

surface
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Figure 13 Signal to Standard Deviation Ratios for Varying Pulse Energies at 1, 1.5 and 2 mm
- 150 mm Cylindrical Lens

The SSDR values for the cylindrical lens are noiiceably different than those
obtained using the spherical iens. Instead of reaching a peak at 600 mJ, the values
increase almost linearly up to 820 mJ (the maximum energy output of the laser). The
values themselves were also low 1in comparson 1o those seen using the sphencal
lens, with the maximum value observed at 1 mm from the target surface using an 820
mJ laser pulse. It must be noted again that the fit quality of curves to the spectral data

was lower when spectra were recorded closer to the target surface
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These results clearly show that optimisation with the spherical lens was more
successful and produced higher SSDR values than the results of optimised laser
plasmas using the cylindrical lens - as such, the spherical lens is the better choice for
the calibration experiments. Nevertheless, the next step in optimisation, varying the
focusing conditions of the lens, was completed using both types of lenses in order
both to show a clear difference between the characteristic plasmas produced by each
and for the sake of a more complete vacuum study with each.

4.6 Focus VARIATION

An important consideration in producing the laser-produced plasmas was the
focal condition the pulse was subjected to. The laser spot is quite easy to defocus
and can be done in 2 different ways - forward and backward i.e. into and in front of
the target. An example of each defocusing scheme is shown in Figure 14.

Figure 14: Positive (left) and Negative (right) Defocusing Schemes

As each lens is defocused (in steps of 1 mm each), the spot size changes
thus affecting the power density on the target and electron temperature in the
plasma. The size increase in the plasma as a result of the increased spot size was
also a factor in changing the spectra observed in the plasma. Figure 15 below shows
the effect of focus changes in the case of SSDR levels using the cylindrical lens. The
data is calculated from spectra produced by accumulating 20 820 mJ laser pulses -
the optimum energy from the previous step.
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Figure 15 Signal i¢ Background Ratios Under Varying Focal Conditions at 1, 1 5and 2 mm -
150 mm Cylindncal Lens

The signal to standard deviation ratios are relatively flat and featureless when
using the cylindrical iens - outside the presented focal range, the S* line intensity
dropped significantly. The optimum defocusing regime is seen at 1 mm when the lens
is defocused by 1 mm mifo the target surface. These results show no major
improvements In the signal to background ratio from the previous study on pulse
energy variation.

Varying plasma formation conditions using different focusing conditions using
the spherical lens was the next step Since the pulse energy was observed to be
optimal at 600 mJ, all data was recorded using accumulations of 20 600 mJ laser

shots. Figure 16 shows the result of this experiment.



4 6 - FoCUs VARIATION -85-

160 -
150 —e -1 mm N

i —e— 1.3 mm o
140 - —a—2mm a \
130 '
120 .
11°j' P e ‘\
L) ; gt
\\ O, R \ o
004, d \ L % \

g *E-

Synalle Rato

80 - A ‘\
70 P
a

60 a7
50

40 T T T T T T
-6 -4 -2 0 2 4 8 8 10

Defocus Distance (mm)

Figure 16 Signal to Background Ratios Under Varying Focal Conditions at 1, 1 5and 2 mm -
100 mm Spherical Lens

Defocusing the spherical lens had a far more dramatic effect on the signal to
background ratio than the cylindncal lens. Negative defocusing (focusing the laser
pulse n front of the target surface) produced higher ratios than before but the most
noticeable effect was seen by defocusing the pulse 4 mm below the target surface,
with a steep rise up 1o the highest SSDR yet. This Is possibly due to the best balance
struck between the high temperatures required to excite the sulphur atom nto the 4
lorisation state and the increased number of sulphur 1ons In the plasma due to the
larger target area illuminated by the laser pulse.

It 1s also interesting to note the sharp drop n the rato when the laser 1s
focused to just in front of the target surface. When considering this result, one must
take into account the plasma absorption of the incident laser pulse. Since plasma
expansion commences relatively early in the laser pulse (in the first few cycles of the
pulse itself), it is reasonable to assume that throughout a large fraction of the laser
pulse lifetime a dense plasma will lie in between the target and the incoming pulse.
This plasma will affect both the laser pulse focusing and the fraction of laser ight
which reaches the target surface, due io the hottest and densest part of the plasma
lying close to the target surface. The effect is less pronounced when the laser pulse
is focused further out from the surface due 1o lower densities at these distances
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47 SuLPHUR CAUBRATION CURVES

With optimum conditions regarding pulse energy and focus found for both
cytindrical and spherical lenses, the final step in this vacuum study was to record
spectra under these optimised condibons from a carousel of targets with varying
concentrations of sulphur {see chapter 3, section 3). In this case, the conceniration
range varied from targets containing 0.38% of sulphur down to targets containing as
little as 0 0119% (119 ppm). For comparison, both lenses were used in this study
despite the results obtained using the cylindrical lens being inferior to the spherical
lens. This difference between the lenses is almost certainly due to the lower
temperatures achievable by the cylindncal lens with the result that fewer of the mgher
ionisation stages in the relatively light sulphur atom were created. It must be noted
that this result 1s similar to work performed in vacuum by Khater et al in 2000 where a
shghtly longer focal length lens was used but markedly different to that performed by
the same author in ambient gas (Khater, 2002) where the author concludes that a
cylindrical lens produced the optimum conditions for carbon calibration The most
successful carbon line used Iin those studies was from a doubly-lonised carbon atom -
different to the quadruply-ienised sulphur atom in the present work.

The first calibration curve presented 1s that obtained using optimised
conditions with the 150 mm cylindncal lens and 1s shown in Figure 17 The optimised
conditions for the cylindrical lens were seen 1o be 20 820 mJ laser shots recorded 1
mm from the target surface with the cylindncal lens defocused by 1mm into the target
itself.
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Figure 17 Calibration Curve - Cylindrical Lens
(820 md, 1 mm from the Target Surface, 1T mm Defocused)

Several features of the calibration curve must be noted. The intercept on the
y-axis 15 quite high for a supposedly blank signal This is quite possibly due to a
change in the fnear dynamic range of the calibration curve (Cremers & Radziemski,
2006) This essentially means that the emission charactenstics of the analyte species
change non-linearly in some concentratton regimes. This effect was particularly
evident in a calibration study made by St-Onge, Sabsabt & Cielo (1997) in
concentration ranges of less than 1% A previous study made by Khater et al. (2000)
used the C?' line at 97.7 nm to make this type of calibration with no serious non-linear
effects and with the intercept of the ine approaching zero The difference beiween
this study and that is the higher value of the absorption oscillator strength of the
sulphur line in companson, leading to increased absorption in the laser plasma wrth
increasing number density. The R? coefficient (the coefficient of deviation) of the line
fit was 0.994 which means that the fit was quite good - the data set was highly linear.
Both second and third order polynomial fits were also used on the concentration data
with the second order fit modelling the data as accurately as the linear fit. The second
order line fit is shown on the calibration curve as well

To calculate the Limit Of Detection (LOD) and Limit Of Quantfication (LOQ)
values, the standardised IUPAC (1978) definition states that in order to use the 3o
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criterion (Chapter 2, section 6} the background standard deviation must be calculated
from the data recorded in the sample with the lowest concentration of analyte - in this
case, the sample with the lowest concentration of sulphur contained 119 ppm. The
slope of the line was calculated to be just under 13800 using the line fit equation -
when coupled with a lower standard deviation in the 119 ppm sample of 18.62, this
gives a LOD of about 42 ppm and a LOQ of 135 ppm - higher than the sample with
the lowest concentration In the sample set. By definition, the data obtaned for the
target containing 119 ppm of sulphur must therefore be called inio question as, by
definition, the concentration is below that which can be accurately estimated

Table 2 Calculated vs. Actual Concentrations - Cylindrical Lens

Target Actual Concentration Calculated. Corfcentration

{From Calibration Curve)
BS 65C 01150 005 % 0.124 £ 0 008 %
BS 50E 00119 £ 0 0006 % 00113 £ 0.001 %
IARM 208A 026x0013% 0275+0012%
BS 54D 0046 +0 0012 % 0.040 £ 0 003 %
IMZ 123 038+0.01% 0.383+0014 %
BS 52D D088 +0.0015 % 0094 + 0.005 %

The average error in the data for the cylindncal lens was calculated to be
about 7% leading to some calculated values of sulphur concentrations being outside
the error range of the cahibration curve

The second calibration curve presented (Figure 18) is that obtained using the
sphernical lens with 20 600 mJ pulses recorded 15 mm from the target surface and

with the lens defocused by 4 mm inio the target surface.
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Figure 18 Calibration Curve - Spherical Lens
(600 mJ, 1 5 mm from the Target Surface, 4 mm Defocused)

The above plot has an R? coefficient (coefficient of deviation) of 0.998
meaning that a highly linear relationship exists between the data presented and the
hne fit, better than a lnear fit overlaid on the data using the cylindrical lens. Both
second and third order line fits were again used on the data, but neither proved to be
as successful as the hnear fit One feature of the graph to note 1s that the line fit has
been extended so that it reaches the y-axis of the graph - this means that an
apparently zero concentration will resuli in a relatively high emission reading This
clearly is not the case - the behaviour of a lower range of sulphur concenirations will
be examined in more detail in the following chapter. This apparent discrepancy can
be attributed to non-linearity in the emission characteristics previously mentioned.

The standard deviation of the background signal was calculated to be just
under 20 for this sample and with the slope of the line fit caleulated 1o be just over
21100 (calculated by the line fit equation), this resulted in a LOD for the spherical
lens of 28 ppm. The LOQ for the same set of samples was observed to be about 94
ppm The following table (Table 3) shows the actual values vs the line fit values from
the calibration rurve for each of the targets used n the study.
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Table 3: Calculated vs. Actual Concentrations - Spherical Lens

Target Actual Concentration Ca lculated‘ Cor_ncentration
{From Calibration Curve)

BS 65C 0.115 +0 605 % 0121 +0007 %

BS 50E 0.0119 + 0 0006 % 001120001 %

C-1215 02620013 % 0.264 £ 0011 %

BS 54D 0 046 + 0.0012 % 0042 £+ 0003 %

IMZ 123 038+001% 0.371£0.012 %

BS 52D 008800015 % 0095 + 0.007 %

The table shows an average 5% error in the precision of the data beiween
calculated and actual sulphur concentrations in the target These results show that
optimised conditions using the spherical lens are both more sensiive and more
accurate than similar studies using a cylindnical lens, a conclusion that had been
discovered from the optimisation study performed previously.

4.8 SUMMARY

Optimised conditions for both line and point plasmas have been observed
under vacuum conditions with a view to conducting target analysis using calibration
curves Limits of detection and quantification have both been calculated In these
conditions, with the optimised conditions for pont plasmas proving to be superior to
line plasmas for low-level detection of sulphur in a steel matnx The best result
obtained using VUV space-resolved LIPS was calculated to be 28 ppm using
optimised plasma ignition conditions with a spherical lens.
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CHAPTER V: LIPS FOR DETECTION OF SULPHUR
IN STEEL: AMBIENT ATMOSPHERES

n this chapter, details of experiments involving laser plasma
3 expansion into ambient gases are given and a theoretical basis for
‘j the ohserved changes is outlined in the beginning. A full series of
optimisation experimenis were carried out with three different gases at
different pressures in order to find the optimum signal to standard
deviation ratio - the optimised parameters for conducting LIPS
experiments. These experiments resulted in calibration curves obtained
using a low concentration target set (27 ppm - 460 ppm) and a new low

detection limit of 1.7 ppm achieved.

-93-
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5.1 INTRODUCTION

The results of experiments in chapter 4 led on to the possibility of conducting
LIPS expernments using an ambient gas as a buffer for the expanding plasma in order
to improve the sulphur detection mit. LIPS in ambient atmospheres of various
different gases has been performed extensively over the past number of years in
order to make LIPS a more applicable spectroscopic techrique in terms of industrial
analysis in on-ine and real-world applications (for examples, see Noll 2001,
Radziemski 2005 and Latkoczy & Ghislain 2006). Not only 1s it @ more natural
circumstance in analytical terms when a laser-produced plasma expands into an
ambient gas, but there are significant changes to both the appearance and
characteristics of the laser plasma itself in comparison to expansion Into vacuum
Although these differences were observed relatively early in the laser plasma timeline
(Piepmeier & Osten, 1971), it wasn’t untl Geohegan's paper in 1992 that absolute
differences were shown. This was made possible by the advent of fast gated ICCD
cameras, which can capture 2D images with a very high shutter speed. Initial studies
ke this one were directed towards the effects of pressure changes in ambient
atmospheres to aid superconductor growth via PLD, but the general dynamics of
plasma plume expansicn Into gas is an interesting topic in itself. Further research into
this area has been conducted exiensively by Hanlal amongst others in several
publications (see Harlal 1998 & Hanlal 2003) on the effect of the ambient gas on
electron temperature & density and also the effect of changing gas pressures on
spectral emission from the laser plasma inself. It has been observed in several
publications (e.g. Khater 2002, Corsi 2003 and Radziemski 2005) that emission from
the laser plasma 1s enhanced for many atomic species due to increased collisional
excitation in the target/atmosphere plasma Observations of ionic and neutral ines in
the plasma plume from both the target and atmospheric species are sometimes used
to measure electron densities and temperatures in the plasma plume (for example,
see Amoruso et al., 1999).

The main difference between laser plasma expansion in vacuum and gas is
that instead of free expansion of the plume, a shock wave can form in front of the
expanding plasma as the ambient gas is compressed by the fast-moving particles at
the front of the plume. According to Root (1990), there are three general regimes
under which expansion into gases takes place, each of which refers to a different
irradiance on the target surface: Laser-Supported Combustion (LSC) waves for low
fluences, Laser-Supported Detonation (LSD) waves for intermediate fluences and
Laser-Supported Radiation (LSR) waves for high fluences. All these waves describe
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different mechanisms wia which the Jaser pulse 1s absorbed by both the plasma and
the ambient gas. When the laser pulse has ended, the expanding plasma then
creates a shockwave In the gas which further heats it enough to cause ionuisation.
There are common attributes to each one of the profiles which can be descnbed as
follows.

5.2 THEORY

According to Root’s (1990) treatment, when the laser plasma 1s formed (see
Chapter Il), the outer edge of the plasma Is found to consist of fast-moving 1ons and
electrons which start to collide with the ambient gas. Several zones then form along
the laser pulse axis. They consist of the shock wave produced by the collision of the
particles with the ambient gas, an absorption zone created by energy transfer initially
from the expanding plasma and then from the laser pulse itself and lastly the main
bulk of the plasma. The shock wave and absorption zone n front of the main plasma
bulk travel along the laser pulse axis while the laser pulse remans “on” - both the
shock wave and absorption zone can be considered to be a 1 dimensional travelling
wave, while particles at the edge of the butk plasma expand radially from the ignition
paint on the target surface. Figure 1 below shows a basic diagram of the plasma
expansion Into an ambient gas.

Bulk Plasma
Shock Front
\‘\ N
N
NS
\ S
Absorption Front

Target

Figure 1 Plasma Expansion into an Ambient Gas



5.2- THEORY -96-

The following descriptions of each of the shock wave schemes are pressure
dependent - although the main characteristics as described are more pronounced In
relatively high pressures e g > 1 mBar, the expansion schemes are relevant to
plasmas formed in gases with pressures as low as 10” mBar.

At low power densities of the order of 10 MW/cm?, the LSC wave absorption
model 1s dominant. In this model, the shock wave precedes the absorption front and
the bulk plasma. As the shock wave travels through the gas, the gas s
"snowploughed” by the following plasma front with the result that the gas 1s left at a
higher pressure than before after passage of the shock wave. This relatively high
pressure gas remains optically thin with regards to the laser pulse but the neutral
species n this region strongly absorb the high energy VUV and EUV photons
produced by the plasma, resulting in photoionisation of the neutral species. The laser
absarption coefficient rises proportionally to the square of the pressure in this area,
which also increases the absorption rate of VUV and EUV radiation from the plasma.
As more and more high energy photons are absorbed by the neutral species, the
density increases until the cntical density 1s reached and the plasma n this region I1s
completely coupled to the laser wavelength. The snowplough effect continues in front
of the LSC wave as it grows, leading to a continuous source of high pressure gas for
the growth of the absorption region. Both plasma radiation and the pressure change
caused by the shock wave expansion are necessary to propagate the absorption
front along the direction of the laser pulse By this mechanism, a new absorption front
has been created in front of the expanding plasma which continues until the
cessation of the laser pulse.

When power denstties are of the order of 10 MW/cm? - 1 GW/em?, the shock
wave is energetic enough to heat the ambient gas as it passes through it to such a
degree that energy transport from the plasma i1s not required for increased laser pulse
absorption This profile 1s called a detonation wave as it 1s analogous to a chemical
detonation in a similar way 10 a chemically-generated shock wave heating the
atmosphere as it propagates through it. In this LSD wave scheme, the absorption
zone is coupled directly to the tralling edge of the shock wave in this case, as the
shock region absorbs the laser pulse directly between the shock front and a point
known as the Chapman-Jouguet pont The CJ condition {Yimon, 1993) states that a
detonation wave proceeds at a velocity at which ambient gases just reach sonic
velocity as the wave passes The propagation of the absorption front 1s completely
controlled by the absorption of the laser beam between the shock front and the CJ

point. The laser puise absorption continues in the high pressure region again until the
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critical density is reached agamn and the plasma becomes optically thick at the laser
wavelength.

At the highest power densities of more than 1 GW/cm?, a different mechanism
is dominant. At very high power densities, the radiation flux from the plasma is so
large that before a shock wave is incident on the gas in front of the expanding
plasma, photoionisation of the gas in front of the expanding plume results in the
absorption coefficient of the plasma increasing rapidly to the point where it becomes
optically thick without the need for any energy transport from a shock wave. This
plasma 15 charactenstically very hot, and 1s a strong source of short wavelength
radiation. The LSR model results in supersonic expansion of the absorption wave as
the main constriction I1s the emission of radiation from excited species and absorption
by species in the atmosphere n front of the hot area, not the speed of sound
dominated shock wave. In terms of the energies and power densities used, ihe LSR
scheme seems most relevant to the high power densities (> 10" W/em?) used in the
experiments described hereafter, although without accurate VUV diagnostics in both
the spatial and temporal dimensions this assertion remains unverifiable.

Figure 2 on the next page (after Root 1989) shows a qualitative description of
each of the three main types of shock waves produced in an ambient gas by a laser-
produced plasma plume

A summary of these three types of expansion would be that the LSC scheme
produces a hot, slow moving wave which 18 an efficient method of converting incident
laser radiation into broadband radiation The LSD scheme results in high-density
absorption zones which propagate into the ambient atmosphere at the shock wave
velocity rather than being reliant on the speed of advance of the plasma front The
SR scheme provides the fastest moving shock wave of the three. It 1s characterised
by the creation of a very hot gas plasma in advance of the target plume that emits
short wavelength radiation. Again, all of these expansion and shock wave formation
schemes are pressure dependent, but can be assumed relevant down fo pressures
as low as 102 mBar (Root, 1989, Geohegan, 1992).
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In all cases, the gas n front of the expanding laser plasma plume 1s divided
Into a region before passage of the shock wave where the ambient atmosphere is
unperturbed and a region after passage which 1s left in a mgher energy state than
before with higher temperatures and pressures. After cessation of the laser pulse, a
shock wave passes through the ambient gas resulting in further heating of the
atmosphere in front of the expanding plasma plume. This creates a secondary
plasma through heating by the shock wave and impact 1onisation from both high
energy electrons and 1ons from the primary plasma (Kagawa, 1994). This plasma has
a number of features that make i1t ideal for spectral analysis. Since the energy
transport mechanism i1s now dominantly collisional through impact excitation and
ionisation rather than radiative through inverse Bremsstrahlung, continuum radiation
from this secondary plasma 1s greatly reduced. This means that since line intensities
remain reasonably high compared to vacuum expansion, the signal to standard
deviation ratios obtainabie in an ambient gas should be higher.

The structure inside the plume as it expands has been shown to be complex
and variant in several different ambient pressure regimes (Harilal, 2003) with a
crossover from interpenetration at pressures below 10" mBar to a gas/plasma
interface forming at pressures above 1 mBar. Both Geohegan and Harilal have both
stated that there 1s a noticeable split in emission regions at this crossover pressure.
Two emission components form; a stationary enussion component near the target
surface and a fast moving breakaway component which expands inio the gas and
has a clearly defined ermssion front. Spiitting has been observed i the breakaway
component of the plasma plume by a number of authors (Park, 1998 and Wood,
1998) - this phenomenon 1s where the breakaway component seemingly splits in two
after interaction with the gas due to colisions with the gas This s only observed
around a pressure range centred on 0.2 mBar where the plasma/gas Interpenetration
IS at its highest.

5.3 EXPERIMENT AND INITIAL SPECTRA

The experiment was configured in the same way as the initial vacuum studies
with the main difference being that after the target chamber had been pumped down
to its ultimate pressure (in the order of 10° mBar), a gas was allowed Into the

chamber by means of a needle valve - a valve with a very fine control of gas flow into



5.3 - EXPERIMENT AND INITIAL SPECTRA -100-

the target chamber. Figure 3 on the following page again shows the experimental
configuration.

Gas Inlet Valve

Figure 3: Experimental Configuration

Initial pumping to vacuum of the target chamber ensured that contributions to
spectra from gases other than those intended in the target chamber were minimal -
most experiments were performed in pressures of 10" mBar or more, so the
percentage contribution of the chamber gas was less than .01%. Pressure was easily
controlled in this chamber by fine tuning the needle valve at the chamber and
monitoring the pressures of the various different gases in the chamber with an
adjustable Pirani gauge. Since the Pirani gauge measures pressure by heat loss
through the thermal conduction properties of different gases, different conduction
constants in the gauge were required for pressure measurement in different gases.
Pre-loaded constants were available for nitrogen, argon and helium with air being
approximated to nitrogen.

All spectra in this chapter were generated with a 100 mm spherical lens due
to its superior performance in comparison with the cylindrical lens used in chapter 4.
The first noticeable change in the plasma was the visual increase in the intensity of
radiation from the plasma. Figure 4 below shows the visual signatures of laser
plasmas created in vacuum and 0.1 mBar of Nitrogen respectively.
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A) Vacuum

15 mm

B s e

| B) Low Pressure (0.1 mBar) Nitrogen
Figure 4: Laser Plasma Expansion into A) Vacuum and B) Low Pressure Nitrogen

Both plasmas were created using an 820 mJ laser pulse focused 3 mm below
the target surface, with the images captured by a digital SLR camera using identical,
manually set exposure and aperture settings. The target was the same binary target
used in the studies in vacuum i.e. the target contained 0.68% of sulphur, with the rest
iron. It can be readily seen that the plasma plume extends further into space in gas
than in vacuum and that there is a larger amount of “detail” further into the gas - these
emission features were observed during all experiments. Test spectra were taken at
both 2 and 5 mm from the target surface in vacuum and a 0.1 mBar nitrogen
atmosphere 1o see if there were any obvious changes in the spectral characteristics

of the laser-produced plasma. These spectra are shown in Figure 5.
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Figure 5: Test Spectra at A) 2 mm and B) 5 mm

As is immediately obvious, there are large differences between vacuum and
gas spectra. The most obvious feature of this new spectrum is the N** line at 68.6
nm, with several other nitrogen lines at 64.5 and 76.5 nm evident. The main interest

in the spectra is the S*" line at 78.65 nm used in the previous vacuum study as a
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calibration line. Figure 6 shows the change in this line’s intensity from data taken in

the specira featured in Figure 5.
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Figure 6: Varying S*" Intensity at A} 2 mm and B) 5 mm
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The S ine increases n intensity by almost a factor of 4 at 2 mm under 0.1
mBar of nitrogen and rematns visible further out into the plume compared to the
vacuum intensity. The background of the spectra was aiso reduced to less than half
its value under vacuum conditions, with the fading of a significant number of ron
Iines. This 15 effectively due to the distance from the hot core of the plasma where
continuum emission provides a largely decreased contribution to the radiation
emission. With these factors in mind, sulphur lines in the region were again
compared to find the best candidate for optimisation studies. The spectra themselves
were recorded in 0.1 mBar of niirogen at 2 mm from the target surface by
accumulating 20 820 mJ laser shots which were defocused by 3 mm nto the target
The resulis are shown in Table 1 below.

Table 1: Line Comparnson (Ambient Gas Spectra)

Line (nm) Peak Hei.ght (Arb, Peak Ar.ea (Arb. R? Value
Units) Units)
5% 66.14 1250.94 58 86 0.972
$*74.84 895 15 39.99 0 997
$% 75.03 377.98 13.56 0.997
$* 78.65 1758.42 73.03 0997
5% 93.34 1196.16 49.06 0989
$* 100.62 75128 31.8 0.988

As with the spectra taken in vacuum, the S* line 1s still markedly better than
the other lines tested. It also provides a highly satisfactory R? value, meaning that the
Gaussian fit of the line profile was accurate 1o a high degree. The region from 40 -
160 nm was examined for sulphur lnes but produced no addiional lines of
satisfactory intensity on which to base optimisation studies. On this basis,
experiments were aimed at improving the S* line’s signal to standard deviation ratio
(see chapter 4) by means of varying gas type & pressure, laser energy and focal
distance. The first parameters investigated were gas type and pressure
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5.4 BEHAVIOUR IN AMBIENT (GASES

Laser plasma emission was first studied using the changeable parameters of
type of gas, gas pressure and spatiai distance from the target surface in order to
assess the change in line intensity and signal to standard deviation ratio Three
gases were used in the study: argon, nitrogen and air. The absorpiion characteristics
of each gas at different pressures are shown In Figure 7. The transmission
coefficienis of each of the gases was calculated using the CXRO Matter Interaction
Calculator (ref. CXRO) using a 12 ¢m path length (the distance from the plasma to
the GCA), a temperature of 297 K (lab temperature) and a wavelength of 78.65 nm
with the pressure variable for each gas.
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Figure 7: Gas Transmission Curves at 78 65 nm for Argon (red), Air (green) and Nitrogen
{(blue) - 12 cm Paih Length

From Figure 7, one would assume that the lne intensity would be greatest
from the laser plasmas created in an argon atmosphere due to the fact that # is
perfectly transmitting at 78.65 nm - this, however, was not the case In the following 3
figures (Figures 8 - 10) the sulphur line emission in the 3 different tested gases is
shown. The spectra are an average of 3 separate accumulations of 20 820 mJ laser
shots each taken 4.5 mm from the target surface with the iaser beam defocused by 3
mm - this 15 a selection from a substantial number of spectra taken in the course of
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these experiments. It is interesting to note in these transmission curves that the
emission intensity of the 78.65 nm line in vacuum for all gases is practically zero at
this distance, while as the gas pressure increases it increases to a peak and drops off
afterwards as the pressure approaches 1 mBar in nitrogen and air - the peak is seen
at a lower pressure in argon.

Figure 8: Argon Specira - 4.5 mm from Target Surface, 20 x 820 mJ Laser Pulses Defocused
3 mm into the Target

Laser plasmas expanding into argon result in different behaviour of the S V
line than both air and nitrogen. In Figure 8, the peak emission of the S*" line was
observed in argon was at a pressure of 0.06 mBar, with a relatively sharp drop in
emission as the pressure exceeded 0.1 mBar. In pressures below 0.05 mBar, there
was little or no sulphur emission observed due to the distance from the target surface
- a result that coincides with those results presented in chapter 4 where emission
from the S*" line appeared to cease after about 3.5 mm from the target surface.
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Figure 9: Air Spectra - 4.5 mm from the Target Surface, 20 x 820 mJ Laser Pulses Defocused
3 mm into the Target

In Figure 9, we can see that the air spectrum is quite different to that seen
when argon is used as the ambient gas under the same laser energy and focus
conditions. Again, there is little or no emission observed in ambient pressures below
0.05 mBar, while the line emission gets bigger above this. There is a dramatic jump in
the emission at a pressure above 0.1 mBar, with the peak line emission recorded at
0.2 mBar. At pressures above this value, the emission steadily decreases until it is
irresolvable at a pressure of about 0.7 mBar i.e. an accurate Gaussian fit of the line
(R® > 0.9) could not be made.
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Figure 10: Nitrogen Spectra - 4.5 mm from Target Surface, 20 x 820 mJ Laser Pulses
Defocused 3 mm into the Target

Figure 10 shows the spectra observed in a nitrogen atmosphere. The
behaviour of the S*' line in nitrogen is similar to that seen in air, with the exception
that the peak emission is about 25% greater than that seen in air. The peak emission
was observed at a pressure of 0.2 mBar with the line remaining resolvable up to a
pressure of 0.9 mBar - a greater pressure than that observed in air.

Both air and nitrogen produced peak emission values at 0.2 mBar - a pressure
at which the percentage of transmitted radiation from the S* line was supposed to be
just less than 40% for both. There was also a supplementary difference between air
and nitrogen - the emission intensity from the line in air was about 20% less than at
the same pressure in nitrogen, ostensibly due to oxygen absorption bands in the
VUV.

For an analysis of line intensity behaviour, the most relevant approach was to
graph the ratio of intensity to the standard deviation of a blank part of the spectrum
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chosen to represent the background intensity in each spectrum, The “blank” standard
deviation was found using the standard deviation from 2 line-free areas in each
spectrum i.e. data poinis from 2 separate areas in the spectrum were used to
calculate the standard deviation in the background. This value was then averaged
over 3 separate spectra under the same conditions. These plots are combined with a
sample of raw line intensities in order to show the stark differences in the relationship
between the raw line intensity changes and the intensity to standard deviation ratio.
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Figure 11: A) Raw Line Intensities and B) Signal/o Ratios for S V (78.65 nm) in Varying Argon
Pressures and at Varying Target Distances
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In Figure 11A & B on the previous page both the raw line intensity and the line
intensity vs. standard deviation ratio are plotted. The raw line intensity ratio seems to
show that the best intensities were observed near the target surface with high line
intensities observed close to the target surface. This high intensity decreased as the
distance from the target surface increased - also, the intensity decreased as the
argon pressure in the target chamber increased. When the ratio of the standard
deviation in the background is calculated and the ratio between the line intensity and
the standard deviation is used, the greatest values are seen at 5 mm from the target
surface in 0.07 mBar of argon. There is a general increase in emission at all
distances in Figure 11B between pressures of 0.05 mBar and 0.09 mBar, with a drop
off above this pressure - indeed, the 78.65 nm line was no longer resolvable above
0.2 mBar.

. LogPressure (mBar)

A) Air - Raw Line Intensities with Varying Spatial Distance and Pressure

oo oa 02 5 e 05 06 u:_r- "o
Pressure (mBar).
B) Air - Signal/oc Ratios with Varying Spatial Distance
Figure 12: A) Raw Line Intensities and B) Signal/c Ratios for S V (78.65 nm) in Varying Air
Pressures and at Varying Target Distances
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Figure 12 on the previous page shows identical plots for data recorded in an
air atmosphere under the same conditions - 3 sets of 20 820 mJ shots were recorded
at varying pressures and varying distances from the target surface. These results
were averaged and plotted both on their own and as a ratio of the intensity to the
standard deviation in the background signali.

When the unmodified line intensittes are viewed, it can be seen that they
behave In a manner quite different to those recorded in an argon atmosphere.
Although there seems to be a peak in line intensities near the target surface at
pressures under 0.1 mBar, at 0.1 mBar the intensities at all distances seem to drop.
At pressures just above this, line niensities peak dramatically at 0.2 mBar at
distances over 3 mm, all the way out to 7 mm. The line can be seen at most
distances up 1o a pressure of 0.7 mBar with reasonable intensity.

The signal to standard deviation ratios again change the nature of the plot -
using this ratio, the fairly large line intensities near the target surface are discarded
due to the ratio being low. A definite peak In the SSDR can be seen at 0.2 mBar with
the highest value recorded at 4.5 mm from the target surface. Ratios were high at
distances close to the optimum distance 1.2. from 4 mm to 5.5 mm with a similar trend
in the decreasing intensity up to a pressure of about 0.7 mBar.

The final stage in optimusing the atmospheric conditions was to perform the
same experimenis in a nifrogen atmosphere. Nitrogen was chosen in order to see If
there were any differences between it and air and aiso because of 1ts role in steel
manufacturing (see chapter 1). The laser pulse parameters were again 20 820 mJ
shots, 3 sets of which were recorded 1n order to average line niensies from the
spectra.
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Figure 13: A) Raw Line Intensities and B) Signal/c Ratios for S V (78.65 nm) in Varying
Nitrogen Pressures and Varying Target Distances

The behaviour of the $** line in a nitrogen atmosphere is quite similar o that
seen in air. At pressures under 0.1 mBar, the raw line intensities are quite high at
distances up to 4.5 mm. at greater distances from the target surface, the line
intensities drop significantly. However, at all distances from the target surface the line

intensities seem to peak at 0.2 mBar with a steady drop thereafier. The S* line was
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visible in pressures up to about 0.8 mBar at nearly all distances from the target
surface up until a maximum distance of 7 5 mm from the surface.

When the standard deviation was calculated and the line intensity to standard
deviation ratio plotted, the graph shows a clear trend from the spectra, In the raw
data, the line intensities were quite high at distances close to the target surface
When the signal was high near the target surface at pressures under 0.1 mBar, the
standard dewation in the background was also large - this reduced the SSDR to low
values. At pressures of 0 1 mBar and above, the large peak seen In air IS even more
pronounced The maximum value was recorded 5 mm from the target surface in 0.3
mBar of nitrogen ailthough mast of the maximum intensities were seen at 0.2 mBar for
other distances from the target surface. Again, there is a steady declne in values up
to a pressure of 0.8 or 0.9 mBar where the line becomes indistinguishable from the
background.

From data collected on the S Iine behaviour in the ambient gases, it was
observed that nitrogen produced the highest signal to standard deviation ratios. At 5
mm from the target surface at a pressure of ¢ 3 mBar, the highest signal to standard
deviation ratic was observed before any optimisation of the laser pulse was made.
The next step in optimisation of the spectral line was opumisation of the laser pulse in
terms of energy and focus.

5.5 LAsSeER PULSE OPTIMISATION

With the atmospheric conditions in the laser plasma generally optimised for
maximum signal to standard deviation values in the laser plasma, the next stage n
optimisation of the SSDR was to vary the laser pulse both in terms of energy and in
terms of power density on the target surface. This involved both modifying the Initiai
laser pulse energy of the laser and changing the focal characteristics of the pulse on
the target by movement of the 100 mm spherical lens, as was performed in the initial
optimisation study conducted under vacuum. Since an Inctease was seen In a
reasonably narrow range of conditions, the logical course was to perform the energy
study for a wider range of spatial and atmospheric parameters relative to the
somewhat optimised atmospheric conditions. All experiments were conducted in a
nitrogen atmosphere since it produced the best spectra.
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5.5.1 ENERGY OPTIMISATION

Spectra were taken from 4 to 5.5 mm from the target surface and in nitrogen
pressures of 0.1 to 0.4 mBar, with the energy of the laser pulse being changed (via
changing the voltage across the laser flashlamps) from 200 to 820 mJ. Spectra were
averaged from 3 sets of 20 laser shots which were defocused by 3 mm into the target
1.e. the focal point was 3 mm below the 1arget surface The target was cleaned with
greatly defocused cleaning shots before spectra were recorded. The plots shown In
Figure 14 represent the SSDR data taken at each spatal position.
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Figure 14: Signal/c with Varying Pulse Energy in Atmospherically Optimised Conditions (0.1 -
0.4 mBar) at A) 4 mm, B) 4 5 mm, C) 5 mm and D) 55 mm

The specira shown above are graphed using the same y axis (Signal/o Ratio)
scale for easier comparison. The specira show that the highest SSDR figures are
obtained using the most energetic puises I.e. the maximum laser energy output, 820
mJ. The highest signal 1o standard deviation ratio was observed 4 5 mm from the
target surface using an 820 mJ puise in 0 2 mBar of mitrogen. This value was peaked
far above the surrounding spatial distances, indicating that a “sweet spot” In terms of
energy, distance and pressure had been found. With curves being reasonably flat up
to 4.5 mm, the trend at and after this distance was similar but less pronounced than
this optimum combmation of parameters, eventually falling to quite uniform behaviour

at 6 mm from the target surface.



5 5 - LASER PULSE OPTIMISATION -116-

5.5.2 LASER PULSE DEFOCUSING

Defocusing effects were studied as a further step in the energy optimisation -
again, the frade off between the target mass ablated by the laser pulse and the
corresponding size of the plasma was a desirable vanable to investigate. initial
specira indicated that a very wide defocusing range was appropriate to find the best
iens focus on target, as the degree to which line intensity and standard deviation
values fluctuated were surprising, at least to the author - the defocusing range was
surprisingly large. Spectra were therefore recorded 1n a range of nitrogen pressures
from 0.1 io 0.3 mBar by accumulating 20 820 mJ laser pulses at distances between 4
and 5.5 mm from the target surface. The focal range of the 100 mm spherical lens
was vared between -10 and +10 mm relative 1o the target i.e. 10 mm in front of and
10 mm behind the target surface. The results of this series of expenments can be
seen In Figure 15 below.
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Figure 15: Signal/o with Varying Focus at Almost Optimised Distances - 820 mJ Pulse
Energy, Nitrogen Atmosphere

Once again, the ratios calculated are the average values found from 3
separate specira in each set of conditions. The effects of changing focus and
concomitantly changing power density on the target surface are far greater than that
seen in vacuum. Previously, the best results had been seen around 4.5 - 5 mm from
the target surface but with the changes in power density this moves closer to the
target surface, with a new maximum seen around 4 - 4.5 mm. Defocusing the
spherical lens by +7 mm i.e. focusing the lens 7 mm below the target surface
produces the best results yet when observed 4 mm from the surface in a 0.2 mBar
nitrogen atmosphere. The maximum ratio seems to be consistent over all the axial
distances with maxima seen at about +7 mm in 0.2 mBar of nitrogen.
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There 1s a significant dip in the SSDR at small negative defocusing distances
in the data shown close to the target surface. This s quite an interesting effect as
since the atmosphere confines the plasma closer to the target surface than would
normally happen in a freely expanding plasma created in vacuum, the laser pulse is
focused into the hot, dense centre of the laser plasma as 1t expands. This appears to
have a very negative effect on the signal to standard deviation ratio - the line intensity
in these cases drop sharply as opposed to an increase in the standard deviation n
the background

5.5.3 VARIATION IN THE NUMBER OF ACCUMULATED SHOTS

The last variable under consideration n this study was the number of shots
accumulated in each spectrum. Up to this point, each spectrum has consisted of
radiation accumulated from 20 laser produced plasmas on the target. As a final
experimental vanable, this was changed in order to observe both intensities from the
S*" line and the resulting changing signal to background ratio. The main concern with
a large number of shots on target 1s the effect of plasma confinement in the cratered
target (Zeng 2003, Yeates 2004). The resulting plasma expansion from the target
surface can be affected due to modified electron densmes and temperatures in the
crater due to the effects of the target wall around the plasma as it 1s formed and starts
to expand. It follows from these studies that a smaller number of shots would be
preferable to avoid these effects but a larger number of shots could be desirable to
increase accumulated line emission intensities from the laser plasma. These effects
were considered with the knowledge that the main parameter would therefore be the
variation in the background standard deviation and how it changed as the number of
accumulated shots increased. Figure 16 below shows that (as may have been
assumed before the expernment was conducted) the number of accumulated laser
shots In the spectrum results in an increase in the raw ine intensity. The data was
again averaged from 3 spectra taken with the previously close-to-optimised
parameters (820 mJ pulse, +7 mm focus, nitrogen atmosphere).
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Figure 16: Intensity Increase with Varying Number of Laser Shots

The rate of increase in the intensity drops as the number of shots is increased. This

increasing behaviour changes once the line intensity has been divided by the
background intensity to produce the SSDR however. The next graph, Figure 17,

shows how the nature of the data changed once more as the background standard

deviation levels were considered.
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The data here 1s clearly peaked at 25 laser shots. The optimised conditions
that this peak was seen in were 0 2 mBar of Nitrogen with spectra captured 4.5 mm
from the target surface

5.6 CALIBRATION CURVES

The main goal of the preceding expenments was to find optimised conditions
to perform a LIPS expenment for determining low levels of sulphur in ron/steel
matrices. Spatiai distance, energy and focal parameters were combined with
gaseous atmospheres n order to see if a positive change in the emission intensity
and signal to background ratio could be seen for the most suitable sufphur emission
Iine. These conditions were seen 1o be optimised at the values shown 1n Table 2.

Table 2: Optimised Conditions for LIPS in Ambient Atmospheres

Parameter Optimised Value
Line S* 78.65 nm

Gas Nritrogen

Gas Pressure 0.2 mBar

Pulse Energy 820 mdJ
Focus +7 mm

Number of Shots 25
Axial Distance from the Surface 4.5 mm

The binary target on which the optimisation study was conducted was
changed for a target carousel (see chapter 3) consisting of six calibrated steel
standards contaming very low concentrations of sulphur - a much lower range than
the higher concentration targets used in the nitial LIPS study in vacuum. The
concentration range for this more sensitive study varied from 460 ppm down to the
lowest available concentration, 27 ppm as opposed 1o the 0.38% - 0 0119% range
used in the vacuum study. Each data point on each of the calibration curves i1s the
result of 10 sets of 25 shots on target under optimised conditions, with each of the 10
sets of shots recorded from different areas on the iarget. Each target underwent the
standard number of defocused cleaning shots prior to any spectra being recorded to
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ensure that ejecta from previous shots on target would not interfere with the data
being taken Calibration curves were constructed using both the internally referenced

scheme and sulphur intensities extracted directly from the target spectra.

5.6.1 INTERNALLY REFERENCED SULPHUR CALIBRATION

Since the sulphur line has such a high excitation energy, it was not possible to
find a suitable ron line with a similar one in the spectral range observable by the
camera. However, a ine with a similar re/ative transition energy was found quite
close - the Fe?* line at 85.97 nm. This line has a lower energy level of 0 eV and an
upper energy level of 14.42 eV, both relative to the ground state of Fe** This Is
reasonably close to the upper energy of the S*" Iine at 15.76 eV (relative to the S**
ground state), making 1t a good candidate for referencing to the sulphur line It was a
feature of the spectra that a decrease in iron emission occurred both further out from
the target surface and also with the addition of an ambient gas This hampered the
search for suitable Iron lines to reference the sulphur line to.

The first calibration curve obtained from the six targets 1s found beiow in
Figure 18, and 1s the cahbration curve found using the internal referencing scheme
where the intensity of a line under analysis is divided by an emission line of the main
constituent of the sample - In this case, iron (see chapter 2, section 5)

05+
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Linear Fit - R = 0.893

04
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Figure 18 Internally Referenced Calibration Curve - Expenmentally Optimised Conditions
{Nitrogen Atmosphere, 25 Shots, 820 mJ Pulse, +7 mm defocused)
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The method by which a limit of detection 1s extracted from an internaily-
referenced calibration curve is quite similar to that of an unreferenced curve (St
Onge, 1997). Since the standard deviation in the background signal of the target with
the lowest concentration of sulphur has been calculated at 9.8, ihis can be converted
to the 3o signal at which the detection mit 1s measured. Using the slope of the
calibration curve, this value Is then converted to the lowest detectable concentration,
the detection limit. The usual formula (equation 5.1} 1s used to calculate the limut of
detection
3oy,
I
where og Is the standard deviation in the background levels of the target with the

LOD.= 5.1]

lowest concentration of analyte and S 1s the slope of the calibration curve, as
determined by the line fithng program. In the case of the referenced calibration curve,
the hmit of detection 1s 1.8 £ 0 2 ppm with the limit of quantification concomitantly 6 £
0.5 ppm. These figures are quite accurate - the R? value of the linear fit (0.993) is
also quite good, indicating a very linear plot

5.6.2 STANDARD CALIBRATION CURVE

Another calibration curve was constructed, this time using the raw sulphur line
intensities from the spectra. Figure 19 on the next page shows the calibration curve
produced by using the raw line intensities.

The calibration curve has quite a high siope for the concentrations invoived
and yet retains a high degree of accuracy, with an R? value of 0.994 indicating good
Iinearity of the data. The slope of the line in the calibration curve 18 just above
170,000 as calculated by the line fit equation from the Ongin® fitting software The
standard deviation in the background of the target with the lowest concentration of
sulphur in it 1s about 9.8 - this Is the standard deviation that must be used to calculate
the Limit of Detection according to the IUPAC guide (IUPAC, 1878). These figures
result in a limmt of detection of 17 + 0.1 ppm and a limit of quanbfication of 57 + 0.3
ppm. These figures of merit are a litile better than those found using the internal
referencing curve, with the linear fit also a little more accurate - an R? value of 0 994

was calculated from the linear fit,
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Figure 19: Calibration Curve - Expenmentally Optimised Conditions
(Mitrogen Atmosphere, 25 Shots, 820 mJ Puise, +7 mm defocused)

The lowest limit of detection published in the literature to date has been that
published by Hemmerlin (2001) - 4.5 ppm using a neutral sulphur line in the near
VUV at 180.73 nm The same paper by Hemmerlin also states a limit of detection
using spark optical emission spectroscopy of 3 ppm, which the current work also
surpasses.

Using the standard calibration curve data, the accuracy of the elemental
concentrations of the targets was compared to their pre-calibrated values quoted
from the suppler. Table 3 on the following page shows how the data compared to
them.

The concentrations gleaned from the calbration curve compare quite well to
those quoted as the actual sulphur concentrations. There 1s an average 5% error in
the calculated concentrations - this is calculated from the error i the slope of the line
fit.
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Table 3: Calculated vs. Actual Concenirations

Calculated Concentration
Target Actual Concentration (%) | {From Calibration Curve)
(%)
361-XCCT .011 £ .00023 .0115 £ .0008
361-XCCS 014 +£.0003 .0149 £ .0007
CRMFE 1 0027 + .00006 .0026 + .0001
361-54D 046 £ .0012 .046 + .001
351-215/3 .031 £ .0007 03+ 002
361-XAAS 009 = 0002 .0087 + .0004

5.7  OBSERVATIONS & CONCLUSIONS

5.7.1 OBSERVATIONS

As has been stated n the theory section of this chapier, the reason that
emission from laser plasmas created in ambient aimospheres seems io be more
Intense is that excitation of atomic species through collisional processes 1s more
prevalent in some pressure regimes than others. It was seen that the emission from
the S* 1on reaches a maximum at 0.2 mBar - this 1s about the same pressure that
both Harilal (2003} and Geohegan (1992) have stated that the laser plasma
expansion changes from a freely-expanding vacuum mode! where particles from the
plasma can easily penetrate the area into which they are expanding to a confined
model where the plasma generates a barner beiween the edge of the plume and the
atmosphere In front of it. This behaviour was highlighted in another paper by Harilal
(2002) in which he noted a pecular plume splitting and sharpening phenomenon at
150 mTorr (2 mBar) - Figure 20 below 15 the image data from this paper.
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L pp—— _ .

Figure 20: ICCD Photos of Visible Emission from Al Plasmas in 150 mTorr Air (Copyright AlP,
Journal of Appled Physics 2003)

The collision strengths for several S* lines have been calculated theoretically
by Hudsaon & Bell {2006). The particular transitton respansible for the 78.65 nm line.

the Mg-like 1s*2s*2p°3s*'S, —1s*2s*2p°3s3p'R’, has been shown both through

expenment and calculation to have a relatively high effective collision strength (an
order of magnitude or more) in comparison to the others for which the colhsion
strength has been calculated. This goes some way to explaining how such a
relatively highly ionised atomic species 15 capable of emitting at a higher level in a
gaseous atmosphere where instinct might suggest that recombination would lead to
low densities of this 1on at distance from the target surface. [t 1s notable from the data
collected that this would also only hold for air and nitrogen - the peak emission in the
argon atmosphere occurs at a pressure of about 7 x 102 mBar. In a previous paper
from our laboratory, Khater et al (2002) showed that carbon detection limits were
best optimised n an arr atmosphere at about 0.2 mBar - again, the pressure at which
the plume spliting and sharpening has been cbserved This would seem to confirm
again that the collisional excitation and recombination enhances the emission from
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certain atomic species in the VUV as well as for the more commonly studied visible
and UV transitions.

In the emission studies conducted to date, near-UV and visible emission lines
have been used to monitor emission levels from the plasma. One paper by Naeem
(2003} indicates that there is a difference in emission levels between different charge
states of atomic species with regard to the atmospheric pressure of the gas they
expand into, showing that higher charge states tend to emit more at lower pressures
than the neutral species in the plasma. This fact would appear to hold true for VUV
emission as well as visible and UV This paper also suggests that the enhancement
of some spectral ines of zinc is due to resonant charge transfer - this is a process
where the transition energy of one level matches or nearly matches a sum of
transition energies from another species. In the case of Naeem’s paper, the energy
difference between Ne and Ne™ {21.56 eV) 1s very close 1o the sum of the excitation
energies of Zn + Zn" (21 41 eV). When the jonisaiion energies of both sulphur and
nitrogen were locked up (Chemical Rubber Company, 2006), 1t was seen that there
was no correlation in the energies between any two or more atomic energy levels, as
seen on the next page in Table 4.

However, the Jomisation energy of the N> molecule 1s very close to the st
transition energy. Since N; 18 a covalently-bonded molecule, the 1onisation energy
can be expected to be larger than the nitrogen atom, since the banding electrons are
In a more stable energy state The 1onisation energy of molecular nitrogen is 15.58
eV, while the transition energy for the $** line at 78 65 nm is 15.76 eV. This may be a
contributing factor to the increased emission in the laser plasma

Another mechanism by which resonant ionisation of an electron occurs 138
radiative excitation. In order to achieve direct ionisation, a photon must be of or close
to a transition energy of an absorbing atomic species When the Kurucz database
was searched, it was found that two singly 1onised nitrogen emission lines at 48.58
(25.52 &V) and 48.74 nm (25.44 &V) have transition energies very close io the S*
ionisation energy of 25.37 eV It 1s quite possible that radiative lonisation of the S**
species tn the plasma plume 1s seeding the plasma with S** 1ons which then undergo
collisional excitation and radiative de-excitation with the resultant emission of
radiation at 78.65 nm At the present time, a time-resolved diagnostic system does
not exist in the laboratory in DCU, so this hypothesis unfortunately remains
unverifiable,
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Table 4- lonisation Energies for Sulphur and Nitrogen Species

Species lonisation Energy AE (eV)
S 10 36001
S->g* 12.97787
S*t-> g% 11.45212
s >g* 12.432
¥ > g 25.3725
s* > g% 15.4585
N 14.5341
N ->N* 15.0672
N* -> N 17.84794
NZ > N 30 02426
N3 > N** 20 4167

5.7.2 CONCLUSION

All of the detection limiis hsted have been obtained using lines in the near
VUV at either 180.7 or 182 nm with the exception of the study by Radziemski which
used a line at 545.4 nm. A recent paper by Asimellis (2006) a line in the near IR has
been used for a qualitative study with a possible extension into a quantitative system
but nothing further is availlable in the Iiterature yet. All of the studied lines have also
been from neutral species, which makes the deep VUV study conducted by ths
author a Iittle more novel In its approach.

In terms of the detection hmits for sulphur in steel, those seen in the present
work are nearly three times better than those already quoted I1n the avallable
Iterature, the previous most sensitive being that published by Hemmertin {2001)
where a LIPS scheme in the near VUV at about 180 nm was used to achieve a
detection limit of 4.5 ppm. A companson between this study and contemporary
research into sulphur detection using LIPS 1s shown below in Table 5. The present
study contains the lowest recorded limit of detection for sulphur 1o date.
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Table 5: Sulphur Detection Limits

—

Author Mairix Detection Limit (ppm)
Gonzalez (1995) Steel 70
Dudragne (1998) Air 1500

Sturm (2000) Steel 8
Noll (2001) Steel 11
Hemmerhn {2001) Steel 4.5
Sturm (2004) Steel 7
Radivojevic (2004) Steel 73
Radziemski {2005) Soll 0.11%
O’ Leary (current) Steel 1.7+0.1
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CHAPTER VI: GENERAL CONCLUSIONS & FUTURE
WORK

he final chapter of this thesis is a general summary of the
experiments performed and the conclusions which can be
drawn from them. Some text is devoted at the end to possible
avenues of research in the future to further the goals of VUV LIPS
development as both a fundamental study of laser-matter interaction

and as an industrially important diagnostic assay tool.
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6.1  SUMMARY & CONCLUSIONS OF THE PRESENT WORK

6.1.1 SUMMARY

The goal of the present body of work has been the low-level quantitative
determination of sulphur in steels. Sulphur has a large and mostly undesirable eifect
on the material characteristics of steel with most steelmaking processes designed to
remove it completely from the end product. To this end, a number of optical emission
spectroscopy (OES) expenments were carried out designed to optimise the emission
from sulphur ions using the Laser-Induced Plasma Spectroscopy (LIPS) technique in
particular. This technique involves the use of a high power laser to generate a
typically hot, dense and short-lived plasma on the surface of solid targets. Radiation
from the plasma 15 then used for both quantiative and gqualtative evaluation of both
major and minor elements in the matenal To date, this technique has been almost
exclusively used in the visible and UV regions of the electromagnetic spectrum owing
to the ease of use of this region. This leaves a shortcoming when analysis of light
elements 1s required as these elements’ strongest emission lines lie in the vacuum
uftraviolet (VUV). The most successful studies on light elements have used spectral
hnes in the near VUV at about 180 nm, with a notable exception being the analysis of
carbon conducted by Khater et al. in 2002, That study proved the feasibility of deep
VUV spectroscopy by attaining a imit of detection for carbon of 1.2 ppm, the lowest
hmit of detection vet achieved.

A variation on the most commonly used LIPS methodology i1s used for the
current VUV studies. li involves the use of a fime-integrated detection system instead
of a time-resolved one to capiure radiation emitted from the plasma. In a conventional
LIPS system, ight from the entire plasma plume is transporied by optical componenis
into a spectrometer where the specific wavelength range is selected and captured by
a time-resolved detector. This allows the user to block out broadband “continuum”
radiation from the early stages of the plasma by switching the camera on a sufficient
time after the continuum-dominated stage has subsided and the emission is line-
dominated. A novel and unconventional approach used in the current body of work
uses the spatial charactenisiics of a laser plasma l.e. that the area closest to the
target surface consists of continuum dominated emission and that areas further from
the surface consist mamly of line~dominated emission.

In order to use the space-resolved LIPS technique, a modern, high-power Q-
switched Nd:YAG laser sysiem operating at the fundamental frequency of 1064 nm
was used 1o generate laser plasmas In a custom-made vacuum chamber. The targets
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were held in such a way that iis position could be manipulated externally without the
need to vent the chamber for each set of spatial parameters. The focusing lens for
the laser system was also mounted on a rail 50 the focal charactenstics could be
changed according to the targets’ position relative to the optical axis of the target
chamber. Radiation from the plasma was spatially isolated by use of a pre-siit inside
the target chamber. This radiation then entered a 1 meire VUV spectrometer
equipped with a 1200 grooves/mm Al+MgF. diffraction grating which has a reciprocal
hnear dispersion of 0 83 nm/mm in the first order at its blazed wavelength of 80 nm.
An Andor Technology back-illuminated VUV-sensitive CCD camera was used to
capiure the spectra praduced. The camera was used In “full vertical binning” mode
which means that photon counts in the vertical plane were summed. All equipment
was kept at a constant pressure of 2 x 10° mBar due to the high absorption of VUV
radiation by the atmosphere at atmospheric pressure. Later expenments using buffer
gases used a glass caplllary array (GCA) to isolate the target chamber from the
spectrometer and CCD camera, with gases being pumped n at a controlled rate.

Optimisation studies were conducted using a binary target consisting of
0.68% sulphur, with the remainder ron. As the optimisation studies were concluded
and the optimum plasma production conditions discovered, the binaty target was
switched for a target carousel consisting of six targets, each with a different
concentration of sulphur in it. In the first set of optimisation experiment conducted 1n
vacuum, a sulphur concentration of 0 119% - 0.38% was used to obtain data for a
calbration curve In the second set of expeniments, a range of 27 ppm (parts per
million) - 460 ppm was used.

6.1.2 CONCLUSIONS

The following conclusions may be drawn from the present body of work.

Vacuum Studies. An iniual survey of the VUV spectrum from 40 - 140 nm was
made 1n order to ascertain which sulphur emission lines were suitable for the present
work In this survey, four spectral ines at different stages of ionisation were observed
to be free from spectral interference from underlying iron emission lines and to have a
reasonable intensity These lines were: S |V at 66.142 nm, S IV at 75.03 nm, S V at
78.65 nm and S VI at 93 3 nm. Of these, the S V line at 78 65 nm had the highest
Integrated emission intensity of the four, and was chosen as the main hne with which
to conduct the optimisation study. The first series of expenments involved the
comparison between hine and point plasmas using a cylindrical and a sphencal lens.
This showed that the drop off in intensity with increasing spatial distance was more
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rapid using the cylindrical lens, but that the underlying continuum was more muted.
As the laser pulse energy was varied, It was observed that the signal to standard
deviation ratio using the sphencal lens was far superior at an optimised energy of 600
mJ, while the cylindrical lens was optimised at 820 mJ - the maximum output energy
the laser is capable of Following the energy results, variation of the lens focal
conditions were examined. This involved moving the lens inio and out of focus on the
target surface with the result that the power density on the surface changed. At the
optimised energies, the cylindrical lens was seen 1o be optimised with the lens focus
1 mm below the target surface The results from the spherical lens were more
Intsresting however -~ a large dip in intensity was seen when the lens was focused 1
mm in front of the target with the best resulis clearly seen when the lens was focused
4 mm under the target surface.

With these parameters optimised for the calibration, experiments were
performed on a selection of targets containing a wide range of pre-calibrated sulphur
concentrations. These experiments resulted n calbration curves using both the
cylindrical and sphernical lenses. The calibration curve using the cylindrical lens
resulted in an intercept on the y-axis of the graph that was quite high, indicating the
possibility of a transifion into a non-linear emission state with lower concentrations of
sulphur A limit of detection of 42 ppm was extracted from the calibration curve graph
with a concomitant imit of quantification of 139 ppm. The spherical lens produced
better results, although the y-intercept produced by the calibration curve remained
high. A mit of detection of 28 ppm was obtained, with the concomitant limit of
quantfication of 94 ppm

Studies in Gaseous Atmospheres. With the results from the previous study on

targets in vacuum n mind, experiments using buffer gases were conducted using
only spherical lenses. Preliminary observations indicated that the disiance at which
sulphur emission could be detected was double that of the vacuum studies. With
such a large vanation in spectra, another survey of suitable analytical ines was
conducied. Despite the change In spectral emission, the resonant S* Iine at 78.65
nm remained the brightest ine compared to 9 others in 1dentical plasma ignition
conditions.

The first parameter investigated in this series of expeniments was the gas type
and pressure. Argon, air and nitrogen were used as buffer gases with data taken in
each of the gases at different pressures and distances. The large amount of data
taken meant that the behaviour of the emission line in each gas at varying distances
and pressures could be compared, with the best range of pressures and distances
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chosen for further analysis. Spectra taken n each of the gases showed contrasts,
with the result that the highest signal to standard deviation ratio was observed in
plasmas created in a 0 3 mBar nitrogen atmosphere at distances of about 5 mm from
the target surface.

This led to another series of experiments geared towards optimising the laser
puise energy In the nitrogen atmosphere. Peaks were seen in the data taken in a 0.2
mBar atmosphere, with the best data recorded at 4.5 mm from the target surface. The
data was taken over a range of different pressures and distances to account for any
locahsed fluctuations In the signal to standard deviation ratios. Defocusing of the lens
accounted for the second part of the laser energy parameter, with trends seen to be
best at the closer distances to tﬁe target surface 1e. 4 and 4 5 mm. The best results
were seen with the lens defocused 7 mm under the surface of the target, a
comparatively large distance compared to the vacuum study. The best data were
agan observed in 0.2 mBar of nitrogen.

Under these almost optimised conditions, some data was taken to compare
the differences the number of accumulated spectra made. This was done as cratering
of the target surface can have an effect on the shape of the emerging laser plasma
owing to partial confinement effects. It was seen that, despite the steadily increasing
emission from the laser plasma, the signal to standard deviation ratio was maximised
at 25 laser shots.

With the basic analysis of optimum conditions now completed, calibration
curves of ithe data were plotied using a set of targets with low concentrations of
sulphur present in them. Two approaches 1o the calibration curves were used - the
internaliy referenced method and the unreferenced method previously used in the
vacuum studies. The internally referenced calibration curve resulted in a limit of
detection of 1.8 ppm, while the unreferenced curve resulted in 1.7 ppm. Both of these
limits are far better than those produced in vacuum and almost 3 times better than
the best available LIPS limit of detection published in the Iiterature to date.

6.2 FUTURE WORK

The VUV TISR-LIPS spectroscopic technique has been proved to work
extremely well in this body of work and on previous occasions (Khater et al., 2000 &
2002). The challenges facing the development of the technique are now twofold - the
continuing application 1o the detection of low levels of different elements & matnces
and possible ntegration of the VUV technique into an industrial manufaciuring hine
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6.2.1 AUTOMATION

In the author's opimion, the first task that should be completed for the
furtherance of the VUV LIPS technigue 1s the automation of the analysis process. In
its current form, when spectra are recorded using the CCD carnera software they
must be reformatied, imported into the fiting programme and the desired line
manually selected before a curve fit 1s applied to it. The process by which sections of
the spectrum then have to be selected for the standard deviation to be calculated I1s
equally long-winded, with the appropnate areas of the spectrum manually selected
Automation of the line fiting should be achievable using a computer programme such
as Matlab © which has the most commonly used functions such as the Gaussian and
Lorentzian profiles avallable as standard features, with the more complex profiles
such as the Voight profile readily accessible to the software with the assistance of the
Matlab online community Calculation of the background standard deviation has been
commented on in the Werature (Dawson, Snock & Pnce, 1993) with some novel
solutions published (Schulze et al., 2006). With the automation of both of these tasks,
spectra could be analysed quickly and efficiently with mimimum time spent on the
more tiresome aspects of the analysis process. This would enable more targets to be
analysed quicker, with the result that more elements could be studied with more
permutations in the type of spectrum taken and a possible industrial prototype
developed.

6.2.2 DUAL PULSE TECHNIQUE

A great deal of research has been performed over the past number of years in
the use of more than one laser pulse for generation of [aser plasmas for the LIPS
technique. There have been numerous reports of sighal enhancement using multiple
pulses in several configurations - a comprehensive review of these can be found In
Babushok ef al. (2006). Enhanced signals, a larger ablated target mass and longer-
lived plasmas have been observed in the course of these studies using different
beam geometres, different wavelengths, different [aser pulse lengths and different
inter-pulse delays Some research has also been carned out on resonance-enhanced
laser ablation, where the wavelength of one of the incident laser pulses matches that
of an observed transition (1 e. the resonant laser pulse pumps the transition nto its
excited state) Resonant enhancement i1s an impractical goal for VUV LIPS because
of the radiation wavelengths involved; however, the enhancement of signals due to
increased mass ablation and also processes In the plasma plume (reheating) are
quite feasible for further study These enhancements have not been limited to UV and
visible transitions In the plasma either - enhancements of VUV and soft x-ray
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emission has also been observed using laser pulses incident on a “pre-plasma”
generataed by a primary laser pulse (Murphy et al., 2003)

The application to the existing system of a second laser would require the
synchronisation of a second laser to the existing timing system in such a manner as
to enable the inter-pulse delay to be maodified easily and reliably. This could be done
via the purchase of another delay generator relatvely easily, providing there is
availabiliy of a second laser system. The picosecond laser system already in use in
the laser plasma labs in DCU would be an excellent method of comparing the
emission from both types of laser plasma - expansion dynamics of nanosecend and
sub nanosecond plasmas tend to be dissimilar in nature and may have an effect on
the type of emission observed from an expenment (See, for example Stavropoulos et
al., 2004 and Barihélemy et al., 2005).

A second consideration 1s the method by which the second laser beam is
introduced Into the plasma. There are two configurations used in dual pulsing
experiments - collinear and the orthogonal. The collinear configuration would be
relatively straightforward to implement, however the orthogonal configuration may be
a greater challenge as 1t would require modification of the existing chamber as there
is only one free port into which laser pulses may enter The collinear expenment
would allow greater manipulation of the inter-pulse delay, but the orthogonal
experiment has the advantage of shining the laser pulse onto a select area of the
plasma paralle! to the target surface This would be particularly interesting given the
spatially resolved nature of the current experiment

6.2 3 PLASMA DIAGNOSTICS

Plasma diagnostics would be a good complement to the dual pulse technique
as plots of electron densities and temperatures would give a greater insight into the
mechanisms behind the enhanced emission observed in the VUV (Murphy et al,
2003) There has been a huge amount of research into plasma diagnostics over the
years, with several commonly used techniques used for the determination of
temperatures and pressures In the laser plasma (see for example Griem, 1964 and
Lochte-Holigreven, 1995). This has already been attempted by Khater (2002) with
limited success due to the lack of availability of a VUV sensitive gated CCD camera
When an intensifier is used in conjunction with a CCD camera, 1t acts as a high-
speed shutter by remaining open for tmes as low as a couple of nanoseconds. The
problem with the fabrication of a VUV sensitive intensifier is that a suitable material
has yet 1o be found out of which the intensifier can be fabricated.



6.2 - FUTURE WORK -139 -

In the course of this research, the author has attempted plasma diaghostics
twice with limited success in one case and no success mn another. In the first
Instance, a 0.5 m Imaging spectrometer was used with a visible ICCD detector to try
to study electron densibes in the laser plasma. A huge number of iron lines were
observed In the 300 - 700 nm range (the effective range of the spectrometer’s
diffraction grating) to such an extent that the resolution of the spectrometer was
insufficient to fully distinguish individual iron or sulphur lines. The second attempt was
made using an expernmental camera provided by Andor Technology, supposedly
sensitive In the VUV region On use, it was found that the camera was not in fact
sensitive to radiation dispersed by the VUV diffraction grating from 40 to 160 nm.

Plasma diagnhostics using a VUV sensitive ICCD detector would represent a
great addition to the current research The earliest parts of the plasma’s lifethme could
be investigated also allowing for diagnostics on the higher 1on stages to be performed
with a modern, two dimensional detector. The differences between spatial and
temporal resciution in the VUV LIPS expenment could also be compared directly.

6.2.4 INDUSTRIAL COLLABORATION

With the widespread use of LIPS as an industnal analysis technique, the
logical step for the VUV LIPS system is integration intc an industrial environment
There are a number of firms around the country involved in the manufacturing of steel
products in which quality control plays an important part. The use of VUV LIPS in
these plants would provide valuable data on industrially relevant steel samples to
both the manufacturer for greater control of sulphur and carbon and to the
expenmenialist in order 1o gain a greater understanding of the manufacturing process
in terms of elemental inclusions in the end product. The role played by LIPS in the
LIBSGRAIN project (Bulajic et al.,, 2002} has led to greater development of the
technique in general and has led to the wprovement in qualtty of a manufactured
product - both parties have benefited from the use of this analysis system The
specific detalls and requirements of a manufacturer are somewhat different to those
of a laboratory and require modification of both equipment and its method of use;
however the advantages in terms of the progress made on the technique
development and the advantage to the wider industnal community make the
challenges facing the VUV LIPS analytical technique well worthwhile
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APPENDIX A: EQUILIBRIUM IN PLASMAS

A laser produced plasma Is considered to be in complete thermal equiibnum
(CTE) if the following conditions are satisfied (Carroll & Kennedy, 1981)"

= All neutral species, 1ons, electrons and particles can be described by the
Maxwell velocity distribution

= The population distributions over the states of any atom or ion in the plasma
are given by the Boltzmann distribution

= The number of 10ns In a charge state Z can be related to the number of ions in
a charge state Z-1 using the Saha equation (see Chen, 1984 for example)

= The intensity distribution of the radiation in the plasma-occupled space can be
calculated accurately using the Planck formula

A laser produced plasma in a steady state occurs when the rate of onisation
in the laser plasma Is equal to the rate of recombination. The plasma temperature is
also constant in the above state. The last criterion also implies that the laser plasma
is ophcally thick at all frequencies In order for the Planck distribution to accurately
model the radiation from the plasma. In most laser produced plasmas these four
critena are not approached and require the use of other methods to approximate the
equilibrium state of a laser produced plasma. The three most commonly-used models
used in laser plasma physics are Loca/ Thermal Eguilibrium (LTE), Coronal
Equilibrium (CE) and Coflisional Radiative Equilibrivm (CRE). The mam factor
affecting the correct application of each of these models 1s the electron denstty in the
laser plasma Detalled descriptions of each of the following equilibrium states can be
found 1n McWhirter (1965).

LoCAL THERMAL EQUILIBRIUM (LTE)

Local thermal equilibrium occurs in a laser produced plasma of sufficiently
tugh electron density when collisional processes are more dominant in the plasma
than radiative processes - Hughes (1975) states that the probability of collisional de-
excitation must exceed that of radiative de-excitation by a factor of 10 for LTE to
apply. The collisional excitation processes are also in balance with the collisional de-
excitation processes. Plasmas in LTE can be descrnbed at discrete local paoints by all
the critena for a plasma n CTE with the exception of the Planck formula - radiative
effects are assumed to play a negligible role in the equilibrium state of the plasma In

this model. The temperature 7, which describes the velocity distribution of the ions
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and neutrais and the electron temperature 7, are not assumed to be the same in this

model. This is based on the fact that electron-atom and electron-ion interactions are
of far greater significance than atom-ion interactions, which do not greatly affect the
equilibrium condition.

The lower eleciron density boundary below which the jaser plasma cannot be
described as being in LTE has been derived by McWhirter (1965) and 1s given by:

n, > 1.6x10%T72 yiem™ [A1]

e

In equation [A.1], 7, 1s the electron temperature in Kelvin and ¥ 1s the excitation

potential in eV of the atomic/ionic transiion under consideration.

CORONAL EQUILIBRIUM
As the electron density of the plasma decreases over time to the point where
it is comparable to the Sun’s corona (n, ~10%cm ) the probability of radiative de-

excitation becomes comparable to de-excitation by collisional processes, even
exceeding it at low densities. In this model, the main excitation process 15 due to
electron impact 1onisation due the optically thin nature of the bulk plasma. The main
de-excitation processes are also radiative - in these low density plasmas the low
coliision frequency means that radiative de-excrtation 1 the dominant process type
and 15 primarily achieved through spontaneous radiative decay and radiative
recombination. The fact that the atomic processes have varying degrees of
importance and that each of these processes are not directly in balance with its
inverse results in the establishment of a different type of equilibrium, as outlined by
Colombant & Tonon (1973).

COLLISIONAL RADIATIVE EQUILIBRIUM

The development of the CRE model of equilibrium in laser plasmas was to
compensate for the intermediate electron density ranges 1.e from about

n, =10 —10*cm™ where nerther the LTE nor CE models can be effectively applied.

These electron densities correspond to the critical densities of plasmas created with
CQ; and Nd:YAG lasers respeciively. The model itself 1s based on the CE model,
with modifications made n order to include collisional de-excitation and three body
recombination processes in the upper energy levels of transitions occurring In this
density range, as in the LTE model. Radiative recombination and spontaneous
radiative decay remain an important inclusion for the lower energy levels, as in the
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coronal model. The two primary criteria for the vald application of the CRE model
have been stated by Colombant & Tonon (1973} and are:

1. The velocity distribution of the electrons in the laser plasma must be
Maxwellan. This occurs when the electron-gleciron relaxation time is smaller
than the heating time, a common feature of laser produced plasmas.

2. The population density of species In the charge state Z +1 must not change
o any significant degree when the steady-state population distribution is
being established amongst the species in the plasma of charge Z .

The steady-state 1on distribution has been defined for the CRE model by
Colombant & Tonon (1973) as:
Py _ $(2.%.)
n, | (Z+LT)+n0,(Z+1T)]

[A.2]

In [A.2], the terms apply as follows:

= 8 (Z,i’;) Is the collisional ionisation coefficient
= @, (Z+1,T,) is the radiative recombination coefficient

« oy, (Z +1,Te) 1s the three body recombination coefficient

Equation [A.2] has been derived with the assumpton that m plasmas with an
electron temperature of greater than 30 eV, the three body radiative recombination

term n,o, is far lower than that of the radiative recombination term ¢, . As such, the

1on distribution equation [A.Z] can be approximated to be densny-independent, with
the following reiationship holding:

zzguzﬁ3 (A3]

where 4 1s the atomic number of the relevant element. This relation 1s applied more
successfully to elements with high atomic number rather than the ighter elemenis.
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APPENDIX B: TARGETS

All target matenals in this appendix can be found in the Glen Spectra
Reference Materials catalogue, the company from which they were purchased.

The table 1s split into three main sections. The first 1s the binary target used
for the optimisation studies, the second is the set of targets used for the calibration in
chapter 4 and the third 1s the set of targets used n the calibration found in chapter 5.

Concentration (%)
Target Set Sample
Sulphur iron
Binary 341-14920 0.68 99.62
361-65C 0.115 97.89
361- 50E 0.0119 99.83
Chapter 4 182-206A 0.26 98 45
1T
arget Set 361-54D 0.046 97 27
201-123 038 97 08
361-52D 0.088 97.75
361-XCCT 0.011 96.99
361-XCCS 0.014 99.46
Chapter 5 081-CRMFE1 0 0027 99.88
Target Set
rgetse 361-54D 0.046 97.27
351-215/3 0.031 98
361-XAAS 0.009 990.78
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APPENDIX C: SPECTRAL LINE PROFILES

The majonty of this appendix can be found in Lochte-Holtgreven (1995).
Spectral ines emitted from laser produced plasmas are, in general, observed

to have a finite range directly proportional to the width of the entrance slit of the

spectrometer The intensity profile 15 centred on a frequency v, and can be

represented by the equation:
byt

I= { I(v)dv [C.1]

o
Spectral ne profiles are characteristic of condittons prevailing in the plasma and also
the influence the dispersion instrumentation has The types of line profile they result
in are Gaussian and Lorentzian, with a convolution of the two resulting in the Voight
profile. The convoluted Voight 1s the most common type of ine profile due io several
broadening mechanisms present in a typical experiment.

Doppler breadening 18 where thermal motion of an emitting species 1n a laser
produced plasma shifts the central frequency of the spectral line so that the resulting
profile is broadened. Doppler broadening results in a line profile of the Gaussian type
which is of the form:

F(x)=Cexp [——E;?J [C.2)

1
In which case B4 and C are constants.

Stark or collisional broadening n a laser produced plasma occurs when the
energy level structure of an atomic species is perturbed when it colides with charged
particles in the plasma. The line profile most commonly associated with Stark
broadening 1s the Lorentzian profile, of the form:

F(x)= . [C.1]

Again, B; and C are constants. Natural broadening I1s another type of broadening with
a Lorentzian profile. it is caused by the fact that exact determination of the energy
state of an electron 1s impossible due to the Heisenberg uncertainty principle. Natural
broadening accbunts for the mmimum possible line width (the full width at half-
maximum, FWHM, of the spectral line) observahle from an emission source

Consider a spectral ine with wo componenis where the first component of

the line can be represented by the function I(x)= f(x) and the second component
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can be represented by the funcion I{x)=¢(x) where x Is relative to the central
wavelength of the spectral line (4,) re. 4,—4=x When both functions act on a

point on the profile x= 24", the corresponding intensity at this point I1s given by the

equation:
F(H)= [ £(x)$(3 ~x)ds = F () (C.4)

If both components of the line profile are Gaussian, the total line profile can be
considered as a Gaussian with the constant By calculated to be B =B + B>, If

both components are Lorentzian, then the total line profile can also be considered to

be Lorentzian with the appropriate constant B, calculated by B, =B, +B] f both

types of components are acting on the line intensity simuitaneously, then the
resulting profile is known as a Voight profile - a convoluilon of both types of iine

profile. The Voight profile takes the generalised form:

i)
()

Voight profiles appear generally Gaussian near the centre and Lorentzian near the

F(x)= [C.5]

wings of the ine. A comparison between the three types of line profile can be seen in

Figure 1 below.

r
el

Vorght Profile

Gaussian Profile

} Lorentzian Profile g
-

Intensity / arb. units

Enasrgy f eV

Figure 1: Comparison of Gausstan, Lorentzian and Voight Line Profiles (Taken from Hesse,
Streubel & Szargan, 2007)
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As seen n Figure 1 on the previous page, the three types of line profile have
been fitted to an imaginary spectral line with a set peak value i.e. the intensity at the

central frequency of the line, v, 1s the same for all three profiles. The shape of the

Iine profiles after this is different - If each of the profiles shown above were integrated,
each would result 1n a different area under the curve It 1s therefore wital that the
proper line profile is used In the analysis of spectral lines, as this can affect the
results of ine integrations to a large degree.
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