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Abstract

Machine Translation (MT} systems tend to underperform when faced with long, linguis-
tically complex sentences. Rule-based systems often trade a broad but shallow linguistic
coverage for a deep, fine-grained analysis since hand-crafting rules based on detailed lin-
guistic analyses is time-consuming, error-prone and expensive. Most data-driven systems
lack the necessary syntactic knowledge to effectively deal with non-local grammatical phe-
nomena. Therefore, both rule-based and data-driven MT systems are better at handling
short, simple sentences than linguistically complex ones

This thesis proposes a new and modular approach to help MT systems improve their
output quality by reducing the number of complexities in the input. Instead of trying to
reinvent the wheel by proposing yet ancther approach to MT, we build on the strengths of
existing MT paradigms while trymg to remedy their shortcomings as much as possible. We
do this by developing TransBooster, a wrapper technology that reduces the complexity of
the MT input by a recursive decomposition algorithm which produces simple input chunks
that are spoon-fed to a baseline MT system TransBooster 1s not an MT system itself: it
does not perform automatic translation, but operates on top of an existing MT system,
guding it through the input and trying to help the baseline system to improve the quality
of its own translations through avtomatic complexity reduction.

In this dissertation, we outline the motivation behind TransBooster, explain its de-
velopment in depth and investigate its impact on the three most important paradigms in
the fleld Rule-based, Example-based and Statistical MT. In addition, we use the Trans-
Booster architecture as a promising alternative to current Multi-Engine MT techniques.
We evaluate TransBoaoster on the language pair English—Spamish with a combination of
automatic and manual evaluation metrics, providing a rigorous analysis of the potential
and shortcomings of ocur approach.

vi
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Chapter 1

Introduction

Machine Translation (MT) has been an active area of research in Artificial Intelligence (Al)
since the 1950s. Over the years, initial overinflated expectations (‘the production of fully
eutomatic high-quality translations i an unrestricted domain’) have been scaled down due
to the complexity of modeling the human translation process. In recent years, the quality
achieved by MT systems is sufficient to make MT commercially viable, not as a substitute
for the human translator, but as a possibly useful time-saving component of a translation
process that involves other important components (such as translation memories, on-line
dictionaries, terminology management systems and human post-editing).

Most of the existing commercial MT systems are implemented based on the rule-
based transfer paradigm (RBMT) The main theoretical limitation of this paradigm 1s
that transfer rules alone are not sufficient to replace the real-world knowledge that hu-
mans use to perform translation (Bar-Hillel, 1960). In addition, hand-crafting rules based
on detailed linguistic analyses is time-consuming, error-prone and expensive. Therefore,
commercial RBMT systems tend to trade a broad but shallow hnguistic coverage for a
deep, fine-grained enalysis. As a consequence, most existing commercial MT systems do
not perform to the best of their abilities: they are more successful in translating short,
gimple sentences than long and complex ones The longer the input sentence, the more
likely the MT system will be led astray by the lexical, syntactic and semantic complexities
in the source and target languages. When MT systems fail to produce a complete analysis

of the input, their recovery strategies for rendering a translation often result in ‘word



salad’

In this dissertation, we investigate whether it is possible to help MT systems improve
their translations by reducing the number of complexities in the input Instead of trying
to reinvent the wheel by proposing yet another approach to M'T, we build on the strengths
of existing MT paradigms while trying to remedy their shortcomings as much as possible.
We do this by developing TransBooster, a wrapper technology that reduces the complexity
of the MT input by a recursive decomposition process which produces simple input chunks
that are spoon-fed to a baseline MT system. In other words, the objective of TransBooster
is to enhance the quality of exusting current MT technology through a divide-and-conquer
approach. We verify whether the reduction in complexity provided by TransBooster is
suflicient to achieve this goal

This thesis 1s not about the development of an MT system. It describes the theory
behind and the deployment of a wrapper technology to be used on fop of existing MT
systems. This 1s a new area of research in MT with little related previous publications.
Thurmair (1992) and Gerber and Hovy (1998) experimented with similar ideas, as we will
explain 1n Chapter 2, but to the best of our knowledge, this is the first large-scale attempt
to improve MT output through automatic complexity reduction.

In order to test the possible advantages of recursive sentence decomposition for a par-
ticular MT system, it would have been possible to design an application for that particular
MT system by using the knowledge of its internal workings. Instead, we chose to treat the
MT systems that were interfaced to TransBooster as ‘black bozes’. This has the advantage
that the TransBooster technology can be used on top of all sorts of different MT systemns,
regardless of their implementation or of the MT paradigm that they adhere to.

During the development of TransBooster, human parse-annotated sentences of the
Penn-II Treebank (Marcus et al., 1994) were used as input. The results obtained on this
‘verfectly annotated’ input constitute a theoretical upper bound for the improvements that
are possible for unannotated text, which has to be parsed automatically as a necessary
step prior to decomposition. Once the TransBooster algorithm was finalised, we performed
experiments with the output of two state-of-the-art statistical parsers ((Charniak, 2000)

and (Bikel, 2002)). Current state-of-the-art probabilistic parsing technology is capable of
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providing tree-based precision & recall scores of around 90% and dependency-based scores ‘

of argund 830% The expenments conducted will show whether the possible advantages

through complexity reductlon outweigh the inevitable errors and noise introduced by even

e,

the best available parsers.

Although the ma_]orlty of the commermally avaﬂable MT systems are (stlll) rule—based oy

most of the current research m MT is corpus based w1th Statzstzcal Maehme 'I&*anslatlon
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(SMT) and Example-Based Machme Translation (EBMT) being the predominant research
paradigms. S'mce most of the currently available datasdriven systems are ot able to-effi- =

ciently deal with non—local syntactlc phenomena long and syntactically complex sentences

pose a significant chalienge to both SMT and EBMT. Therefore, after experlmentmg with
TransBooster on top of three RBMT systems, we investigate the effects of ‘TransBooster’s

cdmple'kity reduction orl a phrase-based SMT system and a marker—based EBMT system.
fi
In addztlon gwen that TTansBooster is mdependent of the mternal workmgs of its

client.MT systems, 1t is possible to mterface i s1mu1taneonsly w1th several MT engmee 'i .
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Chapter 8 concludes and outlines possible areas of future research.

The research presented in this dissertation was published in several peer-reviewed Con-
ference Proceedings. (Mellebeek et al , 2005a) and {Mellebeek et al , 2005b) present the
basics of the TransBooster architecture and show its performance with respect to rule-
based MT. Subsequently, TransBooster was adapted for integration with data-driven MT
systems, the results of which are published in (Mellebeek et al, 2006a) for SMT and
{(Owczarzak et al., 2006)! for EBMT. {Armstrong et al, 2006} contains more informa-
tion on how the baseline system for the EBMT experiments was constructed. Fmally,

(Mellebeek et al., 2006b) analyses the use of TransBooster as an MEMT interface.

! Although most of the experimental work for this paper was carried out by my colleague K Owczarzak,
the background algorithms and design are largely my own work.
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Chapter 2

MT by Recursive Sentence

Decomposition: Rationale

2.1 Introduction

Fully Automatic High-Quality Machine Translation (FAHQMT) in an unrestricted domain
is considered an Al-complete problem! by many researchers (Trujillo, 1999}, since solving
this problem seems to require the equivalent of human intelligence. Instead of pursuing
the futile quest for this ‘holy grail’, contemporary research in Machine Translation (MT)
focuses on trying to make MT useful rather than perfect.

If we are allowed to omit one of the three above-mentioned requirements (‘fully-
automatic’, ‘high quality’, ‘unrestricted domain’), then it is uncontroversial to assert that

useful MT systems have already been achieved

1. FAHQMT systems have been developed for restricted domains such as weather re-
ports (Chandioux, 1976; Chandioux and Grimaila, 1996) and heavy equipment man-

uals (Nyberg and Mitamura, 1992) amongst others.

2. High-quality M'T in unrestricted domains is feasible if the MT system 1s ‘aided’ by
human post-editing (Krings, 2001). Also, the use of controlled language (Bernth
and Gdaniec, 2001; O’Brien, 2003), designed to eliminate the maximum amount of

ambiguities in the input, can lead to a significantly improved MT output. The use

1A problem 1s defined as Al-complete if 1ts solution requires a solution to every major problem m Al
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of controlled language-for internal documentation is common practice nowadays in
many major companies (eg. SIEMENS (Lehrndorfer and Schachtl, 1998) or FORD

(Rychtyckyj, 2002) to mention only'a few).
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Fully-automatic MT 1n an unrestrzcted domam rare]y produces hlgh quality output
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the World Wlde Web Nevertheless, a less—than—perfect transla,tlon can be sulﬁc1ent
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TransBooster is situated n this third domain: it was initially designed to improve

the output of fully-automatic wide-coverage MT systems. In this chapter, we motivate
the rationale behind TransBooster. Section 2.2 contains a brief analysis of the potential
and Limitations of the most-‘impoi""cant a,p'proaches to MT. In Section 2.3, we explair'i-how
' ’I‘fai'lsBoosterl_can help MT systems improve their’ owr output by reducing the compléxity
‘of u{é ilrlput We‘}a'ls‘o sléﬁatei our ejpgfoéxleh with respect to the othér appros,éhes to MT in

the three-dimensional MT model space of (Wi1, 2005) Finally, in Section 2.4, we ‘analyse
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Approaches. to MT are usually categorised as-either, rule-based (RBMT) or corpus-based

+ (CBMT). “RBMT- -gystems employ- rules hand—crafted by ‘humans to perform translation,
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‘ whereas CBMT systems' use machine leafning: techniques to mduce‘trar;sla.tion knowledge
from 'bilingual aligned- corpora; . Up-until the mid 1980s, the; vast majority of MT .re-
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Interingua

Transfer

>
analysis Generation
Direct Translation
-

Source text Target text

Figure 2.1: The Vauquois MT triangle.

a translation for each SL word is selected in a bilingual dictionary and a certain local
reordering in target might take place. Many of the early MT systems were based on
this approach.

POTENTIAL:
o relatively easy to implement.
LIMITATIONS:

e severe limitations in ambguity resolution and correct word order generation.

o limited scalability: for n languages, n(n— 1) dufferent entire systems have to be

implemented.

Transfer-based RBMT Transfer-based MT systems relate source and target language
(TL) at the level of syntax. An analysis module produces the intermediate syntactic
representation, a transfer module finds a corresponding syntactic structure in the
TL and a generation module generates a TL output. Transfer-based MT was the
most popular research paradigm until the late 1980s. Most of the currently available
commercial MT systems were designed based on this approach (e.g. METAL (Ben-
nett and Slocum, 1985) or Systran (Senellart et al., 2001) to mention only a few).

POTENTIAL:

o improved ambiguity resolution and treatment of syntactic phenomena, espe-

cially for closely related languages
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o 1mproved scalability with respect to Direct RBMT: for n languages, n analysis

and generation modules and n{n—1) transfer modules have to be implemented.
LIMITATIONS:

o lack of coverage: grammars designed on crude heuristics and tested on toy

sentences, limited lexica.

o coverage expansion is problematic and could lead to an increase in ambiguty,
since new rules might interfere with old ones. Danger of over-analysis and

over-generation.

e a huge amount of rules and extensive lexica are time-consuming to build and

€ITOr-promne.

o the task is much more difficult and less successful where the intermediate struc-

tural representations differ to any great degree between SL and TL.

Interlingua-based RBMT Interlingua systems try to incorporate a universal meanng
representation which renders a language-dependent transfer phase unnecessary, using
ouly an analysis phase into and a generation phase from this language-independent
interlingua to produce correct translations. The problem of finding an adequate
meaning representation for all languages is closely related to knowledge-representation
problems in classical Al, one of the major difficulties in the field. Research in interlin-
gua M'T was popular during the 1980s and early 1990s (e.g. ROSETTA (Landsber-
gen, 1989), KBMT (Goodman and Nirenburg, 1991), PANGLOSS (Frederking et al.,
1993}}, but has now largely been abandoned due to the complexity of the task.

POTENTIAL:

o in theory, the solution to MT, since real-world knowledge appears to be a
prerequisite for FAHQMT (Bar-Hillel, 1960).
o perfect scalability for n languages, n analysis and generation modules have to

be implemented.

LIMITATIONS:



o not feasible in practice due to the difficulty of the knowledge representation

problem,

During the 1980s, a number of factors led to a resurgence of interest in empirical
techniques in Natural Language Processing (NLP): (i) the symbolic, rule-based approach
had proven insufficient to provide high-quality solutions for most NLP problems, (1i) the
emergence of computers with sufficient speed and memory to handle large amounts of
data, and (iii) the availability of large-scale machine-readable corpora.

In MT, the two exponents of the empirical or corpus-based approach are Statistical MT

(SMT)} and Example-Based MT (EBMT).

Statistical MT (SMT) SMT uses bilingual aligned corpora and probability models of
translation to estimate the most likely language output sentence e, given a for-
eign input sentence f, or in other words argmaexzP(e|f). In the early word-based
IBM models (Brown et al., 1993), this probability was estimated by decomposing
argmazP(e|f), as an instance of the noisy-channel approach, into two sources of

information, a translation model P(fle) and a language model P(e):

argmazP(e|f) = argmazP(e)P(f|e) (2.1)

Later SMT research improved the performance of the early SMT attempts by incor-
porating phrases or sequences of words into the models in a variety of ways ((Yamada
and Knight, 2001; Och and Ney, 2002; Marcu and Wong, 2002; Koehn et al., 2003;
Chiang, 2005) to mention only a few). At this moment, SMT is the dominant re-
search area in Machine Translation.

POTENTIAL;

o minimal human effort, easy to build.

o elegant way to deal with idioms and local ambiguities, both lexical and struc-

tural.

e robust,

LIMITATIONS:



e domain specificity: highly dependent on training corpus.

¢ the need for large amounts of traming data.

o syntactically 1'1m1ted§ 6ﬁ1y 1océl‘syntactic phenomena can be dealt with.
Example-based MT (EBMT) Machme ’I‘ranslatlon by analogy. The SL sentence 1s
split up 1nt0 a number of chunks, whmh are matched against fragments 1n a blhngual
" & o m

aligned, corpus After ldentlfymg the correspondmg translamon fra_gments n t,arget

these are recombined 1nto,the apprppngte target, text: EBMT startedrwlthl(Nagaq,i

1984) but research did not take off until the late 1980s Nowadays 1t is the second

most 1umportant research para.d1gm in the field after SMT. Cf. (Carl and Way, 2003) o

for an overview of recent approaches in EBMT.

POTENTIAL AND LIMITATIONS®

e similar to SMT lirtations, EBMT systenis generally do not requife as much

training data as SMT systems but rely 'on deéper lingilistic informatici, which
" might not be trivial to extract ‘ I

Lo L R o
s ! T T T R I R R I

Few MT systems are.‘pure’ impleﬁleg‘nuations.Qf.qne:of the abovesmentioned approaches.

. - . \- N - B . 3 - s .
+Qften, they combine several techniques 11;130|a.,hybr1d ‘slplutlon. For exa{npl_@, it 1s.common
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- for modern RBMT systems to.incorporate, a, cgytaig,émohgr;t?of statistical techniques for

word-sense disambiguation or the translation of idioms. Célu'talfl typt_as@f;SzM;I" systems try -

to ih¢orporate lingusti¢ knowledge-n; fheir models (Yamada and: Knight, 2001;,Charniak
et al ; 2003; Burbank, et al', 2005;-Chiang, 2005). Also, it is not uncommon for EBMT

systems to use techmgues: spec1ﬁc to the SMT community (Groves and Way, 2005; Menezes’

and Q,uurk 2005 Armstmng etaal 2(}06) 1 o o T . . -

Heated deba,tes»'over whether & partlcular systein 1s:SMT EBMT or RBMT at its-core
are not unco;nr,nop nsthe M@commug@y. Such discussions are sometimes motivated by

rather subjective-ciiteria.and’ d()lnot;coﬁt;fibute to‘aabette‘rehnderstapdingvof the simila}ities

"andidiffei'leﬁcés“‘@_f ‘the {raripﬂss‘i\rd_iil-:appfbaches. Wit (2005) Brovides an elegant, fornal .

solution for .this"problém: ~Hé: suggests: a three‘idii;;gﬁsi'pnal "MT.model spacesin. which
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compositponal

statastical

lexical logical

schema-based example-based

Figure 2.2: Wu's 3-D model space for MT.

formal dichotomies of (1) compositional vs. lexical, (ii) statistical vs. logical, and (iii)
example-based vs schema-based

The COMPOSITIONAL VS. LEXICAL axis measures the level of compositionality in the
bilingual transfer rules of an MT system: compositional transfer rules declaratively de-
scribe how larger chunks can be translated by recursively composing smaller translated
chunks, whereas lexical transfer rules directly translate lexical items into their target
equivalents. The STATISTICAL V8. LOGICAL axis represents the extent to which mathe-
matical statistics and probability are used in the MT system The EXAMPLE-BASED VS,
SCHEMA-BASED axis indicates whether translation is performed based on a large hibrary
of examples or on abstract schemata.

Wu (2005) plots the trajectory of the historical development of a number of MT ap-
proaches in the 3-D model space, an adaptation of which is presented in Figure 2.3, In this
figure, RBMT systems are repiesented by triangles, SMT systems by circles and EBMT
systems by squares. The evolution in RBMT systems moves from highly compositional
and logical systems (Locke and Booth, 19535) to slightly more lexical systems (Chandioux,
1976; Maas, 1987), incorporating more statistics along the way (Senellart et al., 2001).
SMT systems move from the word-based IBM models (Brown et al , 1993) towards more
compositional and example-based models {Wu and Wong, 1998; Yamada and Knight,
2001; Och and Ney, 2002) EMBT systems evolve from pure analogy-based systems (Na-

gao, 1984, Lepage, 2005) to more lexical template-driven systems, with certain approaches
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Figure 2.3: Trajectory of historical development of RBMT, SMT and EBMT
systems, respechively represented by triangles, dots and squares,
according to (Wu, 2005).

incorporating more statistics (Groves and Way, 2005, Menezes and Quirk, 2005).3 At the
end of Section 2 3, we mdicate where TransBooster is situated in this model space

The basic idea of TransBooster emerged after analysing commoen flaws of fully-automatic
wide-coverage MT systemns, such as the many on-line MT systems that populate the World
Wide Web, most of which are rule-based. Since a detailed linguistic analysis of translation
input is potentially costly, both in terms of development and processing time, and because
of the importance of robustness for commercial MT, wide-coverage MT systems tend to
trade a broad but shallow linguistic coverage for a deep, fine-grained analysis. As a con-
sequence, most existing commercial M'T systems are more successful in translating short,
simple sentences than long and complex ones. The longer the input sentence, the more
likely the MT system will be led astray by the lexical, syntactic and semantic complexities
in the source and target languages,

If & method can he found to reduce the number of complexities in an input sentence

before sending the input to an MT system, the same MT system should be able to improve

3Cf. (Wu, 2005) for the full details
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the quality of its output since a reduction in complexity, in theory at any rate, relieves
some of the burden on its analysis, transfer and generation modules, which are often lim-
ited to analysing local phenomena. In this thesis, we present the design, development and
deployment of an application that achieves this desired complexity reduction by recursive
sentence decomposition. TransBooster breaks down input sentences into smaller, syntac-
tically ssmpler chunks and embeds these chunks in short context templates that mimic the
context of the original sentence. TransBooster then spoan-feeds the resulting chunks to

the MT system, one by one, and uses their translation to compose an output sentence,

2.3 TransBooster: Basics

TransBooster acts as a wrapper technology application® it operates on top of an existing
‘baseline’ MT system, guiding its translation, as is shown in Figure 2.4. TransBooster
splits an input sentence S mto N chunks Cy ...Cy, sends these chunks for translation to
the baseline MT system and forms the output § by recomposing the recovered transla-

! ')
trons C) .. Cy.

TransBooster MT Englne

Figure 2.4: TransBooster interfacing with basehne MT system

Throughout the entire process, the baseline MT system is treated as a black box
and does all the translation itself. In other words, TransBooster tries to enhance the
MT system’s own possibnlities through a divide-and-conquer approach by reducing the
syntactic complexity of the mput.

The fact that TransBooster does not presuppose any knowledge of the internal workings

13
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of the baseline system used, makes 1t possible to interface the program with implementa-

tions of any of the different M'T architectures outlined in Section 2 2. In Chapter 6, we

L ‘ .

present an analys1s of the application of rIransBooster on top of three w1dely—used commer-

u.' %

cial rule—based systems, as well as the results of 1nterfacrng our approach with an in-house. N

[ \,w.r

constructed phrase—based SMT system In Chapter 7, we descrlbe how 'IransBooster car

N *“‘“:unﬂ_w

be 1nterfaced w1th multlple MT engmes sunultaneously in a multi- engrne MT archrtecture
. oo K Lo )ﬂ‘a |n"|1 ! wo,m
The followmg examples 1llustrate the rat1onale behmd 'I‘ransBooster, namely that com-
.v,.[ . ag - (RN [T PP .
plex1ty reduct1on through sentence decomposrtmn can lead to rmproved translatlons -
K s i ' "_
Example 1 ' ' ' o
. N , . ,
Compare, the translatlons (Englrsh—rSpanrsh) by a human trans]ator and the MT system
developed by SDL Internat1onal4 of the exarnple sentence in; ( 1)
. :"- " " [ [ R :
(1)  Source . ‘His, stubbornness has, in fact, created problems wheré they
' h ~ oo T ' i
e ' dldn’t'eXJSt ool e e . A, L
Human translator ‘De jhecho, su terquedad ha, creado problemas donde antesI _—
' ‘ DO ex1stlan A ' yo T ' ' St E"“ t UThF
L SDL ‘Su terquedad tiene, de hecho, los problemas creados donde r . u,
ellos no-existieron’ - P e
‘- L I P ‘.\:, L I '_. G \ w. Lo MI‘U I'.vr o v NSaT
JIn thrs example, the fact that the auxrhary ‘has and the marn verb ‘created’ are t ey
W L ~:,, wolome Ty ,4:'5 "”. [N ) =F§
separated by the adverblal phrase 1n fact’ causes the MT system 4t0 wrongly 1nte1pret ( e
[N ] - ! e R 4@ Ayt . T 15\ .’ "‘fnr' 0 ;C‘t o rl watoa' s R ﬁ;.‘
‘has .as, the main verb and created’ as a past part1c1ple modlﬁer generatlng the erroneous oL ,g ‘
N ' ey bt e w, #, e '1.',2
translations ‘tiene’ and creados ) - .
4 oA o ) A o= .z =" . -
: 4 i A . , o T , r
Nonetheless the MT systerln is able to correctly translate the shorter strmgs in (2) _
R o m:tumw noa s ' ' !
These strmgs contam decomposed parts of the 1nput sentence (mcluded in square brackets
. LGN P L L I T N 4 [T T,
(. ]) embedded in & suitable context:- As: wnll be explarned in detall n Chapters 4 and 5, .
- T “"‘ N ,:1‘ T -4 x Y .’3: ,-‘ o P L | ‘1'
N '
the presence of context templates m1m1ck1ng the orrgmal context in wh1ch ‘the cornponent
R ‘L 'f Lo o *M ¥ ! D ' = S o L ' ;' ot
strlngs occurred rs necessary to gnsure a correct translatlon ’
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e ; D : e
b T ' . .
L3 ' 1
%,‘ b g roa
[‘ ‘ (2) a ‘{His stubbornness] 1s nice.” — ‘[Su terquedad)] es agradable.’
:1 b,  “The man [has created] cars’ ~ ‘El hombre [ha creado] coches ’
| ¢ ‘[In fact], the man is sleeping * — ‘{De hecho], el hombre duerme.’
E d.  ‘The man has seen [problems where they didn’t exist]’ — ‘El hombre ha visto [lus
F’ - problemas donde-ellos no existieron]. .
o The recomposition of the translations’of the component strings results in (3).
I. o, , . . ; b, o o e ‘ ,
! (3) ‘Suterquedad, de hecho, ha creado los problemas donde ellos no existieron’, ' '
[T : R I } B R [ %‘“I Vo [ - ;!
L , This recomposed tfanslation 18 better,than the original-output produced for the com- L
) plete input string by the same MT system in (1), since the removal of the ambiguity caused
[ . - .
b - by the adverbial phrase ‘in fact’ helps the system to recognise ‘has created’ as a verbal
s unit, allowing its generation module to output the correct ‘lia creado’, just like the human
o translation.
Example 2 N )
o LI i 3 L Y b . o f i ; o o o
L Do Compare the translations (Englhi_shﬁGerginran) by a human- translator and the MT system
; © Systran?iof the example séntence-in (4),,. wy = vl e oo e g e e
f (4 “S(;J{xrce:‘ o © “Thé-chairtnan, a long-time rwa,l <of Bull Gates, likes fast' B DA
L o o, and confidefitial deals ’ o .
; " Human-translator ' “Der Vorditzende, ein langfhistiger Rivale kvon Blll* Gates, ERE N e
B &t b L% L., mag schnelle und vertrauhcherAbkomme A o ’
: Systran . ‘Der VorSJtzende, em langfrlstlger Rwale von Bill Gates, ' N
ru gL ‘ . ST G]elche fasten und vertrauhche Abkommen l*“i‘“ AT ; ‘ g
li ’ ' The préblem irl the output‘fprﬂo'ducéd“ by“S‘yst’i:anﬁresidés in a"wrong homograph- res- .
1k C e ‘ '
S ‘ olution of ‘11kes and ‘fast’” (hkes 15 1nterpreted 4s a’notn instead as a verb, .and ‘fast”
I P
LS recewes A vérbal 1nterpretat10ni mstead of the correct nominal one}. Although ‘the MT
l ." j . : . - = e DA ..:4?:— ==; =i S oo i, e e
| output ism many TESPECtS § s1m11ar to "the” human tra,nslatlon the m1smterpretat10n oft only
" T ' \‘ . e , - L : . 7= o e |
r ' two 1tems in the~source sentence renders the'result unintelligible As in the prévious ex-
§ ample breaklng up the or1g1na1 strmg ifito snnpler pa,rts in (5) fotdes ‘the MT system ton"
by ' 1 T 1 " [ M
I 1rnprove e mterpretatlon ‘of the wrongly jdéntified' pafts. ¢ e o
! ‘ R R R e PE - S R B R T ST PO TR
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(5) & ‘[The chairman, a long-time rival of Bill Gates,] is sleeping.’ — ‘[Der Vorsitzende, emn
langfristiger Rivale von Bill Gates,] schlaft ’

b *The man [likes] dogs ' ~ ‘Der Mann [mag] Hunde.’

¢ ‘The man sees [fast and confidential deals]' — ‘Der Mann sieht [die schnellen und
vertraulichen Abkommen).'

The recomposition of the component parts in (6) results in a sigmficantly improved
translation with respect to the oiiginal translation produced by the MT system in (4), due
to the fact that the complexity reduction by decomposition helps the MT system analyse
‘likes’ as a verb and ‘fast’ as an adjective, leading to the improved translations of ‘mag’

and ‘schuellen’, respectively.

(6) Der Vorsitzende, ¢in langfristiger Rivale von Bill Gates, mag die schnellen und vertraulichen
Abkommen

It 15 not true that complexity reduction through sentence decomposition will automa-
tically lead to improvements in all cases. Care must be taken to split a complex input
sentence at the appropriate boundanes and to embed the decomposed chunks in a context
that preserves enough similarities with the original to avoid mistranslations. In addition,
even a perfect decomposition coupled with a coirect context embedding will not auto-
matically lead to improvements: 1if the baseline MT system does not contain alternatives
for a given lexical item, an improved analysis or homograph resolution will not lsad to
a different translation for that item The lollowing examples demonstrate the need for

caution when changing the original structure of the input sentence.

Example 3

Compare the translations (Enghsh—Spanish) by a human translator and Systran of the

example sentence in (7):

80n the differences ‘schnetlen/schnelle’ and ‘vertraulichen/vertrauhiche’ when comparing this example
to (4) German adjectives receive the weak mflection -en m the accusative plural case after the definite
article ‘die’, as occurs 1n this example. When no article is used, as 1s shown the human éranslation of (4},
they receive the strong inflection -e. Both constructions are correct
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(7 Source “The nurses, nervous about therr new job, handed the sur-
geon the wrong instruments.’
Human translator ‘Las enfermeras, nerviesas por su nuevo tra,baJo dreron los
wistrumentos incorrectos al eirjano,” |
Systran ‘Las enfermeras, nerviosas sobre su nuevo trabajo, dieron a
cirujano los imstrumentos incorrectos.’

In this case, the ouﬁpot prodﬁceﬁ I‘by ‘Srystraﬁ is-a quite accurate and well-formed

1 anslation of the orlginal apart from a few minor details (the generation of the preposition

3 '

‘sobré’ instead of the correct * por “the \o;nisslu‘)‘n .of the article- ‘e’ which’leads to ‘the’

erroneous ‘a cirujano’ mnstead of the correct ‘al ¢irujano’). A possible decomposition into

smaller chunks could lead to (8): .".. N ‘

(8)

‘[The nurses] are sleeping.” — ‘[Las enfermeras] estdn durmiendo’

@

b “The man, [nervous about thelr new, jObS] — ‘El hombre,u[nervmslo sobre sus nuevos
trabajos]

¢ ‘SUBJ7 |handed] 0BJ2'0BJL." — ‘SUBJ [dio] OBJ2 OBJ1.’

d, lsee, [the Surgeon] 3 ‘Veow [a c1ru3ano] A | - L

o .
! ! 1 o

I see [the wrong’ mstruments} - ‘Veo- {los instfumentos mcorrectos]

This leads. to Jthe recomposed transla.tlon in (9) e t, R
I A } e k

(9) ‘Las enfermeras, nervioso obfe sus nuevos trabajos, dic a cirujano; los instrumentos'
- 1ncorrectos I - :

' -
' 5" -h

o N
Y y o5
N e

In this case, the output of the recomposed translation is worse than the oflgmal trans-

+lation. of the entlre .input, strmg 1n*(7),4.smce the subJect-verb agreement betweengThe

i |.w’ﬂ . b \471J;=11 W
il AJ(

mirses’ and ‘handed’, as well as the 4head-mod1ﬁer agreement between * nurses ‘and”‘nér-

vous IS“mISSlng, 1ead1ng £0. erroneous tra.nsla.trons of ‘dlo and ‘nervioso’, The reason for

’, [N " ' A ‘-“\ \
Ly wot “1' J:‘ L IR TR I T R I,fmn L

this deterioration is the selection of too basic & placeholder for the substltutlon of the NP

‘The nurses as well as the use of 8 deﬁc1ent context (The man ) for the same NP.

I - ' 3 e et i
TR 1 G . ' a "
1 (e

Example 4

Togep

! £ " ‘4=‘ - \ gk, e "!I] !ni,f“l‘ll ny “*m' KRR TRE A \

Compare the trafslations. (EngllshaGermanv)- by a huma.n translator and the MT system

Logol\/[edra of the example sentence in (10).”
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TSUBRJ, OBI1 and OBJ2 are non- word gtring Substltutmn Varla.bles, Wh]Ch w1]lL be further explamed‘
in Chapter 4 on page'57" - - g
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tﬁ!n 1 . o s )

F (10) Source “The adcused ‘pleaded guilty Lo the corruption charges.’

= Human translator ‘Die  Angeklagten bekannten sich zu den Korrup-

}r . , honsvorwiirfen schuldxg

|‘ ' LogoMedia "I Angeklagten ‘bekannten sich schuldig zu den Korrup-

- tionsanklagen.’

Ft.’?;.‘ e - . agt Am . " =y
ﬁ As in the previous example, the output produced by the MT system is quite acceptable.
jf ‘ The only mMInor errors’iare, & shghtly lawkwa,rd word. order and the. fact that corruptronf
] charges is translated as the correct but rather mfrequent ‘Korruptionsanklagen instead
[74",‘” . . P 5 : 4 3

- of the more usual’ ‘Korruptlonsvorwurfen Nevertheless the MT output would achleve a
l )

e high score when measured for accuracy and fluency.

i A possible decomposition into smaller chunks could lead to (11):

o . _ ' .

T i ' ' | L -2 ' " Lot , ,
(11) a  ‘[The accused] aré sleeping.” = {[Die Angeklagten| schlafen ’

Lo ‘ b. ‘The men [pleaded].” — ‘Die Manner [plidierten].’

F e ' ~ e ‘I am |[gwlty € the corruption charges]’ 5 “Ich bin [zu den Korriiptionsgebuhren
; schuldig].’ ) '

‘g‘{") , [ .,'."“ , 0 N I"‘ u'i"“."- J it i, I“,”" s -

% This leads to the recomposed tranela,tlon in (12) i

F : - (12) . ‘Die Angeklagten pladlerten zu.rden Korrupt]onsgebuhren schuld]g Fale o e

of the entrre lnput strmg in (10) is the sphttmg of the 1d10m .pIead guﬂty , leading to. the
1 e r~‘l S Cow s NGE ! 3 ol Fu et ("i.*i.l
‘' erroneous pladlerten wliich is a l]tera.l' translatlonr of pleaded" In addltlon, the change

o

*, W e Lt ”‘“»"' JJP\

ofﬁcontext of gurlty to. the corruptlon .charges callses the ‘ML system to <tra,nslate the,

compound corrupt:on charges’ *lntO the nonsensmal ‘Korruptlonsgebuhren mstead of the
'(L . ‘I . L 1, PRI

o K
P I

qu1te correct ‘Korrupmonsanklagen Probably, this is caused by the'fact thit ‘the transfer

module of LogoMecha uses semantlc criteria to select output candlda.tes for a lex1cal 1tem

¥t e.;,,\ T

4 o

“to correctly select"the legal a.lternatlve for’ ‘charges namely “Anklagen’, instead 'of the K

_— \ l1tera1 mterpretatlon_ ‘Gebuhrer_x which createg the amusmg 1mpressron that the accused
won v 0 4, e “rs,., Mgl mn N’ e ‘"q]i_(.lj (.Li-l 2t 'y v(ir“ i " w‘J’ e n\‘g.a noL - LA

' ) ! I 4 *#I. !
charges to be entltled to. corruptmn

Vrids

are standing trlal for paying "

. .Thé:main réason why this. translation is. considefably Worse than theloriginal output+;g.
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decomposition, while, at the same time, trying to mimimise the amount of noise produced
by the algorithm.
The working of TransBooster is explained in detail in Chapters 4 and 5. The following

is a brief resumé of its working

TransBooster decomposes an input sentence into optimal chunks by us-
ing a recursive algorithm that starts at the top-level node of the syn-
tactic parse tree representing the input string and examines each node
as it traverses the tree. The produced chunks are embedded in context
templates which are at the same time sophisticated enough to to yield
a correct translation of the embedded chunks, and simple enough to
send as sunple an input as possible to the MT engine. While keeping
track of the position of the translation of the chunks in target, Trans-
Booster retrieves the translations of the embedded chunks produced by
the baseline MT engine and recombines the output chunks to produce
the final result, which we expect to be of higher quality than the auto-
matic translation of the original, complete and complex input sentence,

We mentioned 1n Section 2.2 that we would situate TransBooster in the 3D MT
Model Space of (Wu, 2005). TransBooster is a hypercompositional, logical and schema-
based approach to MT that can be interfaced with any type of MT system, using the
MT system ag if it were an internal dictionary, as 1s graphically presented m Figure 2.5,
TransBooster does not, to any extent, rely on a library of examples at run-time: therefore
it is graphically located at the very start of the X-axis. Although TransBooster itself
does not use statistical models for decomposition or recomposition, its input is produced
by state-of-the-art statistical parsers: therefore we situate it in the middle of the Z-axis.
Given that the compositionality of TransBooster is at the core of its workings and since 1t
was designed to be primarily interfaced with MT systems that are already compositional
in nature, we define it as hypercompositional and situate it at the extreme end of the

Y -axis.
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Figure 2 5 TransBooster in Wu’s 3-D model space for MT The arrows repre-

sent the fact that TransBooster can be interfaced with all types of
baseline MT systems.

2.4 Related Rese

METAL were designed bas

of the Interior (Deprez et

decomposition module to r

arch

During the early 1990s, research took place at the Umiversity of Leuven (Belgium) and
Siemens-Nixdorf Ltd. to try to improve METAL (Adriaens and Caeyers, 1990; Thurmair,
1992), a commercial rule-based system, by manual sentence decomposition. Researchers
were faced with the problem that, since most of the rules comprising the modules in
ed on simple toy sentences, the quality of the system sharply
decreased when faced with longer sentences in a real-world scenario. Therefore, when
testing the performance of METAL for the translation of legal texts at the Belgian Ministry
al., 1994), it was decided to incorporate a manual sentence
educe the original complexity of the sentences and boost the
overall guality of the output The decomposition module was named ‘Tarzan’, since it

was designed with simplicity and robustness ag main guidelines. In a pre-processing step,
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long input sentences”

were manually decomposed into smaller chunks, some of which were
substituted by placeholders. The placeholders indicate a certain syntacto-semantic class
that was recognised by the METAL engine during the subsequent translation of the chunks.
For example, s would be the placeholder for a noun phrase with semantic type ‘+
human’, s0 for a noun phrase with semantic type ‘-human’, ea for an adverbial comple-
ment, etc. With this technique, antecedents, subjects, direct objects and adverbial or
prepositional complements could he split off in order to create shorter translation units.
As an example, the sentence ‘Dans une réunion qui a duré trois heures, le directeur de
la division a accepté les propositions des employés’ would be decomposed as indicated in
{13):
(13) ‘Dans une réunion’ (='m a meeting’)

*a0 qu1 & duré 3 heures,” (= s0 which lasted for three hours)

‘aa le directeur de la division a accepté s0' (= ‘ae the manager of the division accepted
s0)’

‘les propositions des employés ’ (= ‘the employees’ proposals’)

Experiments were conducted for the language pairs Dutch—French and French—Dutch.
Although no concrete results on the overall influence of Tarzan on the performance of
METAL were published, two of the main researchers in the project!® affirmed, when con-
tacted in 2006, that the use of Tarzan was able to improve the performance of METAL
to a certain extent, especially when long input sentences proved too complicated for the
MT engine’s analysis module to be correctly interpreted.

Both Turzen and TransBooster are attempts to improve the overall translation qual-
ity of complex sentences by sentence decomposition. However, there are a number of

significant differences between both approaches:

1. The decomposition by TransBooster is fully automatic, whereas in Tarzan, each

input sentence is chunked manually as a pre-processing step.

2. In Tarzan, constituents are substituted by a code which is internally recognised

by METAL's translation modules. In TransBooster, constituents are replaced by

®There 15 no data available as to the exact number of words that an mput sentence had to contain in
order to be eligible for decompasition.
0Geert Adrnaens and Filip Deprez.
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Substitution Variables that have to be translated by a baseline MT system. In other
words, TransBooster is independent of the baseline MT system used while Tarzan

was 1mplemented specifically to be interfaced with the METAL engine.

In the late 1990s, a collaboration between the University of Southern California and
Systran Ltd resulted in an experiment with a sentence-splitting algorithm to reduce the
complexity of long input sentences for a Japanese—English MT system (Gerber and Hovy,
1998) Based on the assumption that shorter sentences are easier to translate due to the
fact that they contam fewer ambigwities, a Sentence Splitter module was developed to
decompose certain input sentences at the clause level This module was inserted into the
translation pipeline of Systran, midway in the analysis process. Japanese input sentences

were split into smaller units if the following conditions were met:

1, The original sentence is a mimmum of 20 words long

2. A continuative or infinitive form verb phrase is found followed by a comma or a

clause conjunction is found.
3. The verb phrase is not functioning as an adverbial/extended particle.

4. The resulting sentences will be at least 7 words long,.

In the case of a sentence spht, some resulting paits were modified by adding a replace-
ment subject to ensure that they made up a complete, new sentence. The splitting process

is demonstrated in example (14), glossed from Japanese:

(14) Ongmal input: ‘In the future, increase of the super distance aeronautical transport
which centers on between the continents can be considered for certain, can expect to
21 century beginning demand for 500-1000 supersonic transport planes with 300 seats.’

Split mput' ‘In the future, increase of the super distance aeronautical transport which
centers on between the continents can be considered for certain. You can expect to 21
century beginmng demand for 500-1000 supersonic transport planes with 300 seats.’
The results of two experiments in which human evaluators were asked to judge the
readability of translations generated from both split and unsplit input did not suggest

that the use of the Sentence Sphitter module significantly improved the original unsplit

output, or, to quote from the authors: 7t s not unreasonable to suspect that splitting
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sentences does not, for the current guality of Systran J-E output, make much difference
in understandabilety’ (Gerber and Hovy, 1998). They cite as possible reasons for this
unexpected result. (i) the set-up of the testing procedure, (ii) possible flaws in the selection
of sentence-splitting points, and (iii) the relatively low overall output quality of the baseline
system.

The Sentence Sphitter module significantly differs from TransBooster in a number of

mmportant aspects:

1. The Sentence Splitter module was plugged into the analysis phase of a specific com-
mercial MT system (Systran), whereas, in cur approach, the entire commercial MT
system is interfaced to TransBooster with the sole purpose of returning translations
from input chunks. The analysis of the original sentence, the decomposition nto
optimal input chunks and the recomposition of its translations are done by Trans-

Booster itself
2. The Sentence Splitier module only focuses on splitting sentences at clause level.

3. Unlike in TransBooster, the decomposition of the Sentence Splitier module is not

recursive: 1t stops as soon as the algorithm has identified possible clause boundaries

Note that TransBooster was conceived independently from both Tarzan and Sentence
Splitter The 1dea behind TransBooster originated prior to learning about the existence

of the research mentioned in this section.

2.5 Summary

In this chapter, we have motivated the rationale behind TransBooster. Afier giving a brief
overview of the most important MT paradigms, we explained the basic idea underlying
our approach, namely that a recursive complexity reduction at the input side can lead
baseline MT systems to improve on their own output. We compared the TransBooster
approach to other MT paradigms by situating it in the three-dimensional MT model space

of (Wu, 2005) Finally, we compared our approach to relevant related research.
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Chapter 3

Methodology: Baseline MT
Systems, Development Phases,

Evaluation

3.1 Introduction

In this chapter, we outline the methodology used throughout the rest of this dissertation.
In Section 3.2, we briefly describe the baseline MT systems that were interfaced with
TransBooster. We provide more information on the format of the input wnto the decom-
position algorithm in Section 3.3. Finally, in Section 3.4, we explain how the performance

of TransBooster is evaluated.

3.2 Baseline MT Systems

The idea of TransBooster originated after analysing common flaws of freely available, on-
line MT systems, most of which are rule-based. Therefore, as a first obvious choice, we
decided to interface TransBooster to several commercial rule-based systems: LogoMedia,
Systran and SDL. These systems were selected based on their relevance on the translation
market (Hutchins et al, 2006), their overall quality and the availability of the language

pair that we required for testing (Enghsh-—Spanish). We initially experimented with a
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fourth on-line MT system, PromT?, but decided not to proceed with this system in a later
stage of the project in order to scale down the experiments to a manageable size.

Initial translations were performed by accessing the systems on-line. Since all systems
restrict the size of input files for on-line processing, each time a translation was needed, it
was necessary to spht the mput into a number of smaller files, upload the files onto a web
server, access the translation engines with a script executing WGET? in batch-mode and
assemble the output. In order to speed up this process and to avoid occasional failures of
the on-line engines, we acquired academic licences for the in-house use of LogoMedia and
Systran It was not possible to acquire the engine of SDL, so we continued with accessing
the SDL engine ou-line,

Despite the fact that most commercial wide-coverage MT systems are rule-based at
present, 1t is interesting to verify the effect of a TransBooster approach on top of CBMT
systems as well, since most MT research today is corpus-based. Some of the major dif-
ficulties that data-driven MT systems face (e.g. word order issues, inability to capture
long-distance dependencies) relate to thewr lack of syntactic knowledge. Since SMT and
EBMT are the two major exponents of the data-driven approach to MT, we examine in
Chapter 6 whether the syntactically-driven decomposition algorithm of ‘IransBooster is
able to improve the output of an SMT and an EBMT system.

The baseline SMT system that we used is an in-house constructed phrase-based SMT
system {English—Spanish) using the Giza++ alignment tool (Och and Ney, 2003), the
SRI Language Modeling Toolkit (Stolcke, 2002) and the Pharaoh decoder (Koehn, 2004).
The system was trained on data from the English—Spanish training section of the Europarl
corpus (Koehn, 2005). More detailed information on the construction of the SMT system
is provided in Chapter 6.

The bascline EBMT system that we used 15 the NCLT’s® marker-based MATREX
system (Armstrong et al, 2006). More information about this system will be provided
during the discussion of the experimental setup for the EBMT evaluation in Chapter 6.

The core compenents of TransBooster are language-pair independent, on the condition

Thttp.//www e-promt com

WGET 15 a free software package for retrieving files using HTTP, HTTPS and FTP.
http-/ /www gnu.org/software/wget

®National Centre for Language Technolegy, Dublin City University.
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that the input is parsed into a structure similar to the one used in the Penn-IT Treebank.*
Only a limited number of modules in the program rely on language-specific material.?
However, for evaluation purposes, a specific language-pair had to be selected. We chose
to evaluate our system on the language pair English—Spamish since (i) this commercially
relevant language pair 15 implemented by most on-line MT systems, (11) a large amount of
traimng data (Koehn, 2005) is available for the construction of CBMT systems, and (i)

the developer is familiar with both languages.

3.3 Development Phases

In the first phase of the project, we used as input data to TransBooster an existing treebank
resource, the Wall Street Journal {WSJ) section of the Penn-IT Treebank (Marcus et al.,
1994), containing about 1,000,000 words and 50,000 trees/sentences. The Penn Treebank
is the largest available human parse-annotated corpus of English, and has been used as the
standard test and training material for statistical parsing of English. Since the linguistic
structure of the sentences i the Penn Treebank has been constructed,/revised by human
annotators, it is considered to be near perfect. In other words, using the parse-annotated
Penn-IT sentences as input data is equivalent to using a hypothetical TransBooster system
with a ‘perfect’ analysis module that does not introduce any noise. Therefore, the results
that we obtain for these ‘perfectly annotated’ sentences will yield a theoretical upper
bound for the improvements that are possible with our approach based on automatically
parsing new unannotated text.

In the second phase of the project, we experimented with a number of existing parsing
methods to analyse previously unseen sentences. The resulting analysis serves as input
to the decomposition algorithm developed during the first development phase Since the
output format of most state-of-the-art statistical parsers differs only slightly from the Penn
Treebank annotation, the main structure of the decomposition algorithm remains vald.

The main research question here is to find out whether the best possible parser-based

4Current state-of-the-art Penn-I1 trained probabilistic parsers (Collins, 1999; Charniak, 2000, Bikel,
2002) produce this type of cutput structure

5Cf Table F 1 m Appendix F for an overview of language-dependent vs. language-independent ele-
ments in TransBooster
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analyses are good enough for TransBooster to improve translation scores with respect to
the baseline systems. Or, in other words, is the TransBooster architecture resistant to the
inevitable errors and nowse introduced by even the best available parsers? Current state-
of-the-art probabilistic parsing technology is capable of providing tree-based precision &
recall scores of around 90%. We conducted experiments with (Charniak, 2000) and (Bikel,

2002), the results of which are analysed in Chapter 6.

3.4 Ewvaluation

In this section, we explamn how the performance of TransBooster is evaluated. First, we
briefly analyse the automatic evaluation metrics that will be used and explain our manual
evaluation standards. We then motivate the characteristics of our test set and outline how

it was constructed

3.4.1 FEvaluation Metrics

During the past few years, the use of automatic evaluation metrics has become widespread
in the MT community Unlike traditional manual evaluations, usually based on a combina-
tion of accuracy and fluency (White and Connell, 1994; Hovy, 1999), automatic evaluation
metrics are fast, cheap and provide an objective framework for comparison Led by the
success of the Word Error Rate metric in the evaluation of speech recognition systems, MT
researchers have come up with a plethora of automatic, string-matching based, evaluation
metrics m their own field: WER (Word Error Rate} (Niefien et al., 2000), RED (Akiba
et al., 2001), BLEU (Papineni et al., 2002), NIST (Doddington, 2002), PER (Position in-
dependent Word Error Rate) (Leusch et al., 2003), GTM (Turian et al , 2003), the metric
by (Babych and Hartley, 2004), ROUGE (Lin and Och, 2004a), METEOR (Banerjee and
Lavie, 2005). All previously cited metrics have in common that they evaluate the output
of an MT system against a number of reference translations, based on the rationale that
the more similar an MT output is to an expert reference translation, the better it is. The
individual metrics differ in the algorithms used to compute the similarity score.

Although the outcome of an automatic evaluation metric is meaningless in itselff

5That 15, an absolute BLEU score of 0 23, for example, without information on the set of reference
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and n-gram-based metiics have been shown to favour SMT systems over rule-based ones
(Callison-Burch et al., 2006}, automatic evaluation metrics are useful for MT development
and comparative evaluations between MT systems of the same kind.” Even though very
few researchers nowadays question the usefulness of automatic M'T metrics, especially for
the day-to-day development of MT systems, automatic metrics are not, and were never
designed to be, a substitute for human assessment of translation quality. The developers

of BLEU, one of the earliest and best known metrics in the field, state:

“We present this method as an automated understudy to skilled human
Jjudges which substitutes for them when there is need for quick or frequent

evaluations.” (Papineni et al., 2002)

Therefore, it remains indispensable to evaluate the output quality of TransBooster
using human judges.
In what follows, we briefly describe the three {(widely-used) automatic evaluation me-

trics that are used in this dissertation and explain our standards for human evaluation

3.4.1.1 BLEU

The BLEU® metric (Papineni et al., 2002) compares MT output with expert reference
translations in terms of n-gram statistics. The metrie calculates the geometric average of
a clipped unigram to 4-gram precision and applies a length penalty for translations that
are too short. The details of the metric are shown in equation 3 I,

As an example®, consider the candidate MT output'® in (15):

{(15) ‘It is a gude to action which ensures that the military always obeys the commands of
the party.’

translations or the type of MT system used, 1s not informative about the output quality of the system.
7 Automatic evaluation metrics have been shown to correlate with human judgements when statistical
MT systems are compared (Doddington, 2002; L1, 2005).
81n this dissertation, we used BLEU version 1la.
"Most of the examples In ths section are adapted from (Papineni et al , 2002)
1The source language is not relevant for evaluation purposes
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N
BLEU = exp (Z Wrlog(pn) — BP) (31

n=1

the number of n-grams in sentence 1, in the translation being evaluated,
+ \with a matching reference co-occurrence in sentence 1

where p, =
P 3 the number of n-grams in sentence 1, 1n the
~ \translation bemg evaluated
W, = N°*
N =4

L*
BP = max (L'"—Ef - 1,0)

ays
L. ¢ = the number of words in the reference translation that is closest 1n length
to the translation begin scored

Lsys = the number of words in the translation being scored

We will calculate the BLEU score of (15) against the three human reference transla-
tions in (16):

(16) a. ‘It is a guide to action that ensures that the military will forever heed Party commands.’

b. ‘It 1 the guiding principle which guarantees the military forces always being under the
command of the Party.’

¢. ‘It is the practical gde for the army always to heed the directions of the party’

Of the 18 unigrams present in the candidate sentence (15), 17 are found in one or

more of the reference translations. Therefore py = %. Likewise, we find that for bigrams,

10
P2 = 1%,

17, for trigrams, p3 = % and for 4-grams, py = %. Also, Lyys = L}, ;=18 — BP =
L*
maz (L_Z':T -1, O) = 0. Therefore

N
BLEU = exp (Z 'wnlog(pn))

n=1

. (log(%%) + Eog(%) + iog(%) + log(%))

4

= 0.5045

It is important to mention that the n-gram precision score of a given candidate trans-
lation 1s clipped to the maximum of n-gram occurrences in any single reference translation

to avold overinflated n-gram scores, as is shown in (17):
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17 Cand  the the the the the the the.
Refl:  The cat is on the mat.
Ref2.  There is a cat on the mat.

In (17), the candidate translation would obtain a non-clipped unigram precision of 7/7.
By not allowing more n-gram matches than the maximum number of n-gram occurrences
in a reference translation, this precision is modified to a much more reasonable unigram
precision of 2/7 for this improhable translation,

Candidate translations which are too short are penalised by subtracting a brevity
penalty BP = maxzx (%‘ji -1, 0) from the clipped precision count. In (18), we see a can-
didate sentence in which Eﬁ‘r:l wplog(pr} = 0 due to a clipped unigram to 4-gram precision
of 100%. Without taking the brevity penalty of maz (% -1, 0) = 2.25 nto account, the

BLEU score of the candidate sentence would be a ‘perfect’ score of exp(0) = 1 The use of

the brevity penalty reduces this number to a much more reasonable exp(—2.25) = 0.0056.

{18) Cand- This is an example.
Refl:  This is an example of the use of the brevity penalty in BLEU

As with human judgements, scores for individual sentences can vary from judge to
judge, so evaluation is normally performed on a reasonably large test set.'! Since standard
BLEU calculates a geometric average of unigram to 4-gram precision, a sentence without
any 4-gram match with the reference translations, will not contribute to the overall score
of the test set, despite possible successful unigram to trigram matches in the sentence.
Therefore, BLEU is known to correlate better with human evaluations of fluency than of

eccuracy (Lin and Och, 2004b).

3.4.1.2 NIST

The NIST!? metric (Doddington, 2002) is a variant of BLETU which uses an arithmetic
average instead of a geometric average of n-gram counts, weights more heavily those n-
grams that are more informative and uses an improved sentence length penalty. Details

of the NIST metric are shown in equation 3.2.

UBLEU scores of less than 200 sentences are rarely published.
2Tn this dissertation, we used NIST version lla
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Infolw, wn)

N all wn. wr that

NIST =7 | S0t @D xBP (32
all w1 w, in
sys output

n=1

where Info(ws . wa) = loga (the # of occurrences of wy wnwl)

the # of occurrences of wy ... w,

BP =exp (ﬁlogz[mm(%ﬂﬁ, 1)])
ref
B = a factor to make BP = 0 5 when the # of words 1 the system cutput is % of the average
# of words 1n the reference translation
N=5

Loy = the average number of words in a reference translation, averaged over
all reference translations
L;ys = the number of words in the translation bemng scored

The informativeness of an n-gram 18 expressed by its information gain Info{w; ... wn},
which is higher for n-grams that oceur less frequently. For example, consider the imaginary

one-sentence corpus in {19)

(19) “The white man in the white truck followed the white rabbit in San Francisco’.

The information gain of a collocation as ‘San Francisco’ with respect to the unigram
‘San’ is Info(San Francisco) = logs (1) = 0, since ‘San’ and ‘Francisco’ always co-oceur
in the corpus. The information gain of the bigram ‘white rabbit’ is Info{white rabbit) =
logz (3) = 1 58. Therefore, a match in a reference translation of the more informative (or
less likely) bigram ‘white rabbit’ will contribute more to the overall NIST score than a
match of the less informative {or more likely) bigram *San Francisco’. A downside to this
approach is that certain valuable higher order n-gram matches will not contribute to the
NIST score if thewr information gain is zero, which is not unlikely. Zhang et al. (2004)
show that 80% of the NIST score for a typical MT system comes from unigram matches,
the main reason being that the mformation gain of lower-order n-grams 1s typically higher
than the information gain of higher-order n-grams. Therefore, NIST is known to correlate

better with human evaluations of accuracy than of fluency.
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Figure 3.1: Bitext grid illustrating the relationship between an example candi-
date translation and its corresponding reference translation Each
bullet or ‘hat’ indicates a word contained in both the candidate and
reference toxts

3.4.1.3 GTM

The General Text Matcher (GTM?) metric (Turian et al., 2003} was developed to express
MT evaluation in terms of the standard measures of precision and recall, which according
to the authors, are more intuitive than BLEU or NIST. For a given set of candidate
items C' and a set of reference items R, precision and recall are defined in (3 3) and (3.4)

respectively:

ICNR|
IC]

precision(C|R) = (3.3)

ICOR|
|R|

recall(C|R) = (3.4)

The precision/recall of a translation with respect to a reference translation can be
graphically represented as a bitext grid as in Figure 3 1, in which each bullet or ‘hit’
represents a word in common between the reference translation on the X-axis and the
candidate translation on the Y-axis. In order to avoid double counting', (Turian et al.,
2003) replace the concept of a ‘hit’ by a ‘match’, defined as the subset of hits in the
grid, such that no two hits are in the same row or column. In Figure 3 1, maiches are

represented by hits in a shaded area They then define the precision/recall of in terms of

131n this dissertation, we used GTM version 1 2
14por example, there are two hits for block A, but only one s relevant to calculate precision /recall.
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the Maximum Match Size (MMS) between candidate and reference texts

preasion(C|R) = Mlsg,lo-’—@ (3.5)
recall(C|R) = M% (3.6)

As an example, the MMS for the grid in Figure 3.1 18 8 (calculated by summing the
sizes for the individual smaller matchings of 1, 4 and 3, as indicated by the shaded areas
in the grid), the length of the candidate text is 8 and the length of the reference text is 9,
so precision 1n this case is 8/8 = 1.0, whereas recall is 8/9 = 0.89.

In order to reward correct word order in addition to individual matches, contiguous
sequences of matching words (‘runs’) are weighted according to their length, so that the

MMS hetween candidate and reference texts is redefined as in (3.7}

MMS = Z length(run)? (3.7)

TUNRS

After identifying the runs (hits occurring diagonally adjacent in the grid running pa-
rallel to the main diagonal) and corresponding aligned blocks of the two candidate texts,
as 1ndicated by the shaded areas in Figures 3.2(a) and 3.2(b), we can use the formula in
equation 3.7 to calculate the MMS for each candidate text and their corresponding preci-
sion and recall scores. Looking at Figure 3.2, the MMS for the candidate in Figure 3.2(a) is
VI F 42+ 12 112 + 12 = 4.5 and V12 + 42 + 32 & 4.9 for the candidate in Figure 3.2(b),

gwing Figure 3.2(a) precision of 4.5/8 = 0 5625 and recall of 4.5/9 = 0.5, whereas Figure
3.2(b) scores a higher precision of 4.9/8 = 0.6125 and higher recall of 4.9/9 = 0.5445,
reflecting the higher quality of this particular candidate text.

The GTM metric can easily be extended to multiple reference translations by con-
catenating the various reference texts mnto a single grid with minor adaptations (Turian
et al., 2003). The final GTM score is expressed as the harmonic mean or F-score (van

Rijsbergen, 1979) of precision (P) and recall (R) in equation 3.8:
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Figure 3.2: Bitext representing two different candidate texts for the same ref-
erence text. The MMS in Equation 3 7 rewards the better word
order in candidate text (b) by weighting each contiguous sequence
of matching words by their length, which is indicated by the greater
surface of shaded area in (b)
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GTM =

3.4.1.4 Statistical Significance

The statistical significance of the results mentioned in this thesis that were obtained by
the previously mentioned metrics was established in each case in a 95% confidence interval
using bootstrap resampling on 2000 resampled test sets (Davison and Hinkley, 1997). In
cases where the obtained results were found not to be statistically significant, an expla-
nation is provided. If no explicit mention of statistical significance testing is made, the

results are statistically significant.

3.4.1.5 Manual Evaluation

In a recent study on manual and automatic evaluation of Machine Translation (Koehn
and Monz, 2006), the suggestion was made to replace the traditional absolute human
evaluations!® by a relative, ranked evaluation for comparative purposes. This is motivated
by the fact that it is often difficult for human judges to adhere to the same criteria while
evaluating a test suite and that, on an absolute scale (e.g. 1-5), they tend to choose the
‘safe’ middle value (e.g. 3). neglecting smaller but still important differences between

translations. Since we are interested in the performance of TransBooster with respect to

3 Output sentences are usually graded for accuracy and fluency on an absolute scale, for example, from
1 (very poor) to 5 (perfect).
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the individual baseline systems, we decided to use this new comparative, relative evaluation
method. Therefore, when conducting the evaluations reported in Chapters 6 and 7, the
human judges were asked to select, for each sentence pair < TransBooster cutput - Baseline

MT output>, the better translation (1f any), both in terms of accuracy and fluency.

3.4.2 Ixperimental Set-up

In order to evaluate the output quality produced by TransBooster, we constructed an
800-sentence test set (with sentence length between 1 and 54 words, ave. 19.75 words)
from Section 23 of the Penn-IT Treebank. This test set is composed of the 700 sentences
11 the PARC-700 dependency bank (King et al., 2003), the 105 sentences in the DCU-105
dependency bank (Cahill et al , 2004) and 17 sentences, randomly selected from Section
23 of the Penn-11 Treebank to make up for overlapping sentences in the PARC-T00 and
DCU-105. We preferred to join 2 previously existing test sets over constructing an entirely
new set because of the wide acceptance and usage of these test sets in the dependency
parsing community.

In order to construct a set of gold standard human reference translations for the au-
tomatic MT evaluation metrics, we had the 800-sentence test set translated into Spanish
by 4 native translators who had graduated from the School of Applied Language and In-
tercultural Studies (SALIS) at Dublin City University. All 4 translators were presented
with 200 input sentences, randomly selected from the test set. We had previously trans-
lated each of these sentences by one out of 4 MT engines (LogoMedia, Systran, SDL and
PromT), in a random order. This MT output was also presented to the translators. The
translators were asked to use (parts of) the MT output if considered useful and to evaluate
the quality of the Machine Translation by giving each sentence a score between 5 (very

useful) and 1 (useless), as is shown in Table 3.1.

Although most human evaluations of Machine Translation involve computing an aver-
age between two scores, one score measuring the quality of the target language sentence
(fluency), the other measuring the semantic similarity between output and input (accu-

racy) (Hovy et al., 2002), we chose to use only one score 80 as not to burden the translators
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Score | Meaning Criteria

] very useful ‘1 copied the entire translation and made minor changes.’
4 useful ‘1 found most elements in the translation useful ’

3 neutral ‘I found some elements in the translation useful.’

2 not really useful ‘I found few elements in the translation useful.’

1 useless ‘T found nothing or almost nothing in the translation useful.’

Table 3.1: Extract from the instructions for the translation of the test sot.

and distract them from their main task (to produce a perfect translation of the input sen-
tence, with or without the help of MT). The score we used roughly measures the required
amount of post-editing, which is a practical measure of quality and includes both concepts
of accuracy and fluency. Although the main goal was to obtain ‘perfect’ human transla-
tions of the test set, the MT evaluation also gave us an initial idea of the strength of the
different MT engines,

To ensure that all translators would perform this task in a coherent fashion and to
facilitate the retrieval of the results, we built an interactive web page that the participants
could access at any time to do the translations and review/modify their input if necessary
Part of this web page is displayed in Figure 3.3.

Given that, in many cases, several correct translations exist for a source language
sentence, it is preferable to provide automatic MT evaluation metrics with more than one
reference translation. In (Zhang and Vogel, 2004}, the authors investigate the effect of
increasing the number of reference translations on the precision of several automatic MT
evaluation metrics. As is to be expected, they find that a higher number of reference
translations results in a narrower confidence interval, i.e. it increases the precision of the
metrics. They also investigate the effect of increasing the testing data size on the precision
of the metrics. Interestingly, they find that adding an additional reference translation
compensates for the effects of removing 10-15% of the testing data on the confidence
interval. Therefore, although both increasing the size of the testing data as well as using
more reference translations increases the precision of the evaluation metrics, 1t seems
more cost-effective to use more test sentences than to increase the number of reference
translations.

In other words, the confidence interval of the evaluation metrics narrows down more

36



T A=) St B S AN I B A TR RRHE R DR e R B AT A L e Wl e e A R

Lot
Ble  Edt Winw  Go Bockmads  Teols  delp '

l R 'l' - ;L',T 12 T bJ\ L,j |'|1t11 i,'m\w rumpullng dcu i) »-melhzhcek phpdlr,'hlll.\fcs \aunl php D i G | LCJ [
"3 Andrei Popezcu-Behs - Publicariais | Py TransBoost Gold stendard £ 7

Mpea now windon

_Diataphs | HFMLcode | ALT=ACCH Contbos |

S0 B Poni Cu s thought to have Bud sieady profit grovah m whine pigmeats, bbors and polymus ot

Pu Pent Coc s pensado haber fennke sumentu de gmantia Hme e cotor intes blaneos, Tibras y
prlieres

|

|

HE. rn oTen qm 12 wopanat T Pent 3 aumentada de wonori constantie cow g tos con |
£l

i

i

e)oantes blanms.  {1bl e ¥ polinelos

I
H
i B!

1 =
1te M untput b uscTess 113 1o vers usehel (3
L I SR LA B Y
830 e s N embag (mlexLJ
M1 Luns dion novicab
Wl Bes dies amisbrm T To T e
r—"'rl
s
S R S Tt ! - - - - .
* i el AT i = < T
o, 1 A :‘ N f ? S S sonptbes v L sar g o0 |5 TransBoost Ge|T o o
M e 5 : =l i
rﬂ:zh}‘_a__ .a '\‘,"ﬁ {iﬁ@# ' if{’;’;; i w517 1R sis o L[ e e s f !-i“‘f J\,

Figure 3.3- A soction of the web page for translators to construct the gold
standard reference translations.

by using 800 test sentences with one reference translation, than, for example, 200 test
sentences with four reference translations. This explains why, faced with the guestion
whether to maximise efther the test data size or the number of reference translations
given a fixed budget for translations, we chose the first alternative. Moreover, the use of

a larger test set allows us to evaluate a larger variety of syntactic phenomena.

3.5 Summary

In this chapter, we have mtroduced the baseline MT systems used in this thesis and
have explained how we will evaluate the performance of TransBooster with respect to
these systems. The baseline systems are three widely-used commercial RBMT systems,

one in-house constructed SMT system, and one research-oriented EBMT system. The

37



performance of TransBooster will be measured on an 800-sentence test set extracted from
Section 23 of the Penn-IT Treebank, based on three standard automatic evaluation metrics

and a comparative manual evaluation
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Chapter 4

TransBooster Architecture:

Outline

4.1 Imtroduction

This chapter introduces the concepts necessary to understand the technical details of
TransBooster, which are explained in depth in Chapter 5. There are two main sections
in this chapter. Section 4.2 contains an cutline of the TransBooster architecture and
llustrates the application of parts of the algorithm on several example sentences. In
Section 4.3, we introduce the concept of Substitution Variables and report the results of
a preliminary experiment conducted to determine the suitability of various Substitution

Varnable schemata

4.2 Outline

This section contains an outline of the basic TransBooster architecture and introduces the
assoclated terminology that will be used throughout the rest of this dissertation.
TransBooster takes as input a Penn Treebank-like syntactic analysis. In a first step,
the input tree is flattened for further processing (Section 4.2 1). This is done by chunking
the input tree into a pwot (Section 4.2.2) and a number of satellite chunks (Section 4.2.3).
In the next step, the satellite chunks are substituted with simple replacement strings that

reduce the complexity of the origimal input (Section 4 2.4}. This simplified string is sent
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to the baseline MT engine for translation, which renders the translation of the pivot and
the location of the satellites in target. If the 1dentified satellite chunks are deemed simple
enough for translation, they are embedded in a context template mimicking the original
context and translated by the baselme MT system (Section 4.2.5). The entire process is
recursively applied to each chunk considered too complex for direct translation (Section
4.2 6). In a final step, after the entire input string has been decomposed into N chunks
C1...Cpy and all chunks have been translated in simplified contexts, the output is formed
by recombining the chunk translations

We will illustrate each stage in the process with the example sentence in (20):

(20) *The chairman, a long-time rival of Bill Gates, likes fast and confidential deals.’

The translation (Enghsh—Spanish) of (20) by Systran is {21):

(21) ‘El presidente, rival de largo plazo de Bill Gates, gustos ayuna v los repartos confiden-

ciales.’

In (21), the MT system erroneously analyses the verb ‘likes’ as a noun (—‘gustos’) and
identifies the adjective ‘fast’ as a verb (—‘ayuna’), which renders the output unintelligible.
In the following sections, we will demonstrate how TransBooster can help the baseline MT

system improve its own output translation,

4.2.1 Flattening Penn-II Trees into TransBooster Trees

In order to prepare an input sentence for processing with TransBooster, the Penn-TI-style
tree for that string is flattened into a simpler structure consisting of a pwot and a number
of satellites. The pivot of an input constituent consists of the grammatical head of the
constituent but can optionally contain additional lexical items in cases where we consider
it necessary to treat the head and the additional items as a single unit for safe translation
{cf. Section 4 2 2). Basically, the pivot is the part of the input string that has to remain
unaltered during the decomposition process. The expression satellites is an umbrella term
for the pivot’s argument and adjunct constituents.

After flattening the input tree into a TransBooster tree, we obtain the structure in

Figure 4.1. This structure is the input to the decomposition algorithm.
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Figure 4.1- Flattening a Penn-1I tree into a TransBooster tree. | = number of
satellites to left of pivot r = number of satellites to right of pivot.

As an example, consider the Penn-II tree in Figure 4.2. After finding the pivot ‘likes’
{ef. Section 4.2 2) and locating the satellites ‘the chairman, a long-time rival of Bill Gates’
and ‘fast and confidential deals’ (cf. Section 4.2.3), we obtain the flattened structure in

(22), graphically represented in Figure 4.3.

3

T

NP-5RJ VP
NP ; NP . vBZ NP
| | |
D"I‘/\NN v ' lLikes
| NP PP AP NNS

|
the chairman |
/I\ ]N/\NP /I\ deals
DT JJ NN 13 cC 33

jt‘ P i
of  wnNP NRP fost
I

i ]
| and confidential
Bill Gates

| | |
& long-tamea rival

Figure 4.2' Penn-II tree representation of ‘The chairman, 2 long-time rival of Bill
Gates, likes fast and confidential deals *

{(22) [The chairman, a long-time rival of Bill Gatesjsar, [likes]puvo: [fast and confidential deals | g ar,

S5AT prvot SAT;
1
hkes

fast and confidential deals

The chairman, a long-time rival of Bill Gates

Figure 4.3: Flattened TransBooster tres obtained from Penn-II structure in
Figure 4 2
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4.2.2 Finding the Pivot

In order to identify the pivot of the input chunk, we first compute the chunk’s head.
We use the head-finding rules of {Cahill, 2004), which are an adaptation of the head-
lexicalised grammar annctation scheme of (Magerman, 1995) and (Collins, 199%). These
rules identify the head of a constituent by traversing the list of its daughter nodes from
left to right (head-initial) or right to left (head-final) and t1y to match each daughter node
to a previously established list of head candidates !

The pivot of a local tree is often identical to the string formed by the terminal nodes
dominated by its head, but in certain cases, in addition to the head, some of its rightmost
neighbours are included, where we consider 1t too dangerous to translate either part out
of context. An example is the use of auxiliaries, as in Figure 4.4. Here the pivot extracted

by TransBooster is ‘might have to buy’.

VP
MD VP
!
muight /\
VB 5
|
have /\
NP-5B.J VP
-NONE- /\
A T|O VP
to
VB NP
I
buy
NP FP
s
IN NP
| |
D|T JlJ N|N of NN
a large quantity I
sugar

Figure 4.4, Peun-1I tree representation of ‘might have to buy a large quantity of
sugar '

Another example 1s an ADJP whose head dominates a PP, as in Figure 4.5. Here the

pivot established is ‘close to’

!The head-finding rules are explained 1n more detail in Section 5.2 1 on page 62



ADJP

N

JJ PP
|
close
TO NP
!
to
DT NN NN
I | I
the utahity  industry

Figure 4.5 Penn-II tree representation of ‘close to the utitlity industry’

4.2.3 Locating Satellites

We have explamed how the strings submitted to the MT system are comprised of pivots
and satellites, the latter being an umbrella term for arguments and adjuncts. In this
thesis, we broaden the traditional notion of the term ‘argument’ to those nodes that are
required for the correct (or, at any rate, safe) translation of the string dominated by the
parent node. The distinction between arguments and adjuncts is essential, since nodes
labelled as adjuncts can be safely omitted in the SL string that we submit to the baseline
MT system (Cf. Section 4.2.4 for more details).

For example, in (20), the strings ‘the chairman, a long-time rival of Bill Gates’ and
‘fast and confidential deals’ are arguments of the pivot ‘likes’ since neither of the strings
can be left out in the SL string submitted to the baseline MT system to ensure a correct
translation of the pivot ‘likes’. One of the strings that TransBooster will construct for this
purpose 1s “The chairman likes deals’. On the other hand, when treating ‘the chairman, a
long-time rival of Bill Gates’, the apposition ‘a long-time rival of Bill Gates’ can be safely
left out in the string submitted to the MT system. The omission of adjuncts is a simple and
safe method to reduce the complexity of the SL candidate strings. Additional strategies
for reducing the complexity of a sentence wnvolve substituting simpler but syntactically
similar elements for chunks (Cf. Section 4.2.4 for more details).

Our procedure for argument/adjunct location is based on the argument/adjunct-finding
heuristics m the algorithm used by Hockenmaier (2003} to transform the phrase-structure
trees 1n the Penn Treebank into a corpus of CCG derivations and is explamed in more

detail in Section 5.2.3.
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4.2.4 Skeletons and Substitution Variables

Once the criginal input tree has been flattened into a TransBooster tree and the pivot
and satellites have been 1dentified, n a next step the satellites are substituted with simple
replacement strings that reduce the complexity of the original input. We will refer to these
replacement strings as Substitution Variables (SVs)}, which are treated mn detail in Section

4 3. The objectives of SVs are twofold:

1. They reduce the complexity of the original satellites, which can lead to an improved

translation of the pivot.

2. They are used to track the location of the translation of the satellites in target.

By replacing the satellites m Figure 4.1 with their SVs, we obtain (23):

(23) [SVsar] - [SVsam] pvot [SV,S-AT[“] - [SVSAT,_'_,,]

where SVgar, 15 the simpler string substituting SAT, (1 <i{ <!+ 7)

TransBooster sends the simplified strmng (23) to the baseline MT system, which pro-

duces the output in (24):
(24) [SVS’AH] - [SVSIAT(] Pw‘ﬁ’ [SVS:ATH]] e [SV.S:AT[.H.]

Alternatively, some permutation of the elements in (24) may be derived, as the position of
the translation S Vé ar, does not necessarily have to be 1dentical to the position of SVgat,
in the source. If the translation of each of the SVs is known in advance, the string in (24)
can be used (i) to extract the translation of the pivot prvot’, and (u) to determine the
position of the translation of the satellites SAT, in target.

It 15 important to stress the difference between SVs for arguments and adjuncts. Lea-
ving out adjunct satellites in (23) will not affect the translation of the rest of that sentence,
while argument satellites must always appear linked to their head and sister arguments.

The translations in (25) illustrate the fact that the argument structure of a pivot has
to be kept intact at all times to retrieve the correct translation of the pivot. All input

chunks are translated by LogoMedia from English—Spanish.
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‘The man relies on the woman’ — ‘E] hombre depende de la mujer’.
‘The man relies’ — *'Los hombre relies’.

‘on the woman' — ‘sobre la muper’.

[ R v

“The man relies’ + ‘on the woman’ — *Los hombre relies sobre la muJer

In (25), the original translation.of “The man relies on the woman’ is correct, The

| relies’ (—*Los hombre relies.’) 'in which ‘relies’ 1s treated as an’ unknéwi ”‘\iéror'd'by Ldgo—
T ‘ Media and the article ‘the’ is erroneous]y translated in plural The examp]e show¥ that
it is essential to keep the head’s entire argument structure list mtaet when sxmphfymg a

v ‘ sentence. |

' Smce adJuncts have no mﬂuence on the translation of the pivot, the goal of adjunct
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i

target. Subsequently, the formula+in (23) has to be refinéd to account for the differénces
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- tefied' T&'ansBooster tree of the example sentence o (22) an page 4i we obtam the a1gu-

the input string, this will yield N different strings, which are schematically represented

(28): "

(28) (SVara,] [SVapa] ... [SVare,] pwvot] (SVarc,,.] - [SVaRc)..)

[(SVara,]  [SVara)] [SVapu,] pwot [SVanra,..| - [SVarc,,.]
[SVare,]. [SVare]pwot [SVarcii,] . - [SVarci.] [SVapay

where SV4rg, 15 the, simpler string substituting ARG, (1 <3 <!+ 7)and § Vapys, i3 ‘ '
the slmp]er strmg substltutmg ADJ, (1 <3 < N).

We will refer 'to these N different strings as ‘adjunct skeletons. As with the argument
skeleton, TransBooster sends each of the N adjunct skeletons to the baseline MT system

and, based on the already known translation of SV4p J,» tries Lo establish the location of

each of the adjuncts in target. -

Argument Skeleton: example '
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resolution of the word ‘likes’ by the baseline MT system’s analysis module in the original,
fuill sentence; where in {20) on page 40, it was wrongly analysed as a noun, in the sumpler

string (29), the analysis module 15 able to correctly identify it as a verb.

Adjunct Skeleton: example

In order to track the position of the adjunct ‘a long-time rival of Bill Gates’ in target, we
substitute the chunk with the SV ‘a rival’, which 1s inserted 1o the argument skeleton in

{29), leadhng to {31)

(31) *The chairman, a rival, likes deals.’

The translation of (31) from Enghsh—Spanish by Systran is (32):

32) ‘El presidente, rival, tiene gusto de repartos.’
P

Since we know the translation of the argument skeleton (30} and have previously
defined the translation of the SV ‘a rival’, 1t is possible to determine the location of the
translation of the SV, which will render the location of the adjunct chunk ‘a long-time

rival of Bill Gates’ in target.

4.2.5 Translating Satellites: Context

Our approach is based on the idea that by reducing the complexity of the original context,
the baseline M'T system is more likely to produce a better translation of the input chunk C,
than if it were left intact in the original sentence, which contains more lexical, syntactic
and semantic ambiguities. In other words, we try to improve on the translation C‘: of
chunk €, by the baseline MT engine through input sumplification.

While simplifying the original sentence structure, it is important not to translate in-
dividual chunks out of context, since this is likely to produce a deficient output due to
inappropriate lexical selection and boundary friction. Boundary friction is a well-known
phenomenon 1 EBMT where the recombination of several partial transiations, extracted
from a bitext corpus, can give rise to conflicting grammatical information in the cutput.

For example, if in (33), the translation for ‘man’ is simply replaced with the translation
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for ‘woman’ in the example sentence ‘Ce vieil homme est mort.’, the erroneous ‘Ce vieil

femme est mort.’, would be produéeﬂd (sd'%néfs,“:z'oos).

{33) That old man has died ~ Ce vieil homme est mort
man -~ homme.

woman, ~ femme.

That old woman has died — *Ce vieil femme est mort. B
oo L - \ K P : | ' - B f

The correct translation of ‘That 6ld woman has died? 15 *Cette vieille femme est morte’, LA
in which the determiner ‘ce’, the adjective ‘vieil’ and the past participle ‘mort’ acquire the o
feminine gender (‘cette’, ‘vieille’, ‘morte’) through agreement with ‘femme’. ) ’

The example illustrates the io}portance of ensuring that each chunk is translated in
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any impact on us’). If, on the contrary, we insert the chunk into a simple static context
template that mimics the direct object position of the chunk (‘The man is not eating’),
LogoMedia produces the correct translation ‘ninglin impacto sobre nosotros’, even if the

context template in this case does not share any semantic characteristics of the original.

(36) a. ‘any impact on us.” — *‘ningunc tiene un impacto sobre nosotros.’

b ‘[The man 15 not eating] any impact on us.’ — ‘El hombre no estd comiendo mngin

impacto sobre nosotros ’

While this method is effective for simple cases, as shown above, it is easy to see that
successful translation retrieval with template insertion relies heavily on lexical information
in the source language. Changing the original context excessively might split idiomatic
contructions or undo agreement links in source and lead to erroneous translations instead
of improvements In addition, if the MT system relies on semantic information in order to
generate translations, simple syntactic insertion templates might not be sufficien$ to ensure
a correct translation. Therefore, a more robust alternative to Static Context templates 1s
to maintain the translation candidate chunk embedded in a simplified form of 1ts origmal
context, which we will refer to as a Dynamaic Context or a Minimal Sufficient Context. A
Dynamic Context is suifliclent for correct translation because its syntactic and semantic
content is sufficient to ensure a correct translation of the candidate chunk. It is minimal
because all redundant elements (adjuncts) have been removed.

In (37), the input chunk ‘fast and confidential deals’ is embedded in the Dynamic
Context ‘[The chairman likes]c’, which 1s a simplification of the original ‘The chair-
man, a long-time rival of Bill Gates, likes’. This reduction in complexity helps Systran
(English—Spanish) to improve the translation of the input chunk from the erroneous

‘ayuna y los repartos confidenciales’ to the correct ‘repartos rapidos y confidenciales’.

(31 The chairman, a long-time rival of Bill Gates, likes [fast and confidential deals] — ‘El
presidente, rival de largo plazo de Bill Gates, gustos [ayuna y los repartos confiden-

aales).’

[The chairman likes]c [fast and confidential deals] — [El presidente tiene gusto dejy

[repartos répidos y confidenciales].
We have seen in (30) on page 46 that the reduction in syntactic complexity by SV
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substitution helps to improve the translation of the pivot. Here, the reduction in syntactic
complexity of the original context helps to improve the translation of the satellites.

The trade-off 1n using the more similar Dynamic Contexts instead of predefined Static
Context templates 1s that, contrary to the use of Static Context templaies, the retrieval of
the translated candidate chunk is no longer trivial, since we do not know the translation
of the Dynamic Context in advance. It is possible, however, as we will show in Section
5.2 5, to retrieve the translation of the candidate chunk with a high degree of certainty in

most cases by translating the Dynamic Context template at run-time.

4.2.6 Recursion

The TransBooster decomposition algorithm starts at the root node of the flattened Penn-I1I
syntactic annotaticn tree representing the input string and examines each satellite chunk
SAT, If §AT, 15 deemed simple enough for translation, it is embedded m a simplified
context as described in Section 4.2.5 and sent off to the baseline MT system for translation.
If SAT, is deemed too complex for translation, the TransBooster procedure is recursively
applied to SAT,, ie. the satellite chunk itself 13 decomposed into a pivot and satellites,
which in turn are examined for translatability In other words, TransBooster recursively
decomposes the original input string into a number of optimal chunks, each of which is
translated in a sumplified context The recursive nature of the decomposition procedure
ig graphically represented in Figure 4.6.

The conditions to determmne the translatability of a candidate chunk depend on the
number of lexical items contained in the chunk (cf. Section 5.2.6) and the MT system
used It was determined empirically, for each different baseline MT system, by tuning the
program parameter p_ChunkLength, as will be further explained during the discussion of
experimental results in Chapter 6. After recursively decomposing the input sentence into a
number of optimal chunks and sending these chunks to the baseline MT engine in a reduced
context, the output sentence is formed by combining the retrieved chunk translations. This
recombination is possible since we have kept track of the relative position of each chunk

with respect to its pivot by using SVs as described in Section 4.2.4.
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Figure 4.6: The recursive nature of the TransBooster decomposition. each
satellite chunk SAT, is decomposed until only optimal chunks re-
main. |

4.2.7 A Worked Example

In this section, we will illustrate the entire TransBooster process on the Penn-II sentence “
‘ Y bR St EATRD et
in, (38) . S Pt . cor -
B v . ' - 7 N
(38} ' ‘Impertal Corp., baséd in San Diego, is the Eereﬁti of IﬁipéﬂngSamﬁgs & _Lo:in e o
: s ST e e e g
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The' basehne MT system is LogoMedla the Ianguage pa.lr Enghsh—>Spamsh The .. - .-

output of thé' exaniple: sentence by the basehne system is dlspiayed“ln (39)- - . ) o v
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i T e 3

‘(379)“ C Tmpenal Corp., Fundar o San Dlego, ser el padre de Sa.vmgs & Loan lmperlal woo o
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There are two major problems n this translation (1) ‘based’ is erroneously translated

as ‘Fundar’ (= ‘4o found’ ) and (ii) ‘ser’ (=‘to be’ ) is hot conjiigated.

The input to the decomposition algorithm is the Penn-TI ‘tree in Figufe 4:7:
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Figure 4 7 Penn-II tree representation of ‘Imperial Corp , based 10 San Diego, 1s
the parent of Impenial Savings & Loan ’
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F1gure 4.8: TrausBooster tree representatlon of (4. 7)

-

" ‘extract the translation of the pivot (‘es ) and locstd the pos1t10n of the a.rgument satelhtes

1n target. . ) s - :’
v [ o | an' 1" x'v " - 1 ' ' ! : S 1 [
. {40) ‘[John] is [the boy] * — ‘{John] es [e! nifio]’
Step 2

Neéxt, the ﬁ-rst safelhtle (‘SI‘rvnp'eria,liCorp. “based m San Diego’) is eubmitted to the decom-

position a.lgonthm which: ﬂnds the plvot ‘Impenal Corp and- ad_]unct satelhte ‘based in

L ' Y

San Dlego Smce the presence of the adjunct is not requ1red for a safe translatlon of the
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(41) ‘Impenal Corp., made mn China * — ‘Imperial Corp , hacer en China.’

[, Step 3

'The algorithm now investigates the adjunct chunk ‘based in San Diego’ and decides that
it is simple enough for translation. Since it 1s necessary to embed the chunk in a context
t ‘that mimics the original, the chunh is preceded. by a proper noun template ‘John’, the
translation of which is known in advance. This leads to the string in (42), which is
translated by the baseline MT system. From the output, we deduce the translation of the

chunk: ‘ubicado en San Diego’.

(42) ‘John, based in San Diego.” — “John, ubicado en San Diego’

Step 4

After the first argunlent satelhte in Figure‘4:7 has been decomposed and translated the
algorlthm focuses on the second satelhte (‘the parent of Imperzal Savmgs &. Loan’), which

is decomposed into the plvot ‘the parent of’ and the argument satelhte ‘Imperlal Savmg;s

‘<i "=<|,

o ' & Loan Note-that the pwot ‘in this ‘case 15 ‘more comprehenswe than the grammatlcal i

. head of the NP ‘the parent of Impenal Savings & Loan The reason for this 15-that we_ :
B ' , ! | Coatw “r 11,,“"'1‘ " ':ru,‘f- e ‘,,e RS &“,.* 'r "y o
want to prevent the preposmon ‘of” from’ being translated separately from its head ‘the

‘ ":‘ﬂ . ' ‘parent due to the 1d10n1at1c:1ty of prepomtlon‘ translatlon The'argument satelhte ‘Imperlal 1

Savmgs & Loan is substltuted by the SV *the bwunmers which leads to the argument

My Lokt skeletori'in (43) ‘From the trarslation, we extract ‘the bransiation of the pivot (‘el padre
J . c}e’) and the locatlon of the argument ‘Imperial Savmgs & Loan in target
[ s : . N , R -
| » - -
. *(43) ‘the parent-of the swimmers’ — ‘el padre de los nadadores’
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Step 6

After all chunks have been translated, the algorithm, 1n a final step, composes the output

by stitching together the obtained translations in the target locations found by the SV
translations. This leads to the final output in (45)

(45) Tmperial Corp , ubicade én San Diego, es el padre de Savings & Loan impenal ’

The translation in (43) improves on the original translation of the baseline M'T system
n (39). The main reason for the improvement is the fact that the reduction in syntactic
complexity forces the baseline MT system tor conjugate the verb ‘to be’ (‘es’ instead of

‘ser’) and to improve its translation for ‘based’ from the erroneous ‘Fundar’ to the correct

‘ubicado’.

Kl

4.3 Substitution Variables

4.3.1 Introducti:cm ‘

o

In Section 4.2 4 we mtroduced the concept of Substﬁ.ut}on Va.nables (SVS) SVs are

o4

replacement Strlngs for the Satelhtes in Flgure 4 1 cn p&ge 41 They reduce the complexity -

of the original satellites, whlch can lead to an 1mproved translatlon of the' pivot They, are:

. also ,used to track the loca.tion'of the translation of the-satellites in target

" In this section, we descrlbe SVs more in depth. - We dlscuss~tw0 dlfferent types of §Vs
(Static § Vs and' Dynamzc SVs) and descrxbe how thelr translatlon ca.n be retneved We

describe an expenment conducted to determme the optlmal Static SV for nomlnal chunks,

and dlSCUSS the results.
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2. Late MT access: a possible translation {SVZ,,.} with 1 < 7 < Z is determined

during a TransBooster cycle, at run-time.

Since the baseline MT system is treated as a black box, it is not possible to determine all
Z possible translations that the baseline system could generate for SVgar,. It is possible,
however, to find the M most likely translations by having SVgar, translated in a number
of straightforward contexts. For example, a baseline MT system mighi generate 3 different
translations for the SV ‘the boy™ ‘el chico’, ‘el muchacho’ and ‘el nifio’. In addition, in
the case where this SV occurs in direct object position, the MT system will conflate the
obligatory preposition ‘a’ with the previously found translations 1 Spanish.® Therefore,
although it is not feasible to determine with absolute certainty all Z possible translations
of the Substitution Variable ‘the boy’, in this case we compose a list of M = 6 likely
candidates { ‘el chico’, ‘al chico’, ‘el muchacho’,‘al muchacho’, ‘el mifio’, ‘al mifio’} before a
TransBooster run.

In the case of early MT access, we try to match each of the M candidate translations
S V:'g AT, (1<j <M < Z) of each of the substitution variables SVgar, against the string
in (24). In the case of late MT access, we try to match the only candidate translation
SViar, (1 <7 £ Z) of each of the substitution variables 5Vga7, against the string in (24)

on page 44:
(27) [SVgar, | .- [SVgar] prvot [SVsazya) -+ [SVsan,.]

In the latter case, SV% 47, is the translation by the baseline MT system of SVsar, in

isolation, obtained during a TransBooster cycle.

4.3.3 Static vs. Dynamic Substitution Variables

The optimal SV to replace SAT, is a string which reduces the complexity of SAT, but
shares 1ts essential syntactic and lexico-semantic characteristics. An SV that does not
reduce the complexity of the original sentence enough will be less likely to lead to an im-
provement of the translation of the pivot. On the other hand, a reduction in complexiy
can only help to mprove the translation quality if essential syntactic and semantic simi-

larity with the original constituent 1s maintained; an SV that differs too much from the

#This 15 a basic Spamsh grammar rule' 'T see the boy = Veo al(’a + el’) chico/muchacho/miio.’
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ariginal could lead the analysis modules of rule-based baseline MT system astray, which
might give rise to a distorted translation.

Therefore, the first obvious candidate to replace SAT, is the string obtained by reducing
S AT, to its head, optionally accompanied by a determiner. We will refer to this type of
substitution variable as a Dynamae Substitutrion Varable (DSV). For example, the DSV
for the constituent ‘the chairman, a long-time rival of Bill Gates’ is ‘the chairman’. Since
D8Vs can only be obtained during the execution of the algorithm, the translation of these
placeholders can ouly be obtained through late MT access.

Apart from the use of DSVs, it is equally possible to substitute the satellites with a
predefined string, the translation of which can be determined by early MT access, before
the execution of the TransBooster program Unlike DSVs, which depend on the lexical
content of the constituent they substitute for, these strings are predefined and can replace
&n entire class of constituents, We will refer to them as a Stefic Substitution Varables
(S5Vs). For example, an S8V for the constituent ‘the chairman, a long-time rival of Bill
Gates’ could be ‘the man’., Unlike in the case of DSVs, there does not exist a one-to-one
mapping between an SSV and the constituent it substitutes for. In other words, multiple
suitahle SSVs might be considered for the same constituent.

There exists a trade-off between accuracy and retrievability in the choice between
85Vs and DSVs. SSVs, in principle, are easy to track in target since their possible trans-
lations can be determined before the actual execution of the algorithm (early MT access).
However, they might distort the translation of the skeleton due to a lack of syntactic or
semantic similarity with the argument they substitute for. DSVs, on the contrary, are
expected to lead to a more accurate translation of the skeleton but are harder to locate in

target since their translation has to be determined at run-time (late MT access).

4.3.4 Effects of SSV Schemata on Translation Quality

The experiment outluied in this section was performed at the very start of the Trans-
Booster project. Its objective was to measure the quality of 5 different SSV schemata for
the TransBooster approach of satellite replacement. The two main questions we wanted

to address are the following:
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1. Is it possible to rely solely on 88Vs for safe satellite substitution?

2. What are the best SSVs for each of the baseline MT systems mnvolved?

4.3.4.1 8SS8Vs

‘We experimented with five different SSV schemata, ranging from non-word strings to
placeholders syntactically similar to the original constituents. In the experiment we fo-
cused on the replacement of NP arguments in a verbal context Table 4.1 contains a
description of each SSV schema and illustrates its use by substituting the arguments “I'he
man, a long-time rival of Bill Gates’ and ‘fast and confidential deals’ in example sentence

(20} on page 40.

S8V schema Description / Example

Nen-word strings Strings not present in the lexicon of the baseline MT system, no
syntactic/semantic resemblance to original.

eg ‘SUBJI likes OBJ1’

Non-word strings Non-word strings preceded by determimer.
with determiner e.g. ‘The SUBJI hkes the OBJ1.’
Acronyms Sometimes present in the lexicon of the baseline MT engine, no

syntactic/semantic resemblance to original

eg ‘IBM hkes CD.’

Proper nouns Sometimes present in the lexicon of the baseline MT engine, no
syntactic/semantic resemblance to original.

e.g. ‘Mary hikes John.’

Controlled heads Always present n the lexicon of the baseline MT engine, syntactic
resemblance to original.

e.g. ‘The man kkes the women.’

Table 4.1: Substitution Variables for NP-type constituents

The S5Vs in Table 4.1 are ranked from simple non-word strings to more complex
controlled heads. Non-word strings, with or without determiners, are not present in the
dictionaries of baseline rule-based MT systems and are therefore treated as unknown
words. Since they are usually left untranslated, they are very easy to track in target.
Like non-word strings, acronyms and proper nouns do not bear any semantic similarity
to the constituent they substitute, but they might be present in the baseline MT lexicon.
Therefore they are more likely to be correctly analysed by the MT’s analysis module.
This increases the probability of a correct translation of the pivot. The translation of

both acronyms and proper nouns by the baseline MT system can be easily deduced by
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earfy MT access. Finally, controlled heads are SVs that mimic the syntactic structure of
the constituent they substitute for. Of all 88Vs, they are the ones that bear the closest
syntactic resemblance to the original constituents and therefore are, i theory, the SSVs
less likely to distort the translation of the pivot. As in the case of acronyms and proper

nouns, thewr translation is obtamed by early MT access,

4.3.4.2 Experimental Setup

In order to test the effect of the SSV schemata in Table 4.1 on the translation of the pivot
and the location of the translation of the satellites in target, we constructed a corpus of
test sentences based on the most frequent verbal subcategorisation frames in the Penn-11
Treebank. A subcategorisation frame specifies the arguments that a predicate must take in
order to form a complete grammatical construction. The subcategorisation frames we used
were extracted automatically (O’Donovan, 2006) from a version of the Penn-11 Treebank
enhanced with LI'G (Lexical Functional Grammar) f-structure information (Burke, 2006).

Summarised very briefly, LFG is a unification-based grammar introduced by Kaplan
and Bresnan (1982) that minimally contains two levels of representation: c(onstituent)-
structure and f{unctional)-structure C-structure represents language-specific syntactic
surface information in the form of CFG trees. F-structure uses recursive attribute-value
feature structures to encode abstiact syntactic information about predicate-argument-
modifier relations and certain morphosyntactic properties such as tense, aspect and case.
O'Donovan (2006) used the version of the Penn-II treebank which had previously been
enhanced by Burke (2006) with ‘functional annotations™ to automatically derive subcat-
egorisation frames for all predicates in the Treebank. For example, the subeategorisation
frame of the predicate ‘use’ in the sentence ‘He uses an example to illustrate the concept’

is shown 1 (46):
(46) use([subj,obj,xcomp])

Table 4.2 contains the most important syntactic functions that can occur in LFG
f-structures. As we will further explain below, we used the most frequent verbal subcate-

gorisation frames thus derived to construct a corpus of test sentences for the experiment.

*Limmking information between ¢ and f-structures that is present on the c-structure nodes.
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The subcategorisable grammatical functions that can occur in a LFG semantic form

are listed in Table 4.2 together with a brief description

Grammatical | Description

Function

SUBJ Subjeet

0OBJ Direct Ohject

0BJ2 Indirect Object

OBL Oblique Argument

CoMP Closed Verbal Complement (contaiming own subject)
XCOMP Open Verbal Complement {not containing own subject)
PART Particle

POSS Possessive

Table 4.2: Subcategorisable syntactic functions in LFG.

We reduced the 577 different verbal subcategorisation frame types occurring m the
Penn-1I treebank to 38 frame types by conflating all prepositions and particles. From
the resulting 38 frame types, we extracted the 10 most frequent types. Subcategorisa-
tion frames containing only subjects were ignored, as they provided the least room for

simplification. Table 4 3 contains the 10 most frequent subcategorisation frames.

Subcat. frame | Voice | Occurrences
subj_ohy active 39881
subjxcomp active 14577
subj_obl active 8234
sub;_obj_obl active 7092
subj-comp active | 5796
subj_obl passive | 3062
subj_xcomp passive | 2049
subjobpxcomp | active | 1697
subj_part_ob; active 1674
subj_okj_comp active 458

Table 4.3: The 10 most frequent verbal subcategorisation frames in the Penn
Treebank, 1n descending frequency and excluding subcategorisation
frames containing only subjects

For each of the subcat frame types in Table 4.3, verb lemmas corresponding to the frame
were extracted from the treebank. For each frame-lemma, pair, two sets of 6 sentences were
constructed: one with the predicate in the simple past, the other with the predicate in the
future. We chose to generate verb forms n the simple past and future tense to minimise

the possibility of noun-verb misanalyses by the baseline MT engines. The sentences in
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{47) and (48), translated from English—Spanish by Systran, are examples in which verbs
in the simple present are misanalysed as nouns, making the output unintelligible, whereas

the simple past and future tense give acceptable results.

(47) a.  “The rider spurs the horse." — *Los estimulos del jinete el cabalo ’(literal backtrans-

lation = ‘The gtimuli of the rider the horse ’)

b.  “The rider will spur the horse.” — ‘El jinete estimulard el caballo’

(48) a. ‘The explanation prods the student to think* — *Los golpecitos de la explcacién
el estudiante a pensar.’(hiteral backtranslation = “The punches of the explanation the

student to think.”)

b.  “The explanation prodded the student to think.” — ‘La explicacién pinché a estudiante

para pensar.’

Each set contained a reference sentence with dummy arguments and 5 test sentences
in which the argument slots were replaced by one of the 5 different SSV schemata 1n Table

4 1, as is shown m Table 4.4,

i Reference [ARG4] ... [ARGY] pivot [ARGi+1] . [ARGisr]
2-6 | SSV substitutions | [SVigg,] - [SVirg] bivot [SVige, - [SVire,..]

Table 4.4: A test set containing a reference sentence and 5 test sentences for
a particular frame-lemma pair 1 = number of arguments to left of
pvot, r = number of arguments to right of pivot, 1 <i <5,

For example, for the frame-lemma pair wnclude([suby,0by]), two sets of 6 sentences were
constructed, one in the sumple past, the other in the future tense Table 4 5 contains one
of those sets the reference sentence ‘The woman included the man’ and 5 test sentences
in the simple past obtained after replacing the arguments of the original predicate by the

SSV schemata.

S8V schema Generated sentence
1 | Reference The woman included the man.
2 | Non-word strings SUBJ1 included OBJL.
3 | Non-word strings with det | The SUBJ1 included the OBJL.
4 | Acronyms IBM included CD.
5 | Proper nouns Mary included John.
6 { Conirolled heads The cat included the skunk.

Table 4.5: A test set contaimng a reference sentence and 5 test sentences for
the frame-lemma pair wmclude([/suby,obyf).
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1. to compare the translation of the pivot in the test sentences to the translation of the

pivot 1n the reference sentence.
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not possess in-house versions of the above mentioned MT systems at the time of the
experiment, we had to rely on their free on-line versions, which put a size restriction on
the mput files We therefore decided to split the test corpus into a number of smaller
files, with a maximum size of 64Kb each. These files were uploaded onto a web server and
translated by executing a script that retrieves the MT output of the test files by using
WGET. Translating the test corpus of 78,708 sentences by 4 MT engines resulted in a total
of 314,832 translated sentences to be evalnated.

The translation of a test sentence was deemed successful if the following two conditions

were satisfied:

1. The translation of the pivot in the test sentence is identical to the translation of the

pivot in the reference sentence.

2. The translated SSVs (SV} RG,) are in the same position with respect to the pivot as

the translated original arguments (ARG,)

For each of the four MT systems, a list of possible translations of the 35Vs was obtained
(early MT access) We then used a string comparison script to automatically check the
314,832 translations obtained for the quality of the pivot and for correctness of the location

of the arguments in the target language

4.3.4.3 Results

Tables 4.7 to 4.10 contain the results of successful S8V replacement for LogoMedia, Sys-
tran, SDL and PromT respectively. The first column (worst frame) in each table contains
the success rate of the SV replacement for the worst performing subcategorisation frame.
For example, the worst frame success rate for the ‘proper noun’ SSV in Table 4.7 18 75.31%.
This means that substituting the arguments with ‘proper noun’ SSVs leads to 75.31% suc-
cessful sentences for the worst frame of the 20 different subcategorisation frames in Table
46 The second column (best frame} contains the success rate of the SSV replacement
for the best performing subcategorisation frame. The third column {average) contains the
weighted average of the SSV replacement over all 20 subcategorisation frames, where the

weight of a subcategorisation frame equals the number of sentences selected per frame mn
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the Penn-II Treebank, or average = %ﬁ—:‘:—” with z, the success rate for subcategori-
sation frame ¢ and w, the number of sen;:ences selected for frame 1. For example, the
average success rate for the ‘proper noun’ S8V in Table 4.7 is 95 26%. This means that
substituting the arguments with ‘proper noun’ SSVs leads, on average, to 95.26% success-
ful sentences by taking a weighted average over all 20 different subcategorisation frames
in Table 4 6

The first row in each table {optumal combination) contains the success rate of the best
SSV replacement per subcategorisation frame, i.e. the replacement by the SSV candidate
that achieved the highest score for the mdinidual subcategorisation frame in question. For
example, the average success rate for the ‘optimal combination’ in Table 4.7 is 95.50%
This means that substituting the arguments with the best possible S5V schema per frame
leads, on average, to 95.50% successful sentences by taking a weighted average over all 20
different subcategorisation frames in Table 4.6.

The subsequent rows contain the scores for the argument replacement of ofl subcat

frames by the same 55V.

S8V worst frame | best frame average

success (%) | success (%) | success (%)
Optimal combination 75 31 100.00 95.50
Proper nouns 75 31 100.00 95.26
Non-word strings with det 5.56 90.71 7112
Non-word strings 4.29 92 50 69.69
Controlled heads 545 90 71 70.50
Acronyms 5.56 88.21 66 75

Table 4.7: Results of SSV replacement on translation quality for LogoMedia

Ssv worst frame | best frame average

success (%) | success (%) | success (%)
Optimal combination 86 09 100 00 97.22
Proper nouns 54 29 100.00 93.34
Controlled heads 406 100 00 81.03
Non-word strings with det 3.77 99.66 79.24
Acronyms 10.85 99.32 76 35
Non-word strings 4 06 98 97 73.03

Table 4.8: Results of SSV replacement on translation quality for Systran
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S8V worst frame | best frame average

success (%) | success (%) | success (%)
Optimal combination 425 100 00 84.12
Non-word strings with det 2.83 100.00 83.88
Controlled heads 2.83 100.00 83 68
Non-word strings 2.83 100.00 8214
Proper nouns 425 100 00 8202
Acronyms 2,83 100 00 81.41

Table 4 9: Results of SSV

replacement on translation quabty for SDL

S5V worst frame | best frame average

success (%) | suceess (%) | success (%)
Optimal combimation 97 34 100.00 99 16
Proper nouns 97.21 100.00 98 70
Acronyms 40.40 99 74 92.24
Controlled heads 603 99.66 79 76
Non-word strings with det 498 99.75 78 44
Non-word strings 4.87 99.32 76.87

Tahle 4.10: Results of S8V replacement on translation quality for PromT

4.3.4.4 Analysis

Two different S8V replacement strategies might be considered:

1. Best overall SSV replacement. The replacement schema shown to work best over
the totality of the test corpus for a particular MT engine is applied to all sentences,

irrespective of the subcategorisation frame of its verb.

2. Best individual SSV replacement. The replacement schema applied to a sentence
is the one shown to work best for the particular subcategorisation frame of the

predicate of that sentence

For LogoMedia, Systran and PromT, the best overall SSV replacement scores are
achieved by the proper noun SSV schema, with average scores of 95.26%, 93.34% and
98.70% respectively. This result can be explained by the fact that the chosen proper
noun S8Vs are semantically more similar to the constituent they substitute for than the
other SSV candidates, For instance, in Table 4.5 the SSV ‘Mary’ resembles the original
constituent “The woman’ more than other SSVs such as ‘SUBJ1’, ‘IBM’ or ‘The cat’.
Substituting arguments with semantically different SSVs can easily lead to a distortion in

the translation of the pivot, as is shown in Tahles 4.11 and 4.12.
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t ' Source Target

[ The woman strapped the man | La mujer azotd al hombre

v The SUBJI strapped the OBJ1 | El SUBJ1 até con correa el OBJ1 N
| SUBJI strapped OBJ{ SUBJ1 OBJ1 corto de dinero ‘
b IBM strapped CD IBM até con correa CD

. Mary strapped John Mary azoté a_ John :
Fr:: The cat stra.pped the skunk El gato atd con ‘correa a la mofeta '

s Table 4.11: Translation of the test set for the frame-lemma parr strap(foby,suly/)
fﬁ . by Logomedla .

L Loty Y o "’ o,

- In Table 4.11, the prOt is translated as ‘azotar’ (= ‘to whip’) for the ‘proper noun’
SSV. In the case of acronyms controlled heads and non-word stnngs with determiner,
o the pivot 15 translated as the idiom ‘atar con correa’ (= ‘o put on a lead’) The use
of non-word lstrings without determiners Ilead‘s to an errc’il;leous homograph resolution of

|
- ‘strapped’, which 1s translated-as an adjective (‘¢orto de dinero’ = ‘not nich’).

i o
|

Source : - Target - :
[ . The wiman will face‘the man | [ia mujérise encontra.ra «cara a cara con el hombre . X
s The SUBJl will face the OBJ1 1B SUBJ1. irard’ hac1a. el OBJl - N
v SUBJ1 will face OBJ1 . | SUBJ1 mirara hacia OBJ1 - - o

P | IBM will face CD | IBM enfréntars, CD. ’ b s -
|r“z>1 o . | Mary willr face John . ... . Ma.ry Se;encontrara“cara al Cal'anuCOIltJOhIl N T _i‘.‘l e

' The cat wﬂl face the skunk #ﬁl’ gato mirars hacia la. mofeta

| 7 .  hagid la mofets. =

- . .. 'Tabled "12 Translatlon of the \test gt for ‘the frame-lemmaqpa.lr fece( [obj,subjj )

o ) e LT . . T | '
o oo - < ‘by Logomedla o 5 “‘5 LR L I

I
|
i':r;ﬁf*g ST e <In ‘Table, 4.12, .the’ plvot“ls translated as encontrarse éara a ‘cara’ (= ‘to “ﬁbe rfa?:e“ 8 e

face’) for the proper noun SSV In the case of controlled heads and non-word strmgs wnth
"P' -f , and, without’ determlner the. plvot is transla.ted as, ‘mirar-hacia’ (= ito look-to’). The use, .

of acronyms le Ieads to a pvot translatlon of enfrentar (— ‘to confront’).

= e

} £ b For)SDL the best overa,ll SSV replacement'score for 1Srach1eved by wthe ‘non-word Strlng

a.(ﬂ . e
r B3

with detelmmer SSV schema, w1th an average score of 83 88% The variation bétween the
rﬁ\ . - s‘coreé»of the dlfferent SSVS however 1s 'less pronounced for SDL (81 41%-83 88%) than
for the other MT systems (cf Tables 4 7 4, 10) “This cai be explamed‘ 'by the fact that

o ) thea SBL engme 1s probably 1ess context sensn',we then the others,a &, it rehes less: on the | ..»0

&

. . . "

semantic propertles of the arguments than the other MT systems to se]ect a translatlon




Also, the overall results for SDL were significantly lower than for the other MT engines.
This is caused by the fact that SDL often relies on the mediopassive voice in Spanish, a
grammatical construction which subsumes the meanings of both the middle voice and
the passive voice Spanish, apart from the traditional periphrastic passive construction,
can express the passive and middle voice with a synthetic construction in which the syn-
tactically active verb, accompanied by a reflexave pronoun, has a semantically passive
character.®

The average scores for the best individual S5V replacement ( ‘optimal combination’ in
Tables 4.7 to 4.10) range between 84.12% for SDI to 99.16% for PromT. However, even
this optimal selection obtains rather low scores for certain frames: the scores for the worst
performing frames vary between 4 25% for SDL to 97.34% for PromT.

Taking into account the simplified nature of the sentences and the fact that we ex-
tracted verb forms in the sumple past and future tense to minimise the possibility of
verb-noun ambiguities, it is to be expected that these scores would be lower in a real-
world environment Therefore, 1t is not true that constituents can be safely replaced with
SSVs for any frame. A reasonable implementation of the replacement algonthm would
involve a replacement schema in which the $Vs mainiain the maximum syntactic and

lexico-semantic similarity with the original constituent they substitute for.

4.3.5 Conclusion

The experiment in Section 4.3.4 shows that 1t is not possible to rely solely on S8Vs for a
safe satellite substitution. We will, therefore, opt for a backoff schema in which we first
attempt to substitute satellite chunks with DSVs, the translation of which is determined

by late MT access, and fall back on SSVs in case the DSV substitution is not successful.

4.4 Summary

This chapter introduces the concepts necessary to understand the technical details of
TransBooster, which are presented in Chapter 5. In the first part of this chapter, we

explained the basics of the decomposition algorithm and illustrated its working with several

SE g ‘El pi1so es vendido’ (periphrastic) vs ‘El piso se vende’ {synthetic)
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examples. In the second part, we expanded on the concept of Substitution Variables and
reported the results of a preliminary experiment conducted to determine the suitability of

various Static Substitution Variable schemata.
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Chapter 5

TransBooster Architecture:

Technical Details

5.1 Introduction

In this chapter, we expand on the concepts introduced in Chapter 4 and treat the different
components of the TransBooster architecture in detail In the first part (Section 5.2:
TransBooster Mark 1), we explain the standard TransBooster algorithm. The second
part (Section 5.3: TransBooster Mark II) contains an outline of an alternative, simplified

TransBooster strategy

5.2 TransBooster Mark 1

This part is structured as follows: we fiist focus on head identification (Section 5 2.1), the
construction of pivots (Section 5 2 2) and the distinction between arguments and adjuncts
(Section 52 3) We provide an in-depth description of how the Substitution Variables
introduced 1n the previous chapter are constructed (Section 5 2.4) and explain how context
templates are constructed and used (Section 5 2 5). We then examine the back-end of the
TransBooster engine {Section 5.2.6) and present the safety measures that have been put in
place to prevent erroneous decomposition (Section 5 2.7}. Finally, we provide a summary

of the algorithm (Section 5.2 8) and illustrate its working with an example.
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5.2.1 Identifying Heads

As outlined m Section 4.2.2 on page 42, the first step in determining the pivot of a
constituent is the identification of its head. We use the head-finding rules of (Cahill,
2004), which are an adaptation of the head-lexicalised grammar annotation scheme of
(Magerman, 1995) and (Collins, 1999) The rules are displayed in Table 5.1. The first
column contains the constituents of which we want to determine the head. The second
column indicates the direction in which the children of the constituent will be scanned.
The third column contains a list of candidate head categories for each constituent.

The head-finding function proceeds as follows: for each candidate head category X in
the third column, starting with the first category, scan the children of the constituent from
left to right (head-imtial constituents) or right to left (head-final constituents). The first
child that matches category X is the head node. If no child matches any category in the
list, the first child, in the case of head-initial constituents, or the last child, in the case of
head-final constituents, is considered to be the head.

Asterisks (***¥} indicate the beginnmng of a list of categories that, if possible, should
not be chosen as the head of the constituent. If a child 15 found whose category differs
from those occurring after the asterisks, that child is considered to be the head. If all
children match one of the categories after the asterisks, choose the leftmost or rightmost
child according to the search direction. For categories without any values (-), choose the
leftmost or rightmost child according to the search direction.

The head of an NP node is determined by a separate set of rules. The first child
encountered whose category label beging with N in a right-to-left scan is the head, if
the following two conditions are met: (i) the category label does not contain a Penn-II
functional tag, and (1) if the category label is NP, it must not be preceded by punctuation.
If no category is found, the algorithm relies on the information in Table 5 1 to determine
the head of the NP.

In the case of a coordinated node N1, the default head finding procedure as explained

'Note that the constituent CONJP 1n Table 5.1 refers to multi-word conjunctions dorminating a limited
amount of lexical items (e.g. ‘as well as’, ‘rather than’, ‘not to mention’ ete). CONJP constituents are
never subject to recursion In the Penn Treebank, coordinated phrases of the same syntactic category X
are joined under a mother node X. Coordinated phrases of a different syntactic category are jormmed under
the mother node UCP (‘Unlike Coordinated Phrase’)
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in this section is overridden If two phrasal constituents of the same category are coordi-
nated, the first CC-labelled constituent (the coordination word) found while scanning the
children from left to right is assigned to be the head During the tree-flattening procedure,
the CC node 15 analysed as the pivot of the chunk and the two coordinating constituents
are analysed as adjuncts, since they are not necessary for a safe translation of the CC.
Both coordinated constituents are subject to recursive decomposition in a later stage. In
all other cases ((i) N contains more than two coordinated constituents, (ii) N contains
two coordinated phrasal constituenis of a different category, or (iii) in addition to CC, N
contains at least one lexical item), N is not decomposed further but sent as a single unit

to the baseline MT system for translation.

Constituent | Direction | Candidates

ADJP Right % QP JJ VBN VBG ADJP $§ JJR JJS DT FW IN **** RBR
RBS RB

ADVP Left RBR RB RBS FW ADVP CD *¥*%k TR, JIS JJ NP

CONJP Left CC RB IN

FRAG Left -

INTJ Right -

LST Left Ls:

NAC Right NN NNS NNP NNPS NP NAC EX $ CD QP PRP VBG J1J
JIS JIJR ADJP FW

NP Right EX $ CD QP PRP VBG 1J JJS JJR ADJP DT FW RB SYM
PRP$ *#*** PRN POS

PP Left INTOFW

PRN Left -

PRT left RP

QP Raght $ % CD NCD QP }JJ JJR JJS DT

RRC Left VP NP ADVP ADJFP PP

S Raight TO VP SBAR ADJP UCP NP PP-PRD ADJP-PRD NP-PRD

SBAR Right IN S 8Q SINV SBAR FRAG X

SBARG Right 5Q S SINV SBAR(Q FRAG X

SINV Right MD IN VBZ VBD VBP VB AUX VP § SINV ADJP NP

5Q Right MD VBZ VBD VBP VB AUX VP 5Q)

UCP Left CC 8§ ¥**¥* ADVP RB PRN

VP Left MD VBD VBN VBZ VB VBG VBP POS AUX AUXG VP
TO ADJP JJ NP

WHADJP Right JJ ADJP

WHADVP Left WRB

WHNP Raght NN NNS NNP NNPS NP WDT WP WP$ WHADJP WHPP
WHNP

WHPP Left IN TO FW

X Left -

Table 5.1: Tree Head Table - the hst of head-finding rules based on (Magerman,
1995)
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5.2.2 Constructing Pivots

We have provided an introduction to pivots n sections 4.2.1 and 4.2.2 on pages 40 and
42. The main goal of identifying a pivot for each input chunk is to obtain the part of the
input string that has to remain intact during the decomposition process. We achieve this
by extending the chunk’s nucleus (¢f. Section 5.2.1) with necessary lexical information
(adjacent terminal strings) to (i} capture possible idiomatic constructions, and (ii) avoid
substituting arguments with a limited lexical scope.

An example? of an 1diomatic construction is shown in (49):

(49} ‘close to the border’—‘cerca de la frontera’.
‘close’—*ciérrese’.

‘to the border’—‘a la frontera’.

In (49), the translation of the head ‘close’ of the ADJP ‘close to the border’ in isolation
leads to the deficient translation ‘ciérrese’ (= reflexive imperative of the verb ‘to close’).
In order to obtain the correct translation ‘cerca de’, the preposition ‘to’ has to be adjacent
to the head ‘close’ in the pivot string sent to the MT engine. This can be achieved in two

duifferent ways:

1. Include the necessary lexical material (e.g. ‘to’) in the pivot.

2. Include the necessary lexical material (e.g. ‘to’) in the argument skeleton.

n (49), the first option would lead to a decomposition of the input string into the
pivot ‘close to’ and NP argument ‘the border’. The second option would lead to the
pivot ‘close’ and PP argument ‘to the border’.? Although both options lead to the correct
translation ‘cerca de la frontera’, option 1 is preferable to option 2, because the amount
of variations of possible translations for an NP SSV is usually less than for a PP SSV,
due to the highly idiomatic characier of prepositions, In other words, the total number of

possible translations Z (cf. Section 4.3.2 on page 54) 15 usually higher for a PP than for

2 All examples 1n this chapter were translated from English—Spanish by LogoMedia.

3The ADJP ‘close to the border’ does not contamn encugh lexical material to be eligible for decomposi-
tion 1n a real-world TransBooster scenario, as is further explained i Section 5 26 We ncluded this short
example here for purposes of clarty. It 18 easy to see, however, how the constituent could be extended
with modifiers {e g. ‘close to the dangerous border that separates Paraguay from Bolivia’) in which case
1t would be subjected to decomposition
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arn NP since the translation of the head of the PP, the preposition, depends heavily on the
preceding context Therefore, it is more difficult, both in the case of early MT access as
in the case of late MT access, to successfully determine the translation of the argument
83V 1 the case of a PP SSV than in the case of an NP SSV. Accordingly, even though
it is not strictly necessary to include additional lexical material in the pivot, we find 1t
preferable to extend the pivot with a limited amount of idiomatic lesacal items than to
have to account for a large number of SSV translations.

The second case in which we choose to extend the pivot with adjacent lexical informa-
tton 15 to avold having to substitute arguments with a limited lexical scope. If, in Figure
4.1 on page 41, an argument satellite containing only a few words is adjacent to the pivot,
the S5V replacement of this satellite is unlikely to lead to a simplification of the input due
to the syntactic simplicity of the original constituent. On the contrary, since the possibil-
ity of a deficient translation of the pivot due to semantic differences with the original can
never be ruled out, an SSV replacement in these cases is likely to do more harm than good.
Therefore, argument satellites adjacent to the head and dominating fewer leaf nodes than
& predefined threshold N are included in the pivot The optimal value of the threshold N
depends on the baseline MT system used and was empirically established by tuning the
programn parameter p. PivotAttach , as will be further explained during the discussion of
experimental results in Chapter 6. For example, the best results for baseline MT system

LogoMedia were achieved with N == 2. As an example, consider the sentence in (50):

(50) ‘[Traders] ape, [said]pvor [Most of therr major institutional investors, on the other hand,
sal tight] agg,’. — ‘[Traders said]pue [most of their major institutional investors, on

the other hand, sat tight]ang, .

Substituting the first argument “Traders’ with an SV would not improve the syntactic
complexity of the sentence. It could only lead to a possible distortion of the translation
of the pivot ‘said’. Therefore, it is included in the pivot.

Like satellite chunks, the pivot is a translatable chunk, provided it is embedded in
a sufficient context. However, contrary to satellites, which are embedded in a context
template, the coutext for the pivot is provided by SVs, thereby simplifying the original

arguments.
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The identification of the pivot makes it possible to flatten the original Penn-Il-style
tree into a simpler structure consisting only of the pivot and satellites (¢f. Figure 4.3 on
page 41). In this simpler structure, the pivot is the point of reference with respect to
which we will calculate the position of the translation of the satellites in target. Given a
Pernn-II-style tree, we use two different strategies to construct the pivot. In a first step,
the syntactic characteristics of the constituent are matched against one of the patterns
designed to take into account idiomatic constructions and arguments with a limited lexical
scope (cf Section 5.2.2.2). If no match is found, in a second step a default generic pivot

finding procedure is used (cf. Section 52 2 1},

5.2.2.1 Constructing Pivots: Default Tree Flattening

The default pivot finding procedure is independent of the syntactic properties of the input
chunk. It only takes into account the lexical coverage of the input chunk’s head nodes
along the tree’s head projection line. The procedure starts at the root node of the input
chunk, recursively traverses the tree and, at each step, examines the local head node N,
If N dominates < L leaf nodes, the node N and iis yield 1s taken to be the pivot. If,
on the other hand, the head node N contains too many leaf nodes (> L), the procedure
considers the head node N’ immediately dominated by N along the constibuent’s head
projection line, to be a pivot candidate, and so on, until a head with L words or less in its
coverage is found. L is a parameter that allows us to experiment with varying maximum
pivot lengths. The optunal value of L depends on the baseline MT system used and was
determined empirically by tuning the program parameter p_PivotLength.?

As an example, consider Figure 5.1. The pivot finding procedure starts at node 1,
the node representing the input chunk ‘A ... L’. Node 3, the head of node 1, dominates
11 lexical items (B ... I.). Since this number is greater than the threshold L = 4, the
procedure examines node 4, the head of node 3. Node 4 dominates only 1 (< L) lexical
item, namely ‘B’. Therefore ‘B’ is the pivot of ‘A ... L’. Nodes 2 and 5 are the pivot’s

satellites The resulting flattened tree structure will serve as input to TransBooster’s

“The best BLEU, NIST and GTM scores were achieved with L = 4 for all tree baseline MT systerns
Cf Section 6 2 2 on page 102
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decomposition module.®

1
- /N
6
|

N

5
6 7
| T

A B CD ... L A B C

9

/7\

D .. L

Figure 51 Basic tree flattening, 1--7 are arbitrary non-terminal categories. A-
L are lexical items. Node 3 is the head of node 1. Node 4 is the

head of node 3. The resulting flattened tree on the right-hand side
1s the input to TransBooster’s decomposition module.

5.2.2,2 Constructing pivots: Extended Tree Flattening

Contrary to the default tree flattening procedure, the extended tree flattening strategy
takes into account the syntactic characteristics of the input chunks. It tries to match
these characteristics against a number of previously determined syntactic templates. The
goal of the templates is to cover most of the cases in which it is preferable to extend the
pivot with additional lexical material to account for idiomatic constructions and specific
syntactic phenomena, as explained at the start of Section 5.2 2. If none of the templates
matches the syntactic environment of the input chunk, its tree is flattened by using the
default tree flattening procedure.

As an example, consider Figure 5.2. The left-hand side tree is identical to the left-hand
side tree in Figure 5.1. In this case, the specific syntactic configuration in the tree matches
a predefined template, which for example expands the pivot with its first adjacent non-
empty node to its right. As a consequence, ‘C’, the lexical coverage of node 6, is attached
to the pivot ‘B’, leading to pivot ‘BC’ and a different tree flattening.

The pivot templates were constructed based on a manual analysis of the most frequent
occurrences of non-terminal expansions 1n the training section of the Penn-1I Treebank.
For this analysis, we relied on the treebank grammar used by (Cahill, 2004), which was
constructed following {Charniak, 1996). A treebank grammar is a context-free grammar

(CFG} created by reading off the production rules directly from hand-parsed sentences

5Note that pivot finding and tree flattening are recursively applied to satellites (here nodes 2 and 5}
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4 5 =
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A B CD ... L A B-C D ... L

Figure 5 2 Extended tree flattening 1-7 are arbitrary non-terminal categories.
A-L are lexical items. Node 3 is the head of node 1. Node 4 is the
head of node 3.

in a treebank. In the case of (Cahill, 2004), the CFG was constructed based on the
training section of the Penn-II treebank (sections 01-22), with empty productions and
trace information removed and all Penn-II functional information tags attached to CFG
categories stripped

Since 1t is not possible to manually analyse all 17,034 rule types in the treebank-based
CFG, we chose to investigate the most frequent rules that account for 85% of rule tokens
per non-terminal. Given that it 1s not useful to subject chunks with a limited lexical
range to decomposition, we excluded the rules dominating an average of fewer than 4
leaf nodes. This figure is related to the optimal value of the parameter p_ChunkLength,
introduced on page 50  After these reductions, 554 rule types remained for analysis. The
rules were analysed by examining the corresponding rule-token dominated sub-trees in
the treebank. Two different tools were found useful for thus analysis: TGREP (Pito, 1993)
and the DCU Treebank Tool Suite (TTS)? (Cahill and van Genabith, 2002). TGREP is a
well-known Unix-based tool that allows parse-annotated tree searches in the same spirit
28 GREP. TTS is a web-based treebank inspection tool developed at DCU with extended
functionality for PCFG parsing. TGREP supports searches of arbitrary tree fragments and
depth, whereas T'TS is easy to use and displays the results graphically.

After mspecting individual instances of each relevant rule type, we derived specific
coding guidelines Appendix B contains a list of the main extended pivot treatment
procedures for non-terminal nodes m the Penn-II Treebank. Each rule is illustrated with

an example.

6 All TransBooster program parameters are summarised 1n Section 6 2 2
Thttp'//www computing deu.ie/ " acahill /tts/
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5.2.3 Arguments vs. Adjuncts

As pomted out n Section 4.2.3 on page 43, we broaden the traditional notion of the term
‘argument’ to those nodes that are essential for the correct translation of the parent node.
Nodes labeled as adjuncts can be safely omitted in the string sent to the baseline MT
system to obtain the translation of the pivot. Omitting redundant material in the original
string is a first obvious way to simphfy the input. However, caution must be taken not to
ormt certain lexical items that, despite being classified as adjuncts in a certain grammatical
framework, are nevertheless essential to guarantee a correct translation of the pivot.

For example, consider the Penn-IT sentence m Figure 5.3. If, in Figure 5.3, the direc-
tional ADVP ‘down’ and PP ‘into their canal’ are labelled as adjuncts, the translation
of the resulting argument skeleton ‘We were coming’ would lead to the erroneous pivot
translation **viniendo’ (‘coming from somewhere’) instead of the correct ‘bajando’ (‘com-

ing/going down’), as is represented m (51).

8
NP-8BJ VP
|
PRP
V\l,e VED VP

were

VBG ADVE-DIR PP-DIR,

| | /\

coming RB N NP
| /\
down  into  PRP NN

their canal

Figure 5.3: Penn-1I tree representation of ‘we were commg down nto their canal.’

(51) “We were commg down mto their canal.’” — ‘Estabamos bajando en su canal’.

“We were coming’ — ‘Estabamos vinlendo’.

Likewise, consider the Penn-II sentence in Figure 5.4
If, in Figure 5.4, the directional ADVP ‘away from the stock market’ is labelled as

an adjunct, the translation of the resulting argument skeleton ‘Individual investors have
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5

T

NP-SBJ VP
17 NNS - yEp VP
individual 1nvestors hl
ave
VBN ADVP-DIR
[ /\
turned
RB PP
I /\
awa;
Y IN NP
I
from

DT NN NN
I

the stock  market
Figure 5.4: Penn-1I tree representation of ‘Individual investors have turned away
from the stock market ’
turned’ would lead to the erroneous pivot translation *‘han doblado’ (*have turned’) in-

stead of the correct ‘se han alejado’ (‘*have turned away’), as is shown in (52):

(52) ‘Individual investors have turned away from the stock market’ — ‘Los inversores par-

ticulares se han alejado del mercado de valores’

‘Individual investors have turned’ — ‘Los inversores particulares han doblade’.

Therefore, the argument-adjunct distinction of a specific grammatical framework can
only serve as a basis to distinguish between ‘pivot arguments’, essential nodes for the
correct translation of the pivot, and ‘pivot adjuncts’ (redundant material) among satellites
A thorough nvestigation of the most frequent phenomena 1s necessary to avoid errors as
shown in (51} and (52).

In the first phase of determining argument-adjunct distinction guidelines for node-
labelling by TransBooster, we relied on information provided in (Hockenmaier, 2003). In
this work, the author presents the creation of training data and the development of prob-
ability models for statistical parsing of English with Combinatory Categorial Grammar
(CCG, (Steedman, 1996, 2000)). CCG is a lexicalist, constraint-based grammatical the-
ory in which categories are the building blocks of the grammar Words are associated
with very specific categories which define their syntactic behaviour. In order to obtain

training data for CCG parsing, Hockenmaier {2003) had to transform the phrase-structure
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trees in the Penn Treebank into a corpus of CCG derivations. In the Penn Treebank, the
complement-adjunct distinction is not marked explicitly, as is clearly stated in (Marcus

et al , 1994):

“After many attempts to find a reliable test to distinguish between arguments and
adjuncts, we have abandoned structurally marking this difference. Instead, we now
label a small set of clearly distinguishable roles, building upon syntactic distinctions

only when the semantic intuitions are clear cut.”

In the implementational details of the transformation from Penn Treebank to CCGbank
in (Hockenmaier, 2003}, however, clear gnidelines are provided to distinguish arguments
from adjuncts, based on heuristic procedures which rely on the label of a node and its
parent,

In the second phase of our argument-adjunct distinction procedure, we refined the dis-
tinction criteria obtained during the first phase by manually inspecting the most frequent
rule-types accounting for 85% of rule token expansions per non-terminal in the Penn Tree-
bank. For an explanation on how the 85% part of rule tokens were selected, of Section
52 2.2, Appendix C contains an overview of the ARG-ADJ distinction heuristics used m
this dissertation.

Satellites that have not received an explicit argument /adjunct label based on the CCG
heuristics or after the above-mentioned refinement phase, are assigned a label by default

The best experimental results were obtained by labeling all remaining satellites as adjuncts.

5.2.4 Substitution Variables: Static vs Dynamic

After flattening the original input tree into a TransBooster tree, argument and adjunct
skeletons are obtained by replacing the relevant satellites by SVs, as explained in Section
4.2.4 on page 44. The translation of these simplified syntactic structures makes it possible
to extract the translation of the pivot and locate the position of the satellites in target
As described in Section 4.3 on page 54, SVs can be static (SSVs) or dynamic (DSVs). In
this section we will focus on the implementation of both SV types.

The experiments reported 1n Section 4.3.4 show that syntactic and/or lexico-semantic

differences between SSVs and the constituent they replace can lead to an erroneous trans-
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lation of the pivot or a wrong placement of the satellites in target. Therefore, as a first
choiwce, we substitute the satellites with DSVs, the translations of which are obtained
through late MT access. DSVs have the advantage that they share a maximal syntactic
and lexico-semantic similarity with the satellites, but their retrieval in target is non-trivial,
as their translation is not known in advance. This substitution leads to a dynamic argu-
ment skeleton and a number of dynamic adjunct skeletons, As a fall-back, the satellites
are also substituted with appropriate SSVs, leading to a stafic argument skeleton and a
number of static adjunct skeletons.® SSVs have the advantage that they are relatively
easy to track in target but their syntactic/lexico-semantic divergence with the original
satellites might trigger translation errors, as shown in Section 4.3.4.

The retrieval of the translation of the pivot and the location of the satellites in target
works as follows In a first attempt, the DSV translations are matched against the trans-
lation of the dynamac skeletons. If a match is found for each of the DSV translations, the
pivot is extracted and the position of the satellite translations is stored in memory. If there
is a mismatch between one of the DSV translations and the translated skeleton, a second
attempt is made by matching each of the previously established SSV translations against
the translation of the static skeleton. Only in case this second attempt is unsuccessful,
the entire pivot extraction and satellite location procedure fails (cf. 5 2.7 for more details
on what happens in case no pivot can be extracted).

Instead of relying solely on DSVs or §5Vs, using this back-off mechanism permits us to
combine the strength of the DSV’s accuracy with the SSV's retnievability In the following

section we will explain i more detail how DSVs and SSVs are generated.

5.2.4.1 Identifying Optimal Substitution Variables

The DSV of a constituent consists of the constituent’s head and its simplified arguments.
In other words, a constituent’s DSV is the string remaining after the recursive removal of
all adjuncts in the tree representation of the constituent. Removing the adjuncts leads in
many cases to a considerable simplification of the original. At the same time, the presence

of the head and its simplified arguments ensures a sufficient lexico-semantic resemblance

8Cf Section 4.2 4 on page 44 for a schematic representation of argument/adjunct skeletons
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to the original, which should avoid wrong pivot translations and erroneous satellite place-

ments in target Table 52 contains a number of example chunks and their extracted

. DSVs,
Satellite — DSV s
‘the stock selling pressure’ —  ‘the pressure’
o “Wall Street professmna,ls 1nclud1ng computer-gulded pro— —  ‘professionals’ ‘ ‘|
gram traders’ B
‘the trading halt in the S&P 500 p1t in Chlcago - *the halt’
“1ts remaining seven aircraft’ — ‘its aircraft’ .
B ‘that once did business as Merrill Lynch Commermal Real — ‘thah‘did‘ business’ o
_— | Estate’ - . e ’
‘the potential to be so’ — ‘the potential’
‘ ‘the weekend precedmg Bla,ck Monday in 1987 — ‘the weekend’ .

, | e u

Table 5 2: Some examples of satelllte chunks and their DSVs.
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each specific category-environment sequence is to ensure correct SSV retrieval mn target
in the case of multiple replacement instances of the same type of satellite. If, after the
pivot and satellites have been 1dentified, multiple satellites of the same type and in an
identical syntactic environment are substituted by the same SSV in a skeleton, it is not
possible to locate the position of the satellites in target, given that it is highly probable
that the baseline MT systern will produce the same translation for identical SSV strings
in the skeleton. Tn other words, if in (24) on page 44, SVSATl = .fS’T/:_c;;WJ (1<é,3<l+7),

a correct retrieval of the placement of SAT, " and SAT]' is not guaranteed.

5.2.5 Context: Static vs Dynamic

In Section 4.2.5 on page 47, we emphasised the risks of translating individual satellites
out of context. Therefore, prior to being sent to the baseline MT system for translation,
a satellite is embedded in & context template. This template can be stafic or dynamae.
As is the case for Substitution Variables, the translation of dynamic context templates is
determined at run-time by late MT access, while static context templates are previously
translated by early MT access.

The exact nature of the dynamic context of a satellite depends on whether the satellite
15 an argument or an adjunct. The context for an argument satellite ARGy is constructed
based on the dynamic argument skeleton of its mother node. Given that adjuncts are
not required for the correct translation of thewr governing node or its arguments, they
can be safely omitted. Since we are interested in the translation of ARG x, we do not
substitute it in the dynamic skeleton of its mother (53), resulting in (54). In order to
retrieve the translation of ARGy, a second string is constructed, consisting of the same

dynamic skeleton as before, but with ARG x substituted with its SSV, as shown in (35).

(53) [DSVARGI] - [DSVARGg] p’b’UOt [DSVARG;+1] s {DSVARGHT]

where DSVaggq, is the dynamic Substitution Vanable for ARG, (1 <2 <[4 7).
(54) [DSVARGI] ARG L [DSVARGl] pivot [DSVARGHL] .. [DSVARGHP]

(55) [DSVare,] ... S85Vancy ... [DSVanre,] pivot [DSVare,,,] .. [DSVagrey,.]

(53) and (54) can be represented in a simplified manner as (56) and (57), respectively.
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{56) ARGy |dynamic context] — ARG [dynamic context ]

{57} 58Varex [dynamic context] — SSV‘; RGy |dynamic context |

After sending (57) to the baseline MT system, we subtract the previously known trans-
lation 55 Vf{ RG, trom the resulting string. This results in the translation of the dynamic
context [dynamic context’]. By subtracting [dynamic context’] from the translation of the
string m (56), we obtain ARGB(, the translation of ARG .

As an example, consider the sentence in Figure 4.2 on page 41, repeated below for

reasons of clarty-

E]

T

NP-5BJ

VP
NP ;] NP \ VBZ NP
! | |

DT/\NN : /\ . likes

| | NP Fp ADIP NNS
the chairman

/I\ /\ /I\ delﬂls
1M NP
nr Ja NN 17 fee) 31

J
f |
of NNP  NNP fast

| |
| and confidential
Ball Gates

] | |
a long-time rival

Figure 5.5: Parse tree representation of ‘“The chairman, a long-time nival of Bill
Gates, likes fast and confidential deals ’

In order to retrieve the translation of the argument ‘fast and confidential deals’, it is
embedded in the dynamic argument skeleton of its mother node, which leads to (58):

(58) [The chairman likes]zpniezt fast and confidential deals. — El presidente tiene gusto de

repartos rdpidos y confidenciales

We retrieve the translation of the dynamic context template “The man hkes’ by trans-
lating the same dynamic argument skeleton, but this time containing the argument’s SSV,

as shown in (59):

{59) [The chairman likes|contest [cars]ggy. — ‘El presidente tiene gusto de coches.’

The translation of the SSV ‘cars’ (= ‘coches’) has been previously determined by
early MT access. After subtracting this string from the translation of (59), we find the

translation of ‘T'he chairman likes’, namely ‘El presidente tiene gusto de’. By subtracting
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‘El presidente tiene gusto de’ from the translation of (58), we obtain the translation of the
argument ‘fast and confidential deals’, namely ‘repartos rdpidos y confidenciales’.

The construction of the dynamic context of an adjunct satellite ADJx and the retrieval
of its translation works slightly different. First, we insert ADJx in the dynamic skeleton

of its mother node (53), which leads to the string in {60):

(60) [DSVARGJ] LGADTx L [DSVARGJ prvot [DSVAHG;H] v [DSVARGHJ

The translation of ADJx is obtained by retrieving the difference between the transla-
tions of (53) and (60).

As an example, consider the sentence in (61):

(61) ‘Our long smit 15 our proven ability to operate power plants, he said.’

(8 (S8-TPC-1 (NP-SBJ (PRPS Our) (JJ long) (NN suit)) {VP (VBZ 1s) (NP-PRD (PRP$ aur)
(JJ proven) (NN ality) (8 (NP-SBJ (-NONE- *)) (VP {TO to) (VP {VB operate} (NP (NN
power) {NNS plants}))))))) (, ,) (NP-SBJ (PRP he)} (VP (VBD said) (SBAR (-NONE- 0) (S
(-NONE-*T*1)))) ( ))

After recursively traversing the tree starting from the root node, the TransBooster

algorithm arrives at the node S-TPC-1, which is graphically represented in Figure 5.6.

S-TPC-1
NP-SBJ VP
PRP Ja NN
| | |
Our long suik VBT NEPRD
|
T
PRP JJ NN S
| | |
our proven ability
NP-SBJ VP
|
_NONE- /\
l TO VP
|
to /\
VB NP
operate NN/\NNS
power plants

Figure 5.6: Parse tree representation of node S-TPC-1 in (61).

In order to retrieve the translation of the adjunct ‘to operate power plantg’, it is

embedded in the dynamic argument skeleton of its mother node ‘NP-PRD’, dominating
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the lexical items ‘our proven ability to operate power plants’.!® Since this node does not
contain any arguments, its argument skeleton consists of the pivot in isolation, represented

m (62):
(62) ‘our proven ability ' — ‘nuestra habilidad demostrada.’

After inserting the adjunct into the skeleton, we obtain (63):

(63) [our proven ability].oniers 10 Operate power plants

— ‘[nuestra habilidad demostrada]conser: de operar centrales hidroeléctricas’

By retrieving the difference between the the translations of (62) and (63), we obtain
the translation of the adjunct, namely ‘de operar centrales hidroeléctricas’.

Static context templates were determined by analysing the 554 most frequent rule types
mentioned in Section 5.2.2.2, covering 85% of the rule-tokens per non-terminal in sections
01-22 of the Penn Treebank. The result of this analysis is summarised in Appendix E.
Fach non-terminal is provided with a default context and, if necessary, several additional
static context templates depending on the syntactic environment of the non-terminal,
The appendix llustrates the static context insertion with an example sentence for each
category-environment-context sequence.

The default treatment is to embed chunks first in a dynamic context and try to extract
the translation of the chunk, as described above. In case this fails, an attempt is made
to extract the the chunk’s translation from a static context If both dynamic and static
context extraction fail, the chunk is translated in isolation. Note that the default backoff
from Dynamic Contexti— Static Context-— Zero Context can be modified depending on the
specific characteristics of each chunk. For example, subject NPs need not be inserted in a

context template for correct translation retrieval from English—Spanish.

ONote that the decomposition algorithm does not rely on trace mformation n the gold-standard Penn-
IT trees since this sort of detailed lingwistic mformation 15 not available in the cutput of most statistical
parsers Penn-II functional imformation tags (e.g -SBJ, -TPC, etc} are used in the argument-adjunct
distinction heuristics {cf. Appendix C), SSV selection rules {cf. Appendix D) and in the construction of
Static Context Templates (cf. Appendix E).
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5.2.6 Chunks and their Translation

In this section, we will discuss the back-end of the TransBooster engine, which 1s com-
prised of two modules that interact with the baseline MT system. The module Tronslation
sends all strings generated by TransBooster to the MT system and retrieves their trans-
lations. The module Chunk ensures that all chunks to be translated are embedded in an
adequate context, if necessary, and passes the generated strings on to Trenslation. After
the MT system is accessed and the module Translofion has retrieved the translations of the
gtrings, Chunk extracts the chunk translations and passes them on to other modules in the
TransBooster engine, which recompose the final output. This interaction is schematically

represented in Figure 5 7

Chunk Translation MT Engine

Figure 5.7: The back-end of the TransBooster Engine.

Chunk is a module containing data structures for all possible context-enhanced source-
target pairs for the chunks to be sent to Translation. Translation is a module that interacts
directly with the baseline MT engine by sending strings and retrieving their translations.
Since all chunks are retrieved at run-time, this translation retrieval refers to late MT
access. This contrasts with early MT access, in which chunks — in practice only SSVs —
are translated prior to processing input by TransBooster (cf. Section 4.3.2 on page 54).

In Section 4 2 on page 39, the notion of ‘chunks’ was introduced as being the different
parts that the input sentence was being decomposed into. In this section, we interpret
‘chunk’ in a broader sense: the term comprises every single item that needs to be trans-
lated in order for the algorithm to operate successfully. These items are included in Table

5.3

We will now discuss how the different types of chunks in Table 5.3 are stored and

explain the default context retrieval procedure for each individual type:
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Type of chunk Default Context Retrieval
Satellites Dynamic—Static—none
Pivots none

Substitution Variables none

Argument Skeletons Dynamic—Static—none
Adjunct Skeletons Dynamic—Static—none

Table 5.3: Chunks in module Chunk and their default context retrieval

Satellites Satellites are the typical chunks as introduced in Section 4.2. In most cases,
it is essential to embed them in some sort of context tc ensure correct translation
(cf. Section 5.2.5). The data structure Chunk stores the satellites, retrieves their
static context and constructs all necessary material for dynamic context extraction.
It sends the satellite chunks to Translation in three different contexts: (i) in a null
context (isolation), (1) 1n a static context, and (iii) in a dynamic context. After
retrieving the necessary translations, 1t attempts to extract the satellite translation
from the Dynamic and Static Context translations, respectively, as explained in
Section 525, In case both extractions fail, Chunk selects the translation of the

satellite 1n 1solation.

Pivots The translation of a pivot is obtained by extracting SV translations from the
translation of the Argument Skeleton. The SVs provide the necessary context for
the pivot. However, in case no pivot can be extracted from the translation of the
Argument Skeleton, we want to maintain the option of retrieving the translation
of the pivot in isolation. This is the reason why pivots are also sent as individual
strings to the Translafton module. In practice, retrieving the translation of pivots
in isolation 1n case of an unsuccessful pivot extraction attempt does not lead to
improvements, as might be expected.!! Therefore a failed pivot extraction attempt

will lead to aborting the entire decomposition process.

Substitution Variables Late MT access for Substitution Variables. both SSVs and
DSVs are sent to the module Translation in isolation. As commented in Section
432, late MT access is the only suitable manner to retrieve the translation of a

DSV. It might seem strange, though, that we are also translating SSVs at run-

N Experimental results related to the program parameter p-PivotCheck are provided in Chapter 6
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time. We do this as a safety measure: although a list of possible translations for
S58Vs has been determined beforehand and stored in the data structure Substitution
(which is included in the class diagram of the TransBooster application in Appendix
F), the additional S5V translation obtained at run-time will be added to this list
if it is not aiready present. This technique also provides TransBooster with some

‘sell-calibration’ to possible changes in the embedded baseline MT system.

Argument Skeletons Like proper satellites, argument skeletons are chunks that need
to be embedded in a sufficient context. Therefore they receive the same treatment

as satellites.

Adjunct Skeletons Like proper satellites, adjunct skeletons are chunks that need be
embedded mn a sufficient context. Therefore they receive the same treatment as

satelltes.

There are several reasons why certain chunks are translated in a zero context:

1. There is no need for additional context, e g. in the case of a simple subject NP for

English-—+Spanish.

2 The translation of a chunk in a zero context is the last level in the default backoff

procedure (Dynamic Context — Static Context—Zero Context).

3. The chunk is used to retrieve the translation of another chunk by string subtraction.
For example, the translation of a DSV is extracted from the translation of a dynamic
pivot skeleton to retrieve the translation of the pivot. If the DSV were to be embed-
ded in a context, we would somehow have to know the translation of this context as
well. The only way this can be achieved is {i} by using a predefined static context
(early MT access), or (ii) by translating this context at run-time (late MT access),
which implies that we are simply transferring the problem to a different level, as is
shown in Figure 5.8 In other words, in the case of dynamic substitutions with late
MT access, at some point it is necessary to rely on the transiation of an item out of

context
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Context_N | Context_N-1 Context 1 DSV

Figure 5.8: The (in theory) never-endmg cycle of dynamuc context template
translations.

One of the essential pomnts in the algorithm is how to determine whether a satellite
chunk is ready for translation. Decomposing the input string into very small chunks has the
advantage of maximal syntactic simplification, but overall translation might not improve
due to context issues. On the other hand, a limited decomposition in larger chunks will not
suffer that much from context deterioration but will lead to less syntactic simphfication.
Due to the average time needed for an experiment-evaluation cycle,'? it 1s not possible to
determine a different cut-off threshold for each different category in each different syntactic
setting. In the current implementation, we maintain the same cut-off point N for all types
of satellite chunks., This cut-off point depends on the number of lexical 1tems that the
node representation of the chunk dominates. If the node dominates fewer or the same
number of lexical items than the threshold N, it 1s translated in its entirety, embedded
m a context template if necessary. If the node dominates more than IV lexical items, it
is subjected to decomposition. The threshold N is one of the program’s parameters: 1its
optimal value depends on the baseline MT system used and was established empirically,
for each different baseline MT system, by tuning the program parameter p_ChunkLength,
as will be further explained during the discussion of experimental resulis in Chapter 6.

In the algorithm presented in Section 5 2 8, the baseline MT system is accessed at
several different stages during the decomposition of each individual sentence. This is a
simplified representation of what really happens. Sending a string to the MT system,
executing the translation and retrieving the translated output consumes a certain amount
of time, depending on the length of the string, the system used and the interface to Trans-
Booster. Given that the decomposition of one single sentence can easily lead to hundreds
of different strings (satellites, pivots, SVs and skeletons) to be translated, in practice, con-
tinuous MT access would be too time-consuming. Therefore, the TransBooster algorithm

158 split into three different parts, as is graphically represented in Figure 5.9:

2Depending on the MT system used, between 25-35% minutes per experiment-evaluation cycle
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1. Decomposition: all sentences in the input file are decomposed. All resulting different

individual chunks are written to a data file.
2. Translation® the data file is translated by the baseline MT system.

3 Recomposition: the translations of all chunks are retrieved and the output sentences

are composed

1. Decompoesition

2. Transtation

3 Composition

Figure 5.9: The three stages in a TransBooster run,

This way, the MT system is only accessed once per TransBooster run. The module
Translation contains data structures that ensure that no duplicate strings are translated.
The module also performs a number of necessary pre-processing steps on the strings that
are being sent to the MT engine. For example, each candidate string for translation must
commence with a capital letter and end with a dot. Failure to do so might result in a

distorted translation, as is shown in the examples {64) and {65):

(64) “The man 15 sleeping,” says Mr. Zurkuhlen. — “El hombre estd durmiendo”, el Sr.
g

Zurkuhlen dice

“The man 1s sleeping,” says Mr Zurkuhlen — **El hombre estd durmiendo®, decir al

Sr. Zurkuhlen

(65) ‘I'm not going to worry about the dog.” — ‘No voy a preocuparme por el perro.’

‘i'm not going to worry about the dog.” — *‘I no va para preocuparse por el perro.’
Seemingly trivial details like the ones in (64) and (65) can lead to important changes in
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translation quality. In {64), the translation of the second sentence contains an uninflected
form of the main verb (‘decir’} mn the wrong place. In (65), the output is incomprehensible
due to a mimicked subject (1’), a wrong inflection of the main verb (*va’) and an erroneous
preposition (‘para’). The module also performs certain operations regarding punctuation
and whitespace that might have been distorted during the building of a skeleton or after

inserting a chunk into its context.

5.2.7 Safety Measures

During the decomposition of a chunk, a number of problems can arise that cause the
decomposition process to abort. If such problems occur, it is always possible, as a back-off
measure, to translate the chunk m its entirety. The main two problems that trigger this

back-off measure are the following:

1. The translation of an SV is not found 1n the translated skeleton. This occurs if both
the retrieval of DSVs and S8Vs in the translated skeletons is unsuccessful. In this

cage, it is impossible to extract the translation of the pivot.

2. If the pivot 1s retrieved via SSV substitution, we verify the presence of the extracted
pivot translation in the translation of the dynamic argument skeleton. Since the
dynamic argument skeleton shares more syntactic/lexico-semantic similarities with
the original, a mismatch might indicate an erroneous translation of the pivot in
the static argument skeleton. In this case, we deem the extracted pivot translation

unreliable.

If 1t was impossible to extract a translation of the pivot or if the extracted pivot is

considered unreliable, there are two back-off alternatives:
1. Abort the decomposition process and translate the entire node as an indivisible unit.
2. Translate the pivot in isolation and continue the decomposition process.

Although both choices exist as a program parameter'3, experiments (reported in Chap-
ter 6) show that the first back-off alternative yields much better results, which is to be

expected,

18 parameter p-PavotCheck , as will be further explained in Chapter 6
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5.2.8 Algorithm

Figure 5.10 shows the standard TransBooster algorithm (TBjsqks) in pseudo-code. The

operation of the algorithm is illustrated with a simple example.

Input = parsed sentence,
S = Tree data structure of Input;
Recursive head/arg/adj annotation of nodes §;
QUEUE = {s};
While (QUEUE not ewmpty) {

Node N = sghift QUEUE;

If (N OK for translation} {

translate N (in context);
}

elgse |
flatten N into TransBooster tree;
- find pivot N;
- find satellites N;
find 8Vs for all satellites;
build skeletons;
translate 5Vg;
translate skeletons;
find translation pivot;
if (translation pivot not CK}
translate N {in context};
break;

(=R T L

P I i I R T
Mo W g m@a A W R Ao

}

track location satellites in target;
add all satellites to QUEUE;

Now W
L2 N R

}
}
27 Recompose (S8) where
28 Recompose (N) {

[~
=2

29 for (all satellites of N) {

30 sort all satellite SVs and pivot with respect to
31 their position in target;

32 if (satellite OK for translation) {

33 replace SV satellite with translation satellite;
34 1

35 elze {

36 recompose satellite;

ar }

38 }

@}

Figure 5.10: The standard TransBooster algorithm (TBasarkr) in pseudo-code

5.2.8.1 Worked Example

In this section, we illustrate the standard TransBooster algorithm (TBasgrrs) on the Penn-

[I sentence ‘One week later, Leonard H. Roberts, president and chief executive officer of
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Arby’s, was fired in a dispute with Mr. Posner’. The baseline MT system is LogoMedia,
the language pair English—Spanish, The ocutput of the example sentence by the baseline

system is shown in (66):

(66) “Uno semana después, Leonard H Roberts, presidente y funcionario en jefe ejecutivo
de Arby's, fue disparado en una disputa con el Sr Posner.’

The main problem in this translation 1s that LogoMedia's transfer module has erro-

neously selected ‘fired’ — ‘dis‘i)abra,do"(a= ‘shot’) instead of the correct ‘fired’ — ‘despedido’

(= Sacked ).

[
¥

The input to the decomposltlon algorithm is (67)

(67) (TOP (8 (ADVP-TMP (Nl5 (CD One) (NN week)) (RB-later)) (, ,) (NP-SBJ-1 (NP {(NNP Leonard)
(NNP H) (NNP Roberts)) (, ) (NP (NP (NP (NN president)) (CC and) (NP (1] chief) (I
executive) (rirN officef))) (PP (IN of) (NP (NNP ‘Arb) (POS”)))).(, ) (VP (VBD ‘was) (VP
(VBN ﬁred) (NP (- NONE— x 1)) (PP—LOC (IN in) (NP (NP (DT a) (NN dispute)) (PP (IN w1th)
(NP(NNPR&)(NNPPmmmnD N om b o Coaan SRR

Step1 o Lo A A A

“The algorithim finds the,pivot‘was fired’ and;the satellites;[One week latéT]ﬂDJ, ,[Leona,r‘d’, “E

voE
'

H Roberts pre51dent and chief executwe oﬁicer of Arby ] ARG and Jma d1spute with Mr e
Posner]ADJ Th]S Ieads to the ﬁattened structure in Flgurer‘.'i 110 "*L‘ e _
' ., 8 .o

 ADT1 ADJ2

_ was fired
One week later, ‘ - ma Mr Posner

Leonard H: Roberts of Arby's

.
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Figure 5.11 TransBooster tree representa.tmﬂn of (67)
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in target

(63) ‘[Leonard H. Roberts] [was fired).” — ‘[Leonard H Roberts] [fue despedido]’

Note that the simplified syntactic structure of the argument skeleton in (68) already
leads the baseline MT system to correctly translate ‘fired’ as ‘despedido’.

Next, two adjunct skeletons are constructed, one for ADJ1 ‘One week later,” and one
for ADJ2 ‘in a dispute with Mr. Posner’, by inserting the DSVs for both adjuncts, one by

one, in the argument skeleton.

(69) ‘[One week later,] 4p s [Leonard H. Raberts] [was fired] * — ‘[Uno semana después,] ADJ

[Leonard H Roberts] [fue despedido]’

‘[Leonard H Roberts] [was fired] [in a dispute]4ps.’ — ‘[Leonard H Roberts] [fue

despedido] [en una disputa] ;"

From the translation of both adjunct skeletons in (69), we deduce the position of the
adjuncts in target. After this first step, we have found the franslation of the pivot and

have determined the location of all satellites in target.

Step 2

In a second step, the algorithm investigates the first satellite (‘One week later’), and
decides that it is simple enough for translation, since it contans fewer than the optimal
threshold N lexical 1tems }* Before sending the satellite to the baseline MT system for
translation, it is embedded in a dynamic context as explained in Section 5.2.5. This leads

to the string in {70):

(70) ‘{One week later,] {Leonard H Robertslpsy,pq, [was fied]pwe.’ — ‘{Uno semana

después,] [Leonard H Roberts] 5 SV, o [fue despedldo];,wot.’

Since we have already found the translation of the pivot (‘fue despedido’) and since
the translation of the DSV ‘Leonard H., Roberts’ was determined by late MT access, it
is possible to deduce ‘Uno semana después’ as the translation of the satellite ‘One week

later’ from (70).

14N was determined empincally for each baseline MT system by tuning parameter p_ChunklLength In
the case of LogoMedia, optimal results were obtained with N =5
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Step 3

Assume, for the sake of simplicity, that the second satellite, (‘Leonard H. Roberts, pres-
ident and chief executive officer of Arby’s’) is considered ready for translation Like the

fizst satellite, it 1s embedded n a dynamlc context. Since ‘Leonard H Roberts, pres1dent

| . | | -

and chief executive officer of Arby’s is the only argument, its dynamic context consists -

exclusively of the pivot, as 1s shown in (71):

{71) ‘Leonard H Roberts, president and chief executive officer of Arby’s' [was fired]pipos.’ .
— Leonard H Roberts, presidente y funcionario en jefe gjecutivo de Arby's, [fue

d isps.rado] -

mvott

Note that in this string, the pivot once again obtains the erroneous translation ‘fue

v

disparado’ Since the the previously established pivot translation ‘fue despedido’ cannot

be found in the transla.tion of (71), the retrleval of the translation of the second satellite -
' . ‘L&
fauls, Therefore, we back off to the constructlon of the statlc context as is ShOWIl 1n (72) .

72) - ‘Leonard H Roberts, ,premdent and chief executlve oﬂ"wer of Arby’s’ [is sleepm contem S
e g n

) Lo R ph e PO
» ¥ + " ! e
— Leonard H Roberts pres:dente y funcronarlo en Jefe CJecutwo de Arby’ S,;[esta P
durm]endo leomtest . ‘ ) . .
¥ e "‘”.'T Rt v it Pl A e e 0
Thls time, the strmg esta durmlendo , prevmusly estabhshed by ee,rly MT: access is v oo

found in the translatlon of (72) By strmg subtractlon wé obtam the transla.tron of the , ..

T S r n C, . xi* % o
T It e : , " bk

Second ‘satellite ‘LeonardH Roberts pres1dente ¥ func1onar10 enefe ejecutwo de‘Atbys <7,

Ste1;4 : “ L o o T . ' )

- . .

The last satellite, ‘in a dispute with Mr., TPosner’, contains 6 lexical iterns Smce this

number > the optlmal threshold ( ‘ '5) estabhshedi for LogoMedla the satelhte 19 sub_]ect Lo .

to further decomposrtron 15 Let’s asstme, in order to keep this example decomposztron

0
13

clear and Sn‘nple thdt the satelhte 1s not further decomposed a.nd is cons1dered ready for L

v o ] A\

translation It 18 then embedded in a dynamlc context template and sent to the basehne '

MT system forftranslation‘, ‘Pas‘1si,shfdwn‘ in (73): T - S P -
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(73) ‘[Leonard I Roberts]pgv, g, [was fired]pue: [in & dispute with Mr. Posner.]’

‘[Leonard H Roberts], SV nos [fae despedldo];,wot [en una disputa con el Sr. Posner.)’

Since we have already found the translation of the pivot (‘fue despedido’) and since
the translation of the DSV ‘Leonard H Roberts’ was determuined by late MT access, it is
possible to deduce ‘en una displlglta con el Sr. Posner’ as the translation.of the satellite ‘in

a dispute with Mr. Posner’ from (73)

Step 5

After all satellites have been decomposed and translated, the algorithm, in a final step,
comfaoses the‘output by stif'chihé; together' the obtained translations in the target locations
found by the SV translations After step 1, we found the relative ordering of satellites

around the pivot as shown n (74): -

(74)

[SV;;DJJ [SVA:RGIJ‘[I)WOt] [SV.A{DJQE

¢

. A

By placing the translations of the satelhtes in their correct slot we obtaln‘ thefﬁnal

result in (75):

3 %
Lo '

kL - s ce

o 1 1a| i

(75)
de Arby s, fue despedldo en una disputa com el Sr. Posner.’

B b -
xl‘

T W wd: L n
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The’résvulth‘ 11’1(75) lmﬁroves on the orlglna.l translatlon of the basehne MT

<

- in (66) since the reductlon of syntactlc complexity forced the basehne MT system to

- . e

correctly translate ‘ﬁred’ as ‘despednio instead of the exroneous"dlspara,do

em

5.3 -t[%aﬁ‘sB’d,osf'er- Ma_fk,_ua |

B B

A precondltlon for, the algorlthm in Sectlon 5.2.8 to function correctly 18 that the transla—

. tion‘of the plvot 1s,n0t Sphbcln target'" In the arguxﬁent skeleton of TB Mark; in (76) the

translation of the prvot prvot’ is treated a8 an indivisible unit with res_pect to which the

placement of the‘»saﬂlgt,éllité‘sfinjht"é,fg'et is-¢alculated . RS L s
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{(76) [SVARG’l] . {SVARG,] pivot [SVAHGHl] . [SVARGHr] —

[SVAIRGJ [SV;RG;] PWO{ {SVJ:.RGHJ e [SV;LRGH,]

where 8V4gre, 1s the simpler string substituting ARG, (L <+ < {4+ 7).

This approach would lead to problems in sentences in which the translation of the
pivot is spht in two or more parts, as is illustrated in (77), translated from English into

German by LogoMedia:

(77) [The man|sy, ., [has eatenipue: {an apple]SVAHGZ. — [Der Mann]:gVARG] [ha.t];mot]

[einen Apfel]SVA RGy [gegessen]pwotg 4

In the construction in (77), typical of most Germanic languages, the pivot [has eaten]ppot

which makes 1t impossible

is split in two parts in target ([hat]y,,., and [gegessen],, .01, ),

to determine the location of the translation of the satellites accordmg to the algorithm
in Section 5.2.8. In order to be able to handle cases with a split pivot translation, we
implemented an alternative, simplified version of the TBpsqir algorithm, relying solely

on string replacements of satellite SVs in target,

5.3.1 Mark I vs. Mark II

The flattening of the input tree into a TransBooster tree with one pivot and several satellite
nodes proceeds in the same manner as explained in Section 4,2.1 on page 40, resulting in

the construction represented mn Figure 5 12:

8

SATY SAT, pwot SATL, . SAT 4+,

Figure 5.12: Input Chunk § mto decomposition algorithm of TBpsarkir

Instead of working with two substitution skeletons, cne for arguments and one for
adjuncts (¢f Section 4.24 on page 44), only one skeleton is constructed, in which a
aumber of satellites are substituted. The exact nature of the satellites to be substituted
is determined before a TransBooster run by setting parameters regarding its syntactic

category and the number of its leaf nodes. The other satellites remain unchanged in
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the skeleton. For example, in (78), SAT; and SAT;y, are substituted by their SV. The
remainder of the skeleton comsists of the pivot and the original coverage of the other

satellites.
{78) [SVsar] .. [SAT)] pwot [SATi4] ... [SVsaz,,]

The string in (78) 15 sent to the baseline MT engine, leading to the translation in {79):

(79) XXX [SVgur] YYY [SV,S:ATHF] YANA

where XXX, YYY and ZZ7 are sequences of strings comprising the translation of the

pvob and the satellites that have not been substituted.

As an example, consider the sentence 1n (80):

(80) ‘Her friend David, whose parents kept reminding him he was unwanted, slept on a

narrow bed wedged into her parents’ bedroom, as though he were a temporary visitor.’

In a scenario in which we want to substitute only NP and PP satellites with a lexical
coverage greater than 4 words by an SSV, the flattened TransBooster tree in (81} would
lead to the skeleton in (82):

(81) ‘[Her friend David, whose parents kept reminding him he was unwanted,] 4 pe1 {8lept]pevot
[on a narrow bed wedged into her parents’ bedroom,]4p; [as though he were a tem-

porary visitor |apg2’

(82) ‘[The boy|ssvspe, slept [in the houselggy, ,,,, as though he were a temporary visitor.

The string in (82) is a real-world example of (78). The translation of this siring by

the baseline MT system 1s (83}, which 1s an example of (79):

(83) ‘[El nifig] S8V, durmié [en la casa] gsv,, ,, Como si era una visita temporal.’

If the substituted satellites SAT; and SAT),, are deemed simple enough for translation,
they are embedded in a simplified context as described in Section 4.2.5 and sent to the
baseline MT system for translation. If the substituted satellites SAT; and SAT,,, are
deemed too complex for translation, the entire procedure is recursively applied to the
satellites, i e. the satellite chunks themselves are decomposed into a pivot and satellites,

which in turn are examined for translatability.
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Let us suppose, for the sake of simplicity, that [Her friend David, whose parents kept
reminding him he was unwanted,|sge and [on a narrow bed wedged 1nto her parents’
bedroom,]ap g1 it (81) are considered ready for translation. By embedding both satellites
in a static context and sending the resulting strings to the baseline MT system, we obtain

the translations in (84)-

(84) [Her friend David, whose parents kept reminding lhim he was unwanted,|arg: [is

sleeping.]contest — [Su amigo David, cuyos padres guardaron recordarlo que era no

' A f ‘'
deseado,] sgen [estd durmiendo.] 0 pems

The man 15 sleeping]conter: [on & narrow bed wedged into her parents’ hedroom,] 4p1
— [El hombre estd durmiendo],,,;.s; [en una cama angosta calzada en el dormitorio

4
de sus padres.)

Since we have established the translation of the SVs [SVg 7] and [SV AT, ] either
by early or by late MT access, we obtain the final result by replacing the translations of
the SVs by the translations of the corresponding satellites in (79). In our example, we

'} fi : L i i
replace [El miio] SV, and [en la casal ssv,. , in (83) by [Su amigo David, cuyos padres
guardaron recordarlo que era no deseado,] ;p~; and [en una cama angosta calzada en el

dormitorio de sus padres.] f{ p1 respectively, leading to the final result in (85):

4 Ly

85 Su amgo Dawnid, cuyos padres guardaron recordarlo que era no deseado durmié
g » CUYOS P g q JARGL
» » 4 .

[en una cama angosta calzada en el dormitorio de sus padres.] 45, como si era una

visita temporal.’

Note that, contrary to the algorithm in TBpsqrer, we do not explicitly distinguish
between arguments and adjuncts, the reason bemg that recomposition in TBpseeksr relies
only on string replacement and does not compose the output by placing the translations
of the satellites in theiwr appropriate target location with respect to the translation of the

pivot, as is done in TBrerers.

5.3.2 Algorithm

Figure 5.13 shows the simplified TransBooster algorithm (TBjpsg-2rr) in pseudo-code. The
main differences between the original TBjsarer algorithm in Figure 5 10 on page 91 and

the simplified TBasgra7r algorithm i Figure 5.13 are:
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Input = parsed sentence;
S = Tree data structure of Input;
Recursive head/arg/adj annotation of nodes S;
QUEUE = (8};
While (QUEUE not empty) {

Node N = shift QUEUE;

If (N OK for translataion) {

translate N (in context);
)

else |
flatten N into TransBooster tree;
-~ find pivot N;
- find satelliites N;
substitute certain satellites;
select candidates for recursion
from substituted satellites;
add candidates tc QUEUE;
}
i
Recomposge (S) where
Recompose (N) |
for (all substituted satellites of N)
if (satellite OK for translation) {
replace SV satellite in translation skeleton
with translation satellite;
}
else {
recompose satellite,
}

Figure 5 13: The simphfied TransBooster algorithm (TBjpseqkrs) m pseudo-
code.

Where TBjpserr; makes a distinction between argument and adjunct skeletons,
TBararkrr only uses one type of skeleton in which all satellites are replaced by their

SVs.

. During a run of TBprerirr, it 18 possible to determine which satellites are substituted

and which are recursed into in a subsequent run. In TBpasgekr, all satellites are
substituted and all substituted satellites dominating a certain number of leaf nodes

are candidates for recursion.

. Recomposition in TBjsu17r is based on string replacement in the translated skele-

ton. Recomposition in TBygee5r is performed by ‘stitching together’ the retrieved

translations of all satellites around the translation of the pivot.

99



| The advantages of TBagarezr over TBasgrkr are: (i} TBasarris is able to deal with split

pwvots 1 target, and (i1} in TBpse-ksr, it is possible to specify exactly which satellites
L are to be substituted, whereas in TBpsorir, oll satellites that contain more that a certain
e number of leaf nodes are substlt.uted Unlike TBMWU, the s1mpl1ﬁed stnng insertion
algorithm of TB MarkIT does not need a full syntactm parse as input, but only requires
the correct identification of the substitutable constituents -.Therefore, it1s poesible to
use partisl parsing or chunklng to produce the input for TBpre.177, which could be an
P interesting alternative for inﬂ{i‘c 1aﬁ‘g1f};igés for'which nio lrligh-fdnality full parsers lll‘a_ve been
developed. The dlsadvantage of TBMark” with respect to. TBasarir 15 that skeletons in

TB ptarkrr necessarily have to contam both arguments and adjuncts. Therefore, TBaarkrs

provides less room for syntactic com’plexity reduction than TBasepgr-

5.4 'Summary

i

Ol © This che,pter contains. the technical détails of the "I?ra,rl’sB\béeter é\.reliiteEZtul'e. We' have
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Chapter 6
Experimental Results and Analysis

6.1 Introduction

In this chapter we present and analyse the results of the TransBooster architecture inter-
faced with the baseline systems introduced in Chapter 3 Section 6.2 contains results on
the RBMT systems LogoMedia, Systran and SDL. In Section 6 3, we analyse the results of
TransBooster interfaced with two data-driven MT' systems: a phrase-based SMT system

and a marker-based EBMT system.

6.2 Results for Rule-based MT

6.2.1 Experimental setup

This section contains an analysis of the results of TransBooster interfaced with the three
1ule-based systems used in this thesis. We first explain TransBooster’s program parameters
and present automatic evaluation results of TransBooster Mark [ with optimal parameter
settings on the pre-parsed 800-sentence test set described in Chapter 3. We argue that au-
tomatic evaluation metrics alone might not be sensitive enough to accurately measure the
performance of TransBooster and include a manual evaluation on 200 sentences, randomly
selected from the test set, for each of the baseline systems. We explain the most impor-
tant areas of improvement with a number of examples and analyse why some sentences

receive a worse translation despiie a correct complexity reduction. We then investigate
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the impact of parser-based input on the algorithm by parsing the 800-sentence test set
with (Charniak, 2000) and (Bikel, 2002). Finally, we analyse the results of the alternative,

simplified TransBooster architecture (TBpsqarerr) presented in the previous chapter.

6.2.2 Experiments with TransBooster Mark I

TransBooster has five different program parameters, which were explained in previous
chapters and are summarised in Table 6.1. Table 6.2 contains the optimal parameter
settings per baseline MT engine These are the settings that were used to produce the

automatic evaluation results reported 1n the following section.

[ Name Value Definition Pages
p-ChunkLength | positive integer | Recursion threshold. Its value is { 50, 88, 93
the mmimal number of lexical items
that a node has to contan in order
to be ehgible for decomposition (cf.
Section 5.2.6)

p-PivotLlength | positive integer | Threshold of pivot length Tis value | 73
18 the maximal number of lexical
items that a pivot can contain, if
constructed by Default Tree Flat-
tening (ci. Section 522 1),
r_Pivothttach | positive integer | Its value 1s the maximal number of | 72
leaf nodes that a satellite, adjacent
to the pivot, can contain in order to
be included in the pivot (cf. Section
5.2 2)

p-PavotCheck | boolean If true, verify the presence of the | 86, 90
extracted pivot in the translation
of the Dynamic Argument Skele-
ton and abort decomposition if not
found. (cf, Section 52.7).
p.SatDefault | string If farg’, the default assignment of | 78
a satellite is argument. FElse it is
adyunct. Argument-adjunct distine-
tion based on COCG-induced rules
takes preference over the default as-
signment {(cf, Section 5.2 3)

Table 6 1: TransBooster program parameters, their definition and the pages
the thesis where they are explained
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Narme LogeMedia | Systran | SDL
pChunkLength | 5 4 5
p-ParvotLength | 4 4 4
p-PivotAttach | 2 3 2
p.PivotCheck true true true
p-SatDefault ‘adj’ ‘adj’ ‘adj’

Table 6.2: Optimal parameter seitings per baseline MT system.

6.2.2.1 Automatic evaluation

Table 6.3 contains the results for the optimal settings on the Penn-11 Treebank §00-sentence
test set TransBooster improves between 0.7%-1.7% relative BLEU score, 0.5%-1.0% NIST
score and 0 1%-0.5% GTM score, depending on the baseline MT system used.!

BLEU NIST GTM
LogoMedia 0 3140 7.3272 0 5627
TransBooster 0.3188 | 7.3709 | 0.5658
Percent;, of Baseline | 101.5% | 100 5% | 100.5%
Systran 0 3003 7.1674 | 0 5553
TransBooster 0.2024 | 7.2142 | 0 55382
Percent of Baselme | 100 7% | 100.6% | 100.5%
SDL 0.3039 | 7.2735 | 0.5657
TransBooster 0.3093 | 7.3490 | 0.5663
Percent of Baseline | 101 7% | 101.0% | 100.1%

Table 6.3 TransBooster results on the 800-sentenee test set with optimal pa-
rameters.

When carrying out the experiments, we realised that the reference translations for
the 800-sentence test set were slightly biased towards the baseline MT systems, since the
translators who produced the reference set were presented the output of one of the base-
hne systems, in random order, and were asked to use parts of the MT output if they
considered it useful, as was explained in Section 3.4.2. Given that four different baseline
MT systems were used for 1/4 of the entire test set (200 sentences), it would seem natural
that the translations of each set of 200 sentences would contain a slight bias towards the

baseline MT system used. To test this hypothesis, we removed the 200 possibly biased

!The statistical significance of these results, and the other results in this chapter, was established m
a 95% confidence mterval by using the BLEU/NIST resamplimg toolkit described n (Zhang and Vogel,
2004) http //projectile.is.cs cmu edu/research/public/tools/bootStrap/tutorial.htm
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sentences for LogoMedia, Systran and SDL from the original 800-sentence test set, thus
producing three ‘unbiased’ 600-sentence reference test sets, one for each of the different
baseline MT systems. For example, the ‘unbiased’ 600-sentence test set for LogoMedia
was constructed by removing the 200 sentences that were translated by LogoMedia from

the original 800-sentence test set that was presented to the translators.

BLEU NIST GTM
LogoMedia 0.2830 6.8555 05391
TransBooster 0.2907 | 6.9082 | 0.5442
Percent of Baseline | 102 7% | 100.7% | 100 9%
Systran 02708 | 67244 | 05368
TransBooster 0.2745 6.7816 0.5399
Percent of Baseline | 101.4% | 100 8% | 100.6%
SDL 0.2823 | 6.8917 | 0.5473
TransBooster 0.2904 | 6.9878 [ 0.5496
Percent of Baseline | 102 8% | 101 4% | 100.4%

Table 6.4 TransBooster results on the three 600-sentence test sets with optimal
parameters.

Table 6.4 contains the results of TransBooster on the three ‘unbiased’ 600-sentence
test sets. In comparison with Table 6,3, the relative BLEU scores increase from 101.5% to
102.7% for LogoMedia, from 100.7% to 101.4% for Systran and from 101.7% to 102 8% for
SDL NIST scores increase from 100.5% to 100.7% for LogoMedia, from 100.6% to 100.8%
for Systran and from 101.0% to 101.4% for SDL., GTM scores increase from 100.5% to
100.9% for LogoMedia, from 100.5% to 100.6% for Systran and from 100.1% to 100 4%
for SDL.

In Section 5 2.7 on page 90, we explained the safety measure that enables TransBooster
to have an input chunk {ranslated in its entirety instead of proceeding with decomposition
when there is an indication that something has gone wrong in the decomposition process.
This back-off measure can be activated by setting the parameter p_PavotCheck Table 6.5

shows the impact on the scores in Table 6.3 of the deactivation of p_PivotCheck.

The results in Table 6.5 clearly show that the back-off procedure has a paositive impact
on the scores The size of this impact depends on the baseline MT system used. Backing

off is more beneficial in the case of Systran and TogoMedia than it is for SDL. Since
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. | pPivotCheck |"BLEU | NIST | GTM
TB LogoMedia | true 0.3188 | 7.3709 | 0.5658
TB LogoMedia. |, false 0.3144 | 7.3049 | 0.5619
false vs. true 98.6% ) 991% | 993
TB Systran -frue 0.3024 | 72142 | 0 5582-
TB Systran false 02934 | 7.1303 | 05534
false vs. true .|.: | 97% | 98.8% | '99.1%
TB SDL true 0.3003 | 7.3490 | O 5663
TB SDL -, false , 0.3089 | 7.3408.| 0.5662
false vs. true 99 9% 99 9% | 99 9% ’

Table 6 5 Impact of pa.rameter p_PlvotCheck cn the results in Table 6.3

we do not have access to the internal workings of the baseline MT systems, we can only
make a calculated guess to why this is the case. It is likely that the SDI engine is less
context-sensitive than the other-two RBMT systems i.e either its lexicon contains fewer
alternative translations or its analys1s module produces parses wrth less variation’ than

Systran and LogoMedia.
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settings as reported in Table 6.2) for the 800-sentence test set In these cases (23.6% for
LogoMedia, 29 4% for Systran and 20.4% for SDL), the input sentence is translated in its

entirety by the baseline MT system.

LogoMedia | Systran | SDL
Absolute Nr 189 235 163
% of 800-sentence test set | 23.6% 29.4% 20.4%

Table 6 6 Proportion of sentences per MT engine (in the optimal setting) n
which the back-off procedure 1s invoked at the root node. Invoking
back-off at the root will disable decomposition for the entire sen-
tence, so that the entire input 1s translated as s by the baseline MT
system.

Table 6 7 shows the percentages of lezical differences between the output of Trans-
Booster and the baseline MT system for all 800 sentences in the test corpus and for the
non-backed-off sentences (cf Table 66), i.e. the sentences in which the TransBooster
decomposition algorithm was inveked. The figures in Table 6.7 only represent lexical dif-
ferences and do not take word order into account: they were calculated by considering
each TransBooster and baseline MT output sentence as a bag of words, as is shown in

equation {6.1):

_ # words in TB output with no exact match in baseline MT output

P
# words 1n TB output

x 100 (61)

LogoMedia | Systran | SDL
P for non-backed-off sentences | 4.84% 541% 4,26%
F for all sentences 3 76% 373% 3.42%

Table 6.7: Percentages of different words between TransBooster and the base-
line systems on the 800-sentence test set. Figures are provided for
the entire test set and for those sentences for which the back-off
procedure was mvoked., P 1s explained in Formula 6.1.

The figures in Table 6.7 show that invoking TransBooster, on average, will not radically
change the lexical struciture of the original output produced by the basehne MT system.

Over the entire 800-sentence test corpus, TransBooster produces 3.76% lexical differences
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compared to the output of LogoMedia, 3.73% compared to Systran and 3.42% compared to
SDL. Since these differences are not very pronounced, it would be prudent to corroborate
the automatic evaluation scores with a manual evaluation.

The test set for the manual evaluation was constructed by randomly selecting 200 sen-
tences out of the pool of sentences for which TransBooster produced a result different from
the original baseline MT output. Table 6.8 contains the number of sentences for which the
TransBooster decomposition procedure produced a result different from the baseling MT
output. For LogoMedia, Systran and SDL, this pool containsg 325, 368 and 367 sentences
respectively This means that for LogoMedia, Systran and SDL, TransBooster produced
the same result as the baseline MT system 1n 475, 432 and 433 sentences respectively,
either because the backofl procedure was invoked at the root node or because the actual
TransBooster decomposition did not lead the baseline MT systems to change their ongi-
nal translation. We chose to select sentences for manual evaluation exclusively from the
pool of different sentences of Table 6.8 1n order to maximise the coverage of the manual
evaluation, since it 15 straightforward to extrapolate the manual evaluation results on 200
sentences to approximate a manual evaluation of the entire 80f)-sentence test set by taking
mto account the amount of sentences for which TransBooster produced the same result as

the baseline MT systems, as we will explain below.

LogoMedia | Systran | SDL
Nr. of different sentences | 325 368 367
% of 800-sentence test set | 40.6% 46.0% 45 9%

Table 6.8: Number of TransBooster output sentences that are different from
the baseline MT system’s output.

The resulting 600 evaluation units (3 x 200 different TransBooster vs. baseline MT
outputs) were randomly distributed between eight native Spanish linguistic experts with
previous experience 1n MT. The experts were asked to produce a comparative evalua-
tion by selecting, for each evaluation unit they were presented?, the better translation (if
any), both 1n terms of accuracy and fluency. We explained the rationale for this testing

procedure in Section 3.4.1.5. Tables 6.9 and 6 10 show the results of the manual evaluation.

Zevaluation unit = <TransBooster output vs, Basehne MT output>
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TB vs LogoMedia TB vs. Systran TB vs SDL

B S W B S W B S W
Fluency % | 3650 | 3850 12500 | 27.00 | 4800 | 2500 | 40.50 | 36.00 | 2350
Accuracy % ; 27.50 | 48350 | 24.00 | 26 00 | 47.00 | 27.00 | 38.00 | 4050 | 21.50

Table 6 9- Comparative results of the manual evaluation of TransBooster vs
LogoMedia, Systran and SDL, on 200 different output sentences B
= better, 5 = simlar, W = worse.

The results reported in Table 6 9 relate exclusively to the three 200-sentence test sets,
each of which contained only sentences for which TransBooster and the baseline MT sys-
tems produced a different output. In order to estimate manual evaluation scores on the
entire 800-sentence test set, we extrapolated these scores by taking into account the num-
ber of sentences for which TransBooster and the baseline systems produced an identical
output® and by scaling the scores in Table 6.9 based on a 200-item test set to the total

amount of different sentences as reported in Table 6.8.

TB vs. LogoMedia TB vs. Systran TB vs. SDL

B [ W B S W B S W
Fluency % 1487 [ 7488 | 10.25 | 1237 | 7613 | 11.50 | 1862 | 7063 | 10.75
Accuracy % | 11.12 | 79.13 | 975 | 12,00 | 75.63 | 1237 | 1737 | 7275 | .88

Table 6.10: Extrapolation of the manunal evaluation resulis in Table 6 9 for the
entire 800-sentence test set. B = better, 8 = similar, W = worse

The resuits in Table 6.10 are an estimate of the manual evaluation on the entire 800-
sentence test set. Overall, evaluators considered TransBooster to outperform LogoMedia
and SDL both on fluency (14.87% better vs. 10 25% worse for LogoMedia, 18.62% better
ve. 10.75% worse for SDL) and accuracy (11.12% better vs. 9.75% worse for LogoMedia,
17.37% better vs. 9.88% worse for SDL), For Systran, the manual evaluations show a
sunilar proportion of improved/worse translations, both for accuracy as for fluency.

In general, the differences between the betier and worse percentages are slightly larger
for fluency than for accuracy. In other words, fluency improves (a little bit) more than

accuracy This could be explained by the fact that the linguistic expert evaluators were

3For LogoMedia. 475 sentences, for Systran' 432 sentences, for SDL: 433 sentences, cf. Table 6.8,
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asked to give a comparative evaluation of the sentence pairs While only a single lexical
change or a slightly different word order can be sufficient to make a target sentence more
fluent, this difference might not be sufficient to make the target sentence semantically
more similar to the original This might even be more so in the case of relatively poor

baseline MT output. Given the highly specialised nature of the test sentences*

, wide-
coverage RBMT systems like the ones used in the experiments are not likely to produce
an output with a high degree of accuracy and fluency without specific lexical tuning to
the subdomain being translated (Hutchins and Somers, 1992},

In the following section, we will analyse the type of phenomena that TransBooster

improves on and explain why some sentences receive a translation which is worse than the

original baseline output.

6.2.2.3 Analysis

By breaking down a complex input sentence into a number of simpler ¢hunks and spoon-
feeding them to the baselire MT system, TransBooster can help a baseline MT system
improve its own output. All observed improvements are due to TransBooster’s complex-
ity reduction, which allows the baseline MT system’s analysis, transfer and generation
modules to operate at optimal strength.

At the surface level, improvements can be divided into four different classes (i) better
target language lexical selection; (1) better source language homograph resolution; (iii)
improved agreement; {iv) improved word order. The first class of improvements {‘better
target language lexical selection’) corresponds to an improved treatment of polysemy: the
same source word has different translations depending on the lexico-semantic context that
the word was used in. For example, the word ‘wood’ can refer to the substance under
the bark of a tree (in Spanish ‘madera’) or to a geographical area with many trees (in
Spanish ‘bosque’). The second class of improvements corresponds to a better treatment
of homography in the source language. Homegraphs are different words that happen to
share the same spelling. For examples, the word ‘bark’ as the sound of a dog (in Spanish

ladrido’) is completely unrelated to the word ‘bark’ as the covering of a tree (in Spanish

4 All sentences were selected from Section 23 of the Wall Street Journal section of the Penn-I1 Treebank,
which contains material extracted from business-related press articles.
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‘corteza’). The third class (‘correct inflection of the target word’} and fourth class (*correct
word order’} are also due to the reduced complexity of the input chunks.

Although 1t is difficult to measure the exact weight of each of these four categories on
the overall improvements, a manual analysis of the improvements showed that approxi-
mately 35% of the improvement was due to better target language lexical selection, 35%
to mnproved word order in target, 20% to better source language homograph resolution
and 10% to improved agreement. Table 6.11 contains a number of example sentences that

lustrate each of the four above-mentioned improvements.

Original On days hke Friday, that means they must buy shares from sellers when no one else
158 willing to.
Systran Fl dias tener gusto de viernes, ese los medios que deben comprar partes de vendedores

cuando mingunos otros estdn dispuestos a

TransBooster | En dias como viernes, eso sigmifica que deben comprar partes de vendedores cuando
mngunos otros estdn dlspuestos a

Analysis Homograph resolutmn ‘hke a.na,lysed asuprepos:tlon (correct, ‘como) mStea,d of
as verb {erroneous ‘fenet gusto de) "+ ‘means’ correctly analysed as verb (correct

‘sigmfica’) mstead of as poun (erroneous /los medios™, ' '« 'P W

Criginal This month, however, Businessland warned mvestors that results for its first quarter
ended Sept. 30 hadn’t met expectations.
LogoMedia Este mes, sin embargo, Businessland advirtid que los inversicnustas a quienes los

resultados por su primer trimestre terrmnaron 30 de sep no hubieran cubierto las

expectativas,

TransBooster | Este mes, sin embargo, Businessland advirtié a nversionistas que los resultados por

su primer trimestre terrinado 30 de sep no haban satisfecho las expectativas

Analysis Lexical selection'' TransBooster, 1mproves the tra.nslatlon of‘ ‘met’ ‘by LogoMedp'af
' .| (Fcubierto’) to the better ‘satisfcho’ ' T

» .| Homograph, resqutwn. ' ‘that’ sy correctly analysed ds a comp[ementlser |(‘q{1e?) :

instead of as a relatwe pronoun,(*‘a quienes’)., o

! .| Improved analy51s \ended’ is, correctly lnterpreted as a complement past’ partlc:lplel’

{‘terminado’) wstead' of as.a mawn verb [* termsharon . o '

Oniginal A Flermsh game show has as its host a Belgian pretending to be Itahan
SDL Un programa concurso Flamenco tiene como su anfitrién que un fingir belga ser
italiano

TransBooster | Un programa concurso Flamenco tiene como su anfitrion a un belga finglendo para
ser 1taliano

Analysis ‘ Improved analysis’ .pretendmg 18’ correctly inflected, in the' output produced;lby
| TransBooster { ﬁnglendo) nstedd of the' pure'lnﬁmtlve form (ﬁngxr) produced b“)‘r‘
LogoMedJa. . | N S '| It

[E s i
‘Word order /better word ordér in output‘Tra.nSBooster b " R

QOriginal “It’s ternfic for advertisers to know the reader will be paying more,” said Michael
Drexler, national media director at Bogzell Inc. ad agency.

Continued on nezt page
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LogoMedia “Es excelente que anunciantes saber que el lector estar pagando mayor cantidad”,
Michael Drexler director de medios de comunicacidn nacional en Bozell Inc dijo
Agencia de pubhadad -
TransBooster | “Es excelente que anunciantes sepan que el lector estard pagando mayor cantidad,”
dyo Michael Drexler, director de medios de comunicacin nacional en Bozell Inc, Agen-
a1a de pubhcidad

Analysis Inflection, corrcct inflection of erroneous ‘saber’ (LogoMedla) — ‘Sepan’ {’I‘ra.ns—l
Booster) and of the' erronequs estar (LogoMedm) —+ ‘estard’ (’D‘ansBooster) e
Word Order lbetter dvord order in 'output TransBooster (pla.cement rof ‘dtJo ("‘\
‘sald’})) which makes the 'D:a.nsBooster output much more fluent than LogoMedJa '

Original For his sixth novel, Mr Friedman tried to resuscitate the protagomst of his 1972
work, “About Harry Towns ”
LogoMedia Para su sexta novela, el Sr Friedman tratd de resucitar al protagomsta de su 1972

trabajo, “Sobre Harry pueblos ”

TransBooster | Para su sexta novela, El Sr Friedman traté de resucitar al protagonista de su 1972
obra, “Sobre Harry pueblos ”

Analysis ‘Lexical selection ‘work’ 15 correctly transtated as ‘obra’ (¢ a.rtnstlc work’) mstead of.
T | ‘trabajo’ (labour') . o1y T " R T

Table 6.11. Examples of each of the four areas of TransBooster improvements.
lexical selection, word order, agreement, homograph resolution

Complexity reduction, even when correctly executed, does not necessarnly lead to im-
provements. If the MT systems needs the entire syntactic structure of the original sentence,
including adjuncts, to correctly generate the cutput, or if it relies on certain lexico-semantic
information in omitted adjuncts for lexical selection, translations might worsen, as is shown

by the examples in Table 6.12.

6.2.2.4 The impact of parser-based input

The resulis m Section 6.2.2 were oblamned by using the 800-sentence Penn-11 human parse-
annotated sentences. If TransBooster is to be used as a wrapper application on top of
an MT system in a real-world application, unseen input will have to be parsed into a
Penn-I1-like structure in a step previous to the TransBooster decomposition. Obvious
candidates for the front-end parsing are current state-of-the art statistical parsers such
as (Charniak, 2000) and (Bikel, 2002).° Both parsers employ history-based, generative,
lexicalised models and achieve results of almost 90% labelled f-score when tested on the
trees in Section 23 of the Penn-II Treebank.

In order to quantify the impact of the use of parsing technology on the advantages

5(Bikel, 2002} 15 a Java tmplementation emulating (Collins, 1999) Model 2.
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Original

SDL
TransBooster
Analysis

A bus is the data mghway within a computer

Un bus es la autopista de datos dentro de una computadora.

Un autobis es la autopista de datos dentro de una computadora.

The reduced complexlty of the argument’ skeleton ‘A bus s the hlghway * leads the.
basehneMT syst.em to translata‘bus erroneously as autob lnstead 'of, the cormch

o it N
Wbl (— ‘busba.r m‘ a“c.lompﬁt‘er SDL ‘needs ‘the presence *of - ‘data»hlghwa,y"

‘computer’ to correctly translate 'bu‘s’

Orngnal
LogoMedia

TransBooster

Analysis -

One doubter is George Krug, a chemical-industry analyst at Oppenheimer & Co and
a bear on plastics stocks

Un escéptico es George Krug, un analista quimico - industria en Oppenheimer & Co.
¥ un bajista sobre accicnes de pldsticos

Un escéptico es George Krug, un quimice - anahsta industrial en Oppenhemmer & Co
¥ un oso sobre acclones de p]astlcos

At a certain pomt during the TransBooster decomposition, the string ‘a bear dn plas-
‘tics stocks’ 18 sent to the baseline MT system for translation The lack of additional
financial vocabulary leads LogoMedha to translate ‘bear’ iterally as ‘oso’'(= ‘bea.r as

- & mammal) 1stead of the correct ‘bajista’ (= ‘bear’ as a type of. 1nvest.or) W

Original
Systran
TransBooster
Analysis

|
v

In an unusual move, several funds moved to calm investors with recordings on their

toll-free phone hines

En un movimiento anormal, algunos fondos cambiaban de lugar a la calma mversion-

15tas con grabaciones sobre sus lineas de teléfonos de ndimero gratuito

En un movinuento inusual, varios fondos movidos a los inversionistas trangutlos con

las grabaciones en sus lineas telefénicas gratis

At a certam pous durmg the ’|I‘ra.nsBoos-t—ei5: decomposntlon, the stl;mg« ‘several, funds

moved i;o ca.lm mvestors 18 sent to, the ba.selme MT system for tra,nslatmn LDesplfei
the fact' that th1s 1s .a Icorrect s1mphficat1on of éhe orlgmal, .more ‘Complex sentence,

Systran translates ‘moved” erroneously as ‘a past participle. modifier (‘mm‘ldos’) in

stead of as the main verb of the original sentence (‘cambiaban de lugar')', L

i
J

Table 6.12 Examples of sentences mn which a correct complexity reduc-

gamned from TransBooster’s complexity reduction, we repeated exactly the same exper-
iments as reported in Section 6 2.2.1, but instead of using the human parse-annotated
structures of the Penn-TT Treebank as input to our algorithm, we used the parser out-

put of (Charmak, 2000) and (Bikel, 2002). Tables 6.13 and 6.14 show the results of this

experiment.

When comparing the results in Tables 6.13 and 6.14 to the results in Table 6.3, we
observe that the relative performance of TransBooster with respect to the baseline systems
drops between 1.3-1.8% BLEU score, 0.7% NIST score and 0.4-0 6% GTM score when
using (Charniak, 2000) and between 1.5-1.7% BLEU score, 0 5-0.6% NIST score and

tion leads to worse translation.

0.6-1.0% GTM score when using (Bikel, 2002}.
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BLEU NIST GTM
LogoMedia 03140 | 73272 0 5627
TransBooster 0.3140 | 7.3145 | 0.5632
Percent of Baseline | 100.0% | 998% | 100 0%
Systran 0.3003 | 7.1674 | 0.5553
TransBooster 02087 | 7.1643 | 0.5547
Percent of Baseline | 99.4% | 999% | 99.9%
SDL 0.3039 | 72735 | 05657
TransBooster 03035 | 7.2074 | 05642
Percent of Baseline ;| 99.9% | 100.3% | 99 7%

Table 6.13: TransBooster results on 800-sentence test set, parsed with (Char-

niak, 2000}

BLEWV NIST GTM
LogoMedia 0.3140 | 7.3272 | 0.5627
TransBooster 0.3141 | 7.3203 | 05601
Percent of Baselme | 100 0% | 99.9% | 99.5%
Systran 0.3003 | 71674 | 0.5553
TransBooster 02973 | 7.1720 | O 5542
Percent of Baseline | 99.0% | 100.0% | 99 8%
SDL 03039 | 7.2735 | 0.56567
TransBooster (13044 | 7.3076 | 0.5620
Percent of Baseline | 100.2% | 100.5% | 99.3%

Table 6 14+ TransBooster results on 800-sentence test set, parsed with (Bikel,
2002)

This decrease in performance is caused by the inevitable noise introduced by the use
of statistical parsers. Despite f-score figures of both (Charniak, 2000) and (Bikel, 2002)
of almost 90%, the mislabelling of one single constituent by the parser can be sufficient
to lead to an erroneous TransBooster decomposition, which might cause wrong chunk
translations by the baseline systems.

For example, consider the parses of the chunk ‘a Belgian pretending to be Italian’ in
Figures 6 1 and 6.2. The selected chunk is part of the evaluation sentence ‘A Flemish
game show has as its host a Belgian pretending to be Italian’ in Table 6.11, in which
TransBooster’s improvements over the baseline translation by SDL are explaned.

Apart from the differences between Figures 6.1 and 6.2, the parser output of (Bikel,
2002) is exactly the same as the human parse-annotated Penn-II version of the whole sen-
tence. On this single sentence, (Bikel, 2002) achieves labelled bracketing precision/recall

Agures of 80% and 66.67% repectively. If instead of the human-parse annotated version of
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NP
NP VP
o
DT NNP
I | VBG
a Belgian i
pretending /\

NP-8BJ
[ /\
'NO|NE' ™0 VP

+ |
to B ADIB.PRD

I |
be 33

Italian

Figure 6 1 The human parse-annotated structure of the chunk ‘a Belgian pre-
tending to be Italian’ mn the Penn-II Treebank

/\

NP-SBJ
| A
t®  vB ADJP-PRD
a Belglan pretendmg | {
be JJ
Ttahan

Figure 6 2 The parser output of (Bikel, 2002) of the chunk ‘a Belgian pretending
to be Itahan’
the sentence, the parser output of {Bikel, 2002) is provided as input into the decomposition

algorithm, TransBooster produces the result in (86):

(86) ‘Un programa concurse Flamenco tiene como su anfitrién un fingir belga para ser

italiano.’

This time, the result in (86) is not substantially better than the output produced by
SDL. The main reason for this is the parser’s erroneous analysis of ‘a Belgian pretending’
as an NP, which leads the decomposition algorithm to send the entire chunk to SDL,
leading to the nonsensical translation *‘un fingir belga’.

As explained in Section 6.2.2.1, the reference set of human translations contains a slight
bias towards the baseline MT systems Therefore, we decided to repeat the experiment
on the same three unbiased 600-sentence test sets of Section 6.2.2.1. Tables 6.15 and 6 16

contain the results of this experiment.
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BLEU NIST GTM
LogoMedia. 0.2830 | 6.8555 | 05301
TransBooster 0 2861 | 6.8602 | 0.5422
Percent of Baseline | 101.1% ([ 100.1% | 100.6%
Systran 0.2708 | 6.7244 | 0.5368
TransBooster 02722 | 6.7600 | 0.5385
Percent of Baseline | 100 5% | 100.4% | 100.3%
SDL 02823 | 68917 | 05473
TransBooster 0.2848 | 6.9389 | 0.5477
Percent of Baseline | 100.9% | 100.7% | 100 0%

Table 6 15: TransBooster resnlts on the three 600-sentence test sets, parsed
with (Charniak, 2000}

BLEU NIST GTM
LogoMedia 0.2830 | 6.8355 { 0.5391
TransBooster 0.2848 | 6.8529 | 0.5379
Percent of Baseline | 1006% | 999% | 99 8%
Systran 0.2708 | 6.7244 | 0.5368
TransBooster 02696 | 67409 | 05365
Percent of Baseline | 99.6% | 100.2% | 9$9.9%
SDL 0.2823 6.8017 | 0.5473
TransBooster (0.2855 | 69527 | 0.5456
Percent of Baseline | 101.1% | 100.9% | 99.7%

Table 6 16 TransBooster results on the three 600-sentence test sets, parsed
with (Bikel, 2002)

When comparing the results in Tables 6.15 and 6.16 to the results in Table 6.4, we
observe that the relative performance of TransBooster with respect to the baseline systems
drops between 0.9-1 9% BLEU score, 0.4-0.7% NIST score and 0.3-0.4% GTM score when
using (Charniak, 2000) and between 1.7-2.1% BLEU score, 0.5-0.8% NIST score and 0.7-
1.1% GTM score when using (Bikel, 2002).

Overall, parsing with (Charniak, 2000) gives a slightly better result than parsing with
(Bikel, 2002) The results in Table 6.15 show that, when parsing the input with (Charniak,
2000), the advantages achieved by the TransBooster’s complexity reduction are sufficient

to outdo the decrease in performance induced by the parser errors.
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6.2.3 Experiments with TransBooster Mark IT

All the previously reported results in this chapter refer to the main TransBooster archi-
tecture (TBaserer). As explained mm Section 5.3 on page 95, an alternative, simplified
algorithm (TBperrr7) was implemented, mainly in order to handle split pivots. The main
difference between both approaches is that TBpsarerr relies solely on string replacements
of satellite SVs 1n target rather than recursively stitching together chunk translations in
target, as is the case for TBaarir-

During development, we noticed that evaluation scores for TBpse-rrr consistently
lagged behind TBpsuez. This was mainly due to two factors: (i) the main advantage of
TBprarkrr over TBagorer is that TBasqrr7 is able to treat split pivots, s phenomenon com-
mon in most Germanic languages. Since we perform our experiments on English—Spanish,
this advantage 1s not visible; (ii) the algorithm in TBasarkrr does not allow for adjunct
constituents to be omitted in the skeletons sent to the baseline MT systems. Therefore,
for the language pair Fnglish-—»Spanish, the use of TBasererr leads to less complexity
reduction than TBpsqre;-

Although TBprarrrr was not developed to the same extent as TBpsqrpr, we have in-
cluded the latest automatic evaluation scores of TBpsarprr with respect to the three base-
line RBMT systems in Table 6.17. As is clear from these results, TBpsar5 is not able to

outperform the baseline MT systems.

BLEU | NIST GTM
LogoMaedia 0.3140 | 73272 | 0 5627
TransBooster 03100 | 7.2862 | 0.5591
Percent of Baseline 98 7% | 994% | 99.4%
Systran 0.3003 | 7.1674 | 0.5553
TransBooster 02967 | 7.1560 | 0 5548
Percent of Baseline 98.8% | 99.8% | 99.9%
SDL 0.3039 | 7.2735 | 0.5657
TransBooster 0.3021 | 7.2653 | 0.5636
Percent of Baseline 99.4% | 99.9% | 99.6%

Table 6.17: TransBooster Mark II results on the 800-sentence test set.
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6.2.4 TransBooster and Rule-based MT: conclusion

In Section 6.2, we have seen that the output produced by TransBooster shares many
characteristics of the baseline MT output, but improves on lexical selection, homograph
resolution, word order and agreement features. Most of the unprovements are triggered
by complexity reduction of the input. Most of the cases in which TransBooster causes the
deterioration of the original output are due to context distortion.

Of the three bhaseline RBMT systems used, TransBooster outperforms two systems
(SDL and LogoMedia) and achieves similar results compared to the third one (Systran),
both in terms of automatic evaluation and of manual evaluation results. One should be
careful not to draw definite conclusions about the quality of an MT system based on
relative TransBooster scores alone For example, that fact that TransBooster achieves
only comparable results with respect to Systran, while it clearly outperforms the two
other RBMT systems, might lead one to conclude that Systran is the better of the three
RBMT systems for the language pair used for evaluation. This conclusion is not correct.
According to the automatic evaluation scores in Table 6.3 and based on our own experience
with the produced MT output, the better system of the three was LogoMedia The main
reason why TransBooster achieved better relative scores vs. LogoMedia than vs. Systran
15 that most of the development was done based on output produced by LogoMedia.

The complexity reduction offered by TransBooster can only lead to an improved RBMT
output if the baseline system possesses a transfer lexicon that contains translation alter-
natives to account for homography and polysemy phenomena. When such a lexicon is
coupled to a shallow analysis module, as is the case for most commercial RBMT systems,

TransBooster has the potential to improve the original translation quality.

6.3 Results for Data-driven MT

In Section 6.2, we showed results of TransBooster interfaced with three commercial wide-
coverage RBMT systems. This section contains experimental results of TransBooster
interfaced with two data-driven MT systems, representing the two most important data-

driven MT research paradigms at the moment. SMT and EBMT.
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6.3.1 TransBooster and SMT
6.3.1.1 Experimental setup

The baseline MT system for our experiments® was a phrase-based SMT system (English
—Spanish) that we constructed using the G1za4-+ alignment tool (Och and Ney, 2003)7,
the SRI Language Modehng Toolkit(Stolcke, 2002)% and the Pharaoh decoder (Koehn,
2004)°. We used an interpolated tri-gram language model with Kneser-Ney discounting
(Kneser and Ney, 1995). Since the SMT system was constructed with the Pharach decoder,
we will refer to the entire SMT system as PHARAOH in the rest of this section.

The data used to train the system was taken from the English-Spanish section of
the Europarl corpus (Koehn, 2005), From this data, 501K sentence pairs were randomly
extracted from the designated training section of the corpus and lowercased. Sentence
length was limited to a maximum of 40 words for both Spanish and English, with sentence
pairs having a maximum relative sentence length ratio of 1.5. From this data we used the
method of {Och and Ney, 2003} to extract phrase correspondences from GIZA++ word
alignments.

Following this method, word alignment is performed in both source-target and target-
source directions. These uni-directional alignments are then combined and the intersection
is taken. These highly confident word alignments are then extended by iteratively adding
adjacent alignments present in the union of the unidirectional alignments. In a final step,
alignments are added that cccur in the union, where both the source and target words are
unaligned. Source-target phrase pairs can then be extracted based on these alignments,
with probabilities estimated from relative frequencies For our experiments phrase length
was himited to 6 words.

For testing purposes two sets of data were used, each consisting of 800 English sen-
tences. The first set was randomly extracted from section 23 of the WSJ section of the

Penn-1II Treebank; the second set consists of randomly extracted sentences from the test

SThe experiments m this section were carried out in collaboration with my colleagues K Owczarzak
and D. Groves.

Thttp //www foch com/GIZA +-+.html

http//www speech sti com/projects/srilm

Yhttp.//www 151 edu/lrcensed-sw/pharach/

118



section of the Europarl corpus, which had been parsed with (Bikel, 2002}, 1°

We decided to use two different sets of test data instead of one because we are faced
with two ‘out-of-domain’ phenomena that have an influence on the scores, one aflecting
the TransBooster algorithm, the other the phrase-based SMT system. On the one hand,
the TransBooster decomposition algorithm performs better on ‘perfectly’ parse-annotated
sentences from the Penn Treebank than on the output produced by a statistical parser
such as (Bikel, 2002), which mtroduces a certain amount of noise. On the other hand,
Pharach was traned on data from the Europarl corpus, so it performs much better on

translating Europarl data than out-of-domain Wall Street Journal text.

Parameter Value
p-ChunkLength | 13
p-Pivotlength | 4
p-PivotAttach | 3
p-PivotCheck true
p-SatDefault ‘ady’

Table 6 18: Optimal parameter settings for the TransBooster-Pharaoh inter-
face

Table 6 18 contains the optimal parameter settings for the TransBooster-Pharaoh
mterface. ‘The main difference with the optimal settings in Table 6.2 is the value of
p_ChunklLength. For TransBooster-Pharaoh, only chunks containing more than 13 lexical
items are subjected to the decomposition process. The fact that the optimal value of
p_ChunkLength is 13 for the SMT system compared to 4 and 5 for the RBMT systems!!
might reflect the fact that SMT systems are better at handling local phenomena, at con-

stituent level, than at global reordering issues, which require more syntactic knowledge.

0Contrary to the RBMT experiments reported 1n section 6.2, we did not use {Charniak, 2000) to parse
the input. There are two reasons for this. (1) the goal of this chapter 18 to evaluate the performance of
TransBooster on the main current MT architectures, not to use 1t as a task-based evaluation platform for
parsing technology, (1) due to the extended average time required for a single TransBooster-Pharach run
{approximately 60 min for translating 800 sentences), we discarded development with (Charniak, 2000)
after 1nitially obtaming better results with (Bikel, 2002},

1'p_ChunkLength = 4 (Systran) and p_ChunkLength = 5 (LogoMedia and SDL} mives optimal results for
the RBMT systems.
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6.3.1.2 Results

Automatic Evaluation Table 6.19 contains a comparison between TransBooster and
Pharaoh on the Furoparl test set. TransBooster improves on Pharaoh with a statistically
significant relative improvement, of 3.3% in BLEU and 0.6% in NIST score. Surprisingly,
the GTM score obtained by TransBooster is 0.4% lower than Pharach’s results. This 1s
most probably due to an issue with punctuation. Contrary to BLEU/NIST, which treat
punctuation marks as separate tokens, GTM does not distinguish punctuation marks as
separate tokens. Smce TransBooster joins the end-of-sentence punctuation mark to the
final letter of the output in a post-processing step, this can lead to a number of mismatches
in the case of a fully tokemsed reference translation and an evaluation metric that does not
use tokenisation ag a preprocessing step. After removing punctuation in both reference
and output translations, we observed a rise of the relative GTM scores from 99.6% to

100.1%

BLEU NIST GTM
Pharaoh 01986 5.8393 | 0 b439
TransBooster 0.2052 | 5.8766 | 0.5419
Percent of Baseline | 103.3% | 100.6% | 99.6%

Table 6.19: TransBooster vs Pharaoh Results on the 800-sentence test set of
Europarl

For the same reasons mentioned before in Section 6.2.2.2, it is necessary to corroborate
these automatic evaluation scores with a manual evaluation, which we will extend on in

the following section.

BLEU NIST GTM
Pharaoh (0.1343 | 51432 | 0 5054
TransBooster 0.1379 | 51259 | 0.4954
Percent of Baseline | 102.7% | 99.7% 98%

Table 6.20. TransBooster vs. Pharach: Results on the 800-sentence test set of
the WSJ

The comparison between TransBooster and Pharach on the Wall Street Journal test set

is shown i Table 6.20. As with Europarl, TransBooster improves on Pharaoh according
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j to the BLEU metric, but falls'slightly. 'short of Pharaoh’s NIST and GTM scores. In
L contrast to the scores on the Europarl corpus, these results are not statistically significant
according to a resampling test, (on 2000 résampled test sets) with the toolkit described in
Zhang and Vogel (2004) 12 Although the input to TransBooster m this case are near to
' S perfect human parse—annotated sentences , We are not able to report statrstlcally s1gn1ﬁcant
F.F r,l unprovements over Pharaoh ThlS can l)e explamed byr the fact that the performance of
phrsse-based SMT systems on out-of domain text 1s very poor {items are left untranslated
ete.) as 1s deséribed in (Koehn, 2005) snd indicated by the ruch lower absolute test-scores
of Table 6 20 in comparison to table 6.19. In other words, in this case 1t 13 more difficult
o for TransBooster to help the SMT system to improve on its own output through syntactic

) guidance.

Manual Evaluation With the optim'el"settings shown 1n Table 6.18, TransBooster pro-
duced a result different from Pharaoh for.185 sentences (= 23.12%) in the 800-sentence
v | -Europarl test set. The. Teason for this hlgh back-off, percentage is the fact that the optlmal

results are produced by only decomposmg chunks that dommate 13 or more leaf nodes

: They185 sentences were randomly dlstrlbuted';between the same: elght hngulstrc experts

- v fw i

e rnentloned earlier Who were asked to evaluate the sentences followmg the criteria outhned

b ' ==L1’1 Sectlon 6.2.22 Table 6.21 contains, the results of ‘the r_nannsl -evaluation. These; results
z-l|| ‘~| o il - " r}‘ll Jw ,’nw;,s" Ll ».-s":gl,'*w'l [P v . <,Ti A‘_‘“ o ) ,“

tences for- which. TransBooster and Pharaoh produced an ;dentlcal output. The results of

d Fea, 0 - , + , | ' . R L oL : I e
|!,‘s, PO this extrapolation dre'shown'in Table 6:22." Overall, evaluators considered ‘TransBooster -

to outperform Phafaoh both on fluency (10 13% better vs. 3‘5% worse} and accuracy

e S W P . =

Ao (10. 88% better s. 3 0% worse) o ‘I'ju T T T T T e

. \ I
[ , Wy h .
4 . ! 4 o B

Surprlslngly, when comparmg these resu]ts in td the results m Tables 69 and"6 10,

|
l N , TransBooster seems to perform better When 1nterfaced to an SMT lsystem than to RBMT
T . [ " . i " | " b , 'r»« .)v, s,;. i 0
| systems. " Tl’]]S can’ be exp]alned by the fact that the ba.sehne SMT system that We con-
\3«..
struoted Operates w1thout any expl1c1t syntactrc knowledge and beneﬁts thore ffom’ Trans-

v TR e
:Booster 5 syntactlc gulds,nceY than RBMT systems lInl add1t1on one: should tske 1nto

1 account that sinée PHARAOH rs me1ely a ‘vanilla’ baselme phrase-ba.sed SMT system, its

T - hitp / /pl‘OJGCtllE is s, ermu edu/research/pubhc/tnols/bootStrap/tutor:a.l htm*- - e ‘
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overall output quality is significantly lower than the output of the RBMT systems, as can
be deduced from comparing the SMT scores in Tables 6.19 and 6.20 to the RBMT scores
in Table 6.3, which might make it easier to improve on than the better performing RBMT

systems.

TB vs. Pharaoh
B ] W
Fluency | 43.8% | 41.0% | 15.2%
Accuracy | 47 0% | 40.0% | 13.0%

Table 6.21- Comparative results of the manual evaluation of TransBooster vs.
Pharach. B == better, § = similar, W = worse.

TB vs Pharaoh
B 5 \
Fluency | 10.13% | 86.37% | 35%
Accuracy | 10 88% | 86.12% | 3.0%

Table 6.22: Extrapolation of the manual evaluation results in Table 6.21 for the
entire 800-sentence test set. B = better, § = similar, W = worse.

In the next section, we analyse the differences between the output translations of

Pharaoh and TransBooster, and provide a number of example translations,

6.3.1.3 Analysis

The majority of improvements (70%) by invoking the TransBoaster method on Pharaoh
are caused by a better word order. This is because it is syntactic knowledge and not a
linguistically limited language model that guides the placement of the translation of the
decomposed input chunks. Moreover, smaller input chunks, as produced by TransBooster
and translated in a minimal context, are more likely to receive correct internal ordering
from the SMT language modael.

The remaining 30% of improvements resulted from a better lexical selection. This is
caused not only by shortening the input, but mainly by TransBooster being able to separate
the input sentences at points of least cohesion, namely, at major constituent boundaries.
It is plausible to assume that probability links between the major constituents are weaker

than inside them, due to data sparseness, so translating a phrase in the context of only the
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r
Original

Fharach
TransBooster

Ardalysis,

Despite an impressive number of mternational studies , there 15 still no clear evidence
of any direct hink between viclence and media consumption

a pesar de los estudios internacionales , todavia no existe ninguna relacién directa
entre la violencia ¥ media un nimero impresionante pruebas claras de consumo

pese a un nimero impresionante de estudios internacionales , todavia no hay
pruebas claras de ninguna relacién directa entre la viclencia, ¥ los medios consumo
word aider better pla.cement' of ihe translatlons of ‘an 1mpr§sswe number .,{and
"clear ev1deuce L oy b “j‘ - K ! o st

k‘ S I PR

Dy e S

et
(PR AN LN !

Oniginal

Pharaoh
TransBooster

. Analysis

The European Union is jointly responsible, with the countries of origin, for immigra-
tion and for organising those migration flows, which are so necessary for the develop-
ment of the region
la unién europea es corresponsable de InMmgracidn y de los flujos migratorios, que son
necesarias para €l desarrcllo de la regidn, con los paises de origen, organizador.
la unién europea es corresponsable, con los paises de ongen, de inmigracién y de los
flugos migratorios, que son necesarias para organizar el desarrollo de la region
“word order and lexical selectmn bet{‘.er placement of ‘the- translatlon “of wllthT
the countries of bngm 'In adé[ltmn' TransBooster tra.nsla,teé orga,mamg I(:orr‘ectly
as a verb (‘orga.nlza.r’), whlle Phara.oh translatES!lt errongously asya, noun[ adJectwe]A
(orga,mza.dor).;w‘w N ‘\ m - 1 b m';.,[i;; r" 0 [P 1';

" [ [T PP Rl

Origmal

Pharaoh

TransBooster
Analysis.

t
i B

Presidency communication on the situation in the Middle Fast
presidencia comunicacién sobre la situacién en el mediterrdnec
presidencia comunicacién scbre la situacién en el CEercano oriente
lexjeal selection, Jmprovedqtranslatlon«,of ‘the ‘Middle!Fast’, from el"medlten:a.neo
" ('the medlterranean’) to the correct! el cércano 0r1ente" S

“‘ W .l_,u Vo,

Ornginal

Pharaoh
TransBooster

Analyss

~ i

I am proud of the fact that the Committes on Budgetary Control has been able to

agree unammously on a draft opimon within a very short period of time

me alegra el hecho de que la comsién de presupuestos ha podido

dar mu aprobacién undmme sobre un proyecto dictamen en un periodo de tiempo

muy corto

estoy orgulloso del hecho que la comisidn de presupuestos

ha llevado a acuerdo undmme sobre un proyecto dictamen en un periodo de

tiempo muy corto

lexical’ selectmn 1Iriprqved translation: ot" ‘I am ;proud 0f’|from ‘the’ err{oneous”r‘ﬂé"

alegra. (T am happy a.bout’) to the correct estoy orgulloso In add1}‘.10n the t?a)nslar'

tion of ! agres’ unammously by Pha.raoh agrees iwith’ the wrong sub‘e ( I )) 1nstead‘
" 'of the correct’ (‘the Comrmttee ‘a8 enfoirced by ’I&'a,nsBooster i) |

Wi Ve
"lli.' i-;',‘ilw.

.l j»

Table 6.23: Examples of improvements over Pharaoh word order and lexical

selection,

heads of neighbouring constituents might actually help. Table 6.23 illustrates the main

types of improvements with a number of examples,
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6.3.2 TransBooster and EBMT

The experiments reported in this section were mainly carried out by my colleagues K.
Owezarzak and D. Groves in preparation for (Owczarzak et al,, 2006) at the Tth Bien-
nial Conference of the Association for Machine Translation in the Americas. They are
included in this dissertation because they are based on the TransBooster techuology and
complement the SMT experiments in Section 6.3.1 with an insight into the performance

of TransBooster on an EBMT haseline system.'3

6.3.2.1 Marker-based EBMT

The baseline EBMT system used in the experiments is the NCLT’s marker-based MATREX
systemn (Armstrong et al., 2006). Marker-based EBMT is an approach to EBMT which
uses a set of closed-class words to segment aligned source and target sentences and to
derive an additional set of lexical and phrasal resources. This approach is based on the
‘Marker Hypothesis’ (Green, 1979), a umversal psycholinguistic constraint which posits
that languages are ‘marked’ for syntactic structure at surface level by a closed set of specific
lexemes and morphemes. In a preprocessing stage, the source—target aligned sentences
are segmented at each new occurrence of a marker word (e.g. determiners, quantifiers,
conjunctions etc).

In order to describe this resource creation in more detail, consider the Enghsh—Spanish
exarmple in (87);
(87) “You check on the red button to view the effect of the selection.” — ‘Usted cliquea en

el botdn rojo para ver el efecto de la seleccién’

The first stage involves automatically tagging each closed-class word in (87) with its

marker tag, as in (88):

(88) ‘<PRON> You click <PREP> on <DET> the red button <PREP> to view <DET>
the effect <PREP> of <DET> the selection’ — ‘<PRON> Usted cliquea <PREP>
en <DET> el botén rojo <PREP> para ver <DET> el efecto <PREP> de <DET>
[a seleccidn,’

Taking into account marker tag information (lahel, and relative sentence position), and

13My direct contributions te this section are' {1) the development of the TransBooster application, (i1)
a contribution to the development of the EBMT baseline system, and (ui) the analysis of the results,
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lexical similarity (via mutual information), the marker chunks in (5) are automatically
generated from the marker-tagged strings in (88):

(83) a  You click <PREP> : <PRON> Usted cliquea

b <PREP> on the red button <PREP> en el botén rojo
¢. <PREP> toview: <PREP> para ver

d. <DET> the effect <DET> el efecto

e. <PREP> of the selection <PREP> de la seleccidn

The marker set used in the experiments consisted of determiners, prepositions, con-
Junctions, personal pronouns, possessive pronouns, quantifiers and wh-adverbs, following

(Gough and Way, 2004; Gough, 2005).

6.3.2.2 Experimental setup

The baseline EBMT system made use of the Marker-Based methods described in Sec-
tion 6.3.2.1 to extract the chunk-level lexicon For English, information from the CELEX
database® was used to create a list of marker words used during segmentation and align-
ment The maiker word list for Spanish was created by merging two stop-word lLists
generously supphed by colleagues at the Polytechnic University of Catalunya (UPC) and
the University of Barcelona (UB).

After chunking, the resulting source and target marker chunks were aligned using a
best-first dynamic programming algorithm, employing chunk position, word probability,
marker tag and cognate information to determine sub-sentential links between sentence
pairs.

In addstion to these chunk ahgnments, statistical techniques were used to extract a high
quality word-level lexicon {which in turn was used during the chunk alighment process).
Following the refined alignment method of Och and Ney (2003}, the GIZA 4-+ siatistical
word alignment tool was used to perform source-target and target-source word alignment.
The resulting ‘refined’ word alignment set was then passed along with the chunk database
to the same system decoder as was used for the SMT experiments (Pharach, (Koehn,

2004)). Since Pharaoh was used as the decoder, the MaTrEx systein is more an ‘example-

Mhttp //www ru,nl/celex/
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based SMT system’ (in terms of the terminology of (Groves and Way, 2005, 2006)) than
a 'pure’ EBMT system as in (Gough and Way, 2004; Gough, 2005).

The EBMT system was trained on a subsection of the English—Spanish section of the
FEuroparl Corpus The corpus was filtered based on sentence length (maximum sentence
length set at 40 words for Spanish and English) and relative sentence length ratio (a
relative sentence length ratio of 1 5 was used), resulting in 958K English-Spanish sentence
pairs.

The experiments reported in the next section are based the same testing procedure as
the one employed for the SMT experiments, as we explained in Section 6.3.1.1 on page
118. Two test sets were used, each consisting of 800 English sentences. The first set was
randomly extracted from Section 23 of of the WSJ section of the Penn-II Treebank. The
second set contained randomly extracted sentences from the test section of the Europarl
corpus, previously parsed with (Bikel, 2002) The reason for using two different test sets
for the EBMT experiments 15 to account for the same two ‘out-of-domain’ phenomena

that we explained in Section 6.3.1.1.

6.3.2.3 Results

Automatic Evaluation Tables 6.24 and 6.25 contain the automatic evaluation results
of TransBooster vs. the EBMT system on the Europarl and test sets respectively. The
evaluation was conducted after removing punctuation from the reference and translated
texts, and, in the case of the Furoparl test set, after removing 59 sentences containing
hyphenated compounds that were incorrectly parsed by (Bikel, 2002), thereby omitting
a number of sentence-level errors introduced by the parser which could have a negative
impact on the TransBooster scores

On the FEuroparl test set, TransBooster improves on the EBMT baseline system with
1.0% relative BLEU score and 0.2% relative NIST score. On the WSJ test set, Trans-

Booster achieves relative improvements of 3.8% BLEU score and 0.5% NIST score.

Manual Evaluation In order to corroborate the automatic evaluation scores, 100 sen-
tences were randomly extracted from the Furoparl test set, Their baseline translation was

compared with that assisted by TransBooster by a human judge with near-native Span-
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BLEU NIST
EBMT 0.2111 | 5.9243
TransBooster 0.2134 | 59342
Percent of Baseline | 101% | 100 2%

Table 6 24: TransBooster vs EBMT Results on the 800-sentence test set of

Europarl
BLEU | NIST
EBMT 0.1098 | 49081
TransBooster 01140 | 49321
Percent of Baseline | 103 8% | 100 5%

Table 6.25: TransBooster vs, EBMT TResults on the 800-sentence test set of
the W§J

ish proficiency according to the same manual evaluation guidelines used throughout this
dissertation and explained in Section 3.4.1.5 According to the evaluation, out of the 100
sentences, TransBooster improved the fluency of the translation in 55% of the cases, and

the accuracy of translation in 53% of the cases

6.3.2.4 Analysis

Many of the unprovements by TransBooster are caused by a better word order in target.
Smuilarly to what we saw in the evaluation on the Pharaoh baseline SMT system in
Section 6.3.1.3, the syntactic guidance of TransBooster helps the baseline EBMT system
to overcome some of 1ts syntactic imitations.

The other main factor contributing to TransBooster’s improvements is a better lexical
selection by the baseline MT system. This can be explained by the fact that the matching
procedure of the baseline EBMT system works better when it operates on the previously
chunked input presented by TransBooster than when it is confronted with long input
strings which are more likely to be wrongly segmentated by the baseline system. In other
words, TransBooster does an important part of input segmentation for the EBMT system
and makes sure that the translated chunks are assembled correctly. Table 6.26 illustrates

the main types of improvements with a number of examples
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Original
EBMT
TransBooster

Analysis

women have decided that they wish to work, that they wish to make therr work
compatible with ther family life
hemos decidido su deseo de trabajar, su deseo de hacer su trabajo compatible con su
vida famihar, empresarias
mujeres han decicdido su deseo de trabajar, su deseo de hacer su trabajo compatible
con su vida familiar

‘WDrcl ‘order anc} lexmah selectlon wThe EBMT'system translatesnwomen erro—
neOusly a8 empresanas‘ (¢ busmess women’) and mserts th1s tra.nslapon at thesend| of
the sentence, giving rise, ‘to E‘tn \‘wong word=order “haive:deCIdegl is ?\rrong}y poa?,‘nslﬁzlted‘

as ‘hemos decidido’ ( we h&ve dec1ded J J,By contrast Itheaentu-e constltuent ‘woren

have demded’ 18 correctly tra.nsla.ted as ‘mujeres han de01d1do “by ﬂl‘ansBooster i "l I

Original
EBMT
TransBooster

Analysis

' Booster as, pa.rte deI Fﬁtally, the EBMT System onut&the ‘fact that the‘ states are

if this global warming continues, then part of the territory of the eu member states
will become sea or desert

si esto continda calentamiento global, tanto dentro del termtorio de los estados miem-
bros tendran tornarse altamar o desértico

s1 esto calentamiento global perdurard, entonces parte del territorio de los estado
miembros de la umoén europea tendran tornarse altamar or desértico

, word order and lexical selectmn both transla.tlons of cont.mues. (contmua byy
EBMT, perdura,ra. by 'ItansBooster) a.re eqdwalent However, the locatlon‘of pei,:
durard’ n the output ls=better than contmua part of? 18 erroneousl}n translated

1 as ‘dentro- del‘ (‘111) by, the EBMT system, Whlle W is correctly translated 'by Trans;—
hly

members |0f the: EU .while ’I‘ra,lnsBooster correctly tra,nsla.t‘.es the modlﬁer eu ‘s, ;‘de

laumoneuropea ‘h!‘| “"." P '3..I S & IR E tp J“[‘* et it

3 [ T

Onginal
EBMT
TransBooster

Analysis

i have noted your appeals and invitations to press ahead , to take advantage of the
momentum generated and carry it to nice and beyond

he recogido su apelaciones y nvitaciones de segur adelante a que hagan uso de la
impulse generado y llevar a ammoso y se allende

he recogido sus apelaciones y invitaciones de seguir adelante a que hagan uso de la
1mpulso generado ¥ llevar esto a animoso y més alld

agreement and lex1cal selectlon ‘ighe! agreement between the ppssessive ‘your’; apd
the noun a.ppeals 1mprove.s from the erroneous ‘su’ produced by the EBMT system“ Y
{to the correct ‘sus”of TransBooster The pronoun 1t"1s tramslated in the TransBooster '
output (‘esto’) but is omltted by the' EBMT'system ‘beyond’ is corrbctly transla,ted
as ‘mds alld’ by 'TkansBooster ‘while the EBMT system produces’ a nonsensmal jWord ‘

\ 1 Kl IIH
‘'sequence (‘se allende’) 'y |, o 0 S, ool o ,n" ‘

'
\ [
1

Table 6.26: Examples of improvements over the EBMT baseline: word order

and lexical selection.

6.4 Summary

In this chapter, we have analysed the experimental results of TransBooster interfaced with

three commercial rule-based systems and two data-driven systems.

For the parse-annotated Penn-II 800-sentence test set, both automatic evaluation and

manual evaluation show that TransBooster outperforms two of the three RBMT systems
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(8DL and LogoMedia) and achieves similar results compared to the third system (Systran).
When parsing the test set with (Charniak, 2000) and (Bikel, 2002), performance drops
slightly, as expected, but the gains made by TransBooster’s complexity reduction are
strong enough to resist the noise introduced by (Charniak, 2000) when evaluated on the
unbiased 600-sentence test sets. The complexity reduction leads the baseline systems to
improve on lexical selection (35%), word order (35%), homograph resolution (20%) and
agreement (10%)

When interfaced with a phrase-based SMT system, both automatic and manual eval-
uation scores on a 800-sentence test set extracted from the Europarl corpus clearly show
that TransBooster outperforms the SMT system. The additional syntactic guidance of
TransBooster leads the SMT system to improve on both word order (70%) and lexical
selection (30%). Similar improvements can be seen when TransBooster is interfaced with
a marker-based EBMT baseline system.

Overall, both automatic evaluation scores as manual evaluation results seem to indicate
that data~driven MT benefits more from the TransBooster technology than RBMT. There
are two possible explanations for this: (i) data-driven MT systems benefit more from
TransBooster’s syntactic guidance than rule-based systems, and (i) the baseline data-
driven systems were possibly easier to improve on than the more performant rule-based
gystems used in the experiments.

The results presented in this chapter quantify the effect that TransBooster has on
various single baseline MT systems. In the next chapter, we will investigate whether it is
possible to adapt the TransBooster algorithm so it can take advantage of the combined

strength of multzple MT systems simultaneously.
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Chapter 7

TransBooster as an MEMT

interface

7.1 Introduction

In this chapter, we present a novel approach to combining the outputs of multiple MT
engines into a consensus translation. In contrast to previous Multi-Engine Machine Trans-
lation {MEMT) techniques, we do not rely on word alignments of output hypotheses, but
prepare the input sentence for multi-engine processing. We do this by using TransBooster’s
recursive decomposition algorithm to produce simple chunks as input to the MT engines.
A consensus translation is produced by combining the best chunk translations, selected
through majority voting, a trigram language model score and a confidence score assigned
to each MT engine.

The chapter is orgamsed as follows: in Section 7.2, we provide a brief introduction
to MEMT and present an overview of the most relevant current MEMT techniques. We
explain our approach 1n Section 7.3 and demonstrate 1t with a worked example. Section 7.4
contains the description, results and analysis of our experiments. Finally, we summarise
our findings in Section 7.5.

When comparing the behaviour of TransBooster as an MEMT interface to Trans-
Booster as a wrapper technology on top of an individual MT engine, we will use TBpsrr

(TransBooster as an MEMT interface) when referring to the former and TBgg; (Trans-
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Booster as a single engine interface) when referring to the latter, for purposes of simplicity.

7.2 Multi-engine Machine Translation

7.2.1 Introduction

Multi-Engine Machine Translation {MEMT) is an approach in which multiple MT systems
are used simultaneously to produce a consensus translation for the same input text. The
assumption underlying MEMT 1s that the errors committed by one system are indepen-
dent of the errors committed by other systems. Therefore, by using smart combination
techniques on the different MT outputs, it should be possible to select the best parts
of each MT system and produce an output which is at least as good as the best of the
individual M'T outputs.

MEMT is a term coined by Frederking and Nirenburg {1994), who were the first to
apply the idea of a multi-engine approach in Natural Language Processing to MT. Re-
searchers 1n other areas of language technology such as Speech Recognition (Fiscus, 1997),
Text Categorisation (Larkey and Croft, 1996) and POS Tagging (Roth and Zelenko, 1998)
have also experimented with multi-system approaches. Since then, several researchers in
the MT commumty have come up with different techniques to calculate consensus trans-
lations from multiple MT engines, the most important of which are further explained in
Section 7.2.2.

An important difference between the multi-engine approach for clear classification tasks
such as POS tagming or Text Categorisation and MT 18 that, in MEMT, the unit for
comparison between the different engines is not given @ priori. Therefore, a crucial step in
all previously proposed MEMT techniques is the inferring of the units for comparison by
aligning the outputs of the different MT systems. All previous MEMT approaches share
one important characteristic they traunslate the entire input sentence as s and operate
on the resulting target language sentences to calculate a consensus output. Their man
difference lies 1n the method they use to compute word alignments between the multiple
output sentences.

The use of TransBooster as an interface to MEMT is based on a different idea: the
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decomposition of each input sentence into optimal chunks by TransBooster can equally be
considered as the inferring of the units of comparison for MEMT. In other words, the main
novelty of this approach resides in the fact that, in contrast to previous MEMT techniques,
we do not rely on word alignments of output hypotheses, but prepare the mput sentence

directly for multi-engine processing.

7.2.2 Previous Approaches to MEMT

The first MEMT system was produced by Frederking and Nirenburg (1994). They com-
bmed the output sentences of three different MT engines, all developed in house: (i) a
knowledge-based MT (KBMT) system, the mainline PANGLOsS engine (Frederking et al.,
1993), {ii} an example-based MT (EBMT) system (Niwenburg et al., 1993} and (iii) a simple
lexical transfer MT system, based on some of the PANGLOSS modules and extended with a
machine-readable dictionary (Collins Spanish—FEnglish) and a number of other resources.
In order to calculate a consensus translation, the authors rely on their knowledge of the
inner workings of the engines. They collect sub-sentential chunks of all three engines 1 a
chart data structure, use internal KBMT and EBMT scores! to assign a value to each of
the chunks and employ a recursive divide-and-conquer procedure to produce the optimal
combination of the available chunks by exhaustively comparing all possible combinations
of the available chunks. The results of this MEMT system were used in a translator’s
workstation (TWS) (Cohen et al., 1993), through which a translator either approved the
system’s output or modified it.

Since the MEMT design of (Frederking and Nirenburg, 1994) is based on the specific
internal structure of each of the component engines, the scoring mechanism would have
to be redesigned if a new MT engine were to be added. In (Nomoto, 2004), by contrast,
the MT engines are treated as black boxes. A number of statistical confidence models are
used to select the best output string at sentence level. The confidence models Nomoto
(2004) proposes come in two varieties: fluency-based language models (FLMs), which rely
on the likelthood of a translation hypothesis in the target language, and alignment-based

models (ALMs), which use the IBM translation models (Brown et al., 1993}, that measure

'Until the pubhication of (Brown, 1996), the quality of the EBMT system was so poor that it hardly
ever contributed to the PancrLoss MEMT engine
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how faithful a translation is to its source text. A confidence score mdicating the reliability
of each individual engine is introduced by biasing the FLMs and ALMs through Support
Vector Regression, modifying the scores produced by the language models in such a way
that they more accurately reflect the result of an automatic evaluation of the MT systems
on a test corpus.

Contrary to (Frederking and Nirenburg, 1994) and (Nomoto, 2004), all other ap-
proaches to MEMT rely on word alignment techniques in the translation hypotheses to
infer the units for comparison between the MT systems. Bangalore et al. (2001) produce
alignments between the different MT hypotheses using ‘progressive multiple alignment’, a
popular heuristic solution to multiple alignment in biological sequencing literature (Feng
and Doolittle, 1987) based on edit distance (Levenshtein, 1965). For example, the five
different MT outputs in Figure 7.1 are aligned into a lattice structure as represented in
Figure 7.2.? For each aligned unit, a winner is calculated by selecting the majority trans-
lation, or, in cases where there are segments without a clear majority, by using an n-gram

language model based on a 58,000 sentence corpus.

English | ‘mive me driving directions please to middletown area’

MT1 ‘déme direcciones impulsoras por favor a drea de middle-
town’

MT2 ‘déme direcciones por favor a drea’

MT3 ‘déme direcciones conductores por favor al drea middletown.’

MT4 ‘déme las direcciones que conducen satisfacen al area de mid-
dletown.’

M'T5 ‘déme que las direcciones tend en cia a gradan al drea de
middletown ’

Figure 7.1: An example Enghsh sentence and its translation from five different
MT systems, from (Bangalore et al, 2001)

The model used by Bangalore et al. (2001) relies on edit distance, which only focuses
on insertions, deletions and substitutions. Therefore, this model is not able to correctly
align translation hypotheses with a significantly different word order Jayaraman and
Lavie (2005) try to overcomne this problem by introducing a more versatile word alignment

algorithm that can deal with non-monotone alignments. Alignments in their approach are

*These examples were adapted from (Bangalore et al , 2001)
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que conducen

umpulsaras por

Figure 7.2, Lattice representation of the example sentence in Figure 7 1, from
(Bangalore et al, 2001)

produced based on explicit word matches (including morphological variants of the same
word and ignoring case) hetween the various hypotheses, even if the relative location of
these matches in the respective hypotheses is very different. A consensus from the MT
outputs 1s calculated by a decoding algorithm that uses the produced alignments, a trigiam
language model and a confidence score specific to each ML engine,

Another approach to produce a consensus translation from different MT systems was
developed by van Zaanen and Somers (2005). Their system, named DEMOCRAT, is a ‘plug-
and-play’ MEMT architecture that relies solely on a simple edit distance-based alignment
of the translation hypotheses and does not use additional heuristics to compute the con-
sensus translation DEMOCRAT employs an alignment method similar to the one used by
Bangalore et al (2001), but van Zaanen and Somers (2003) explicitly avoid the use of
language models or other heuristics that need previous training to ensure that the outputs
of different MT engines for all languages can be immediately plugged into theirr system
DEMOCRAT does not always outperform the best individual MT system, but 1ts ‘plug-and-
play’ characteristics make 1t an option for general users who cannot make up their mind
as to which MT system to use and are aiming for a workable ‘average’ translation.

A different way to align translation hypotheses is to use well-established SMT align-
ment techniques, as in (Matusov et al., 2006), where pairwise word alignments 1n an entire
corpus are used instead of sentence-level alignments. The approach used is similar to the
ROVER approach of Fiscus (1997) for combining speech recognition hypotheses. Matusov
et al. (2006) consider all possible alignments by iteratively selecting each of the hypothesis
translations as a ‘correct’ one and align all other translations with respect to this ‘correct’

hypothesis. The actual alignment is performed in analogy to the training procedure in
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SMT, the main difference being that the two sentences that have to be aligned are in the
same language. The probabilities of word alignments are calculated based on a test corpus
of translations generated by each of the systems. Therefore, the decision on how to align
two translations of a sentence takes the whole document context into account. From the
obtained alignments, the authors construct a confusion network simmilar to the approach of
Bangalore et al (2001), and derive the best consensus hypothesis by using global system

probabilities and other statistical models.

7.3 TransBooster as an MEMT interface

All the MEMT approaches explained in the previous section fackle the problem of how to
select or combine the outputs of various MT systems in different ways, but all conclude
that combining the outputs, in most cases, results in a better translation than any of
the individual contributing outputs. As Frederking and Nirenburg (1994) put it: ‘Three
for more] heads are better than one’. To date, to the best of owr knowledge, all previous
MEMT proposals that seek to produce a consensus between several MT outputs operate
on MT output for complete input sentences.

In the research presented in this chapter, we pursue a different approach: we use the
TransBooster decomposition algorithm to split the input string infto syntactically mean-
ingful chunks, select the optimal chunk translation from a collection of three MT systems
using a number of simple heuristics and rely on TransBooster to recompose the trans-
lated chunks in output Therefore, in contrast to most previous MEMT approaches, the
technique we present does not rely on word alignments of target language sentences, but

prepares the input sentence for multi-engine processing on the input side,

7.3.1 Algorithm: Overview

Given N different MT engines (F;... En), the proposed method recursively decomposes
an input sentence S wto M syntactically meaningful chunks C1...Cyr. Each chunk C,
(1 <1 € M) is embedded in a minimal necessary context and translated by all MT

engines. For each chunk (7, the translated output candidates Cf'zl — C;V are retrieved and

a winner CY°5t 15 calculated based on (i) majority voting, (ii) a language model trained on
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a large target language corpus and (iii) a confidence score assigned to each MT engine.
In a final step, the output sentence 5’ is composed by assembling all Cf“t (1<i< M)

in their correct target position. A flow chart representing the entire MEMT architecture

can be found in Figure 7 3.

Decomposition

Selection
C1_best CM_best
Cemposition

Figure 7.3: A flow chart of the entire MEMT system, with C1 the i** input
chunk (1 < 3 < M), Ej the 3 MT engine (1 € j < N) and Cu.j
the translation of Ci by Ej.

The decomposition into chunks, the tracking of the output chunks in target and the
final composition of the output are based on the TransBooster architecture as explained

in Chapters 4 and 5.

7.3.2 Algorithm: Details

The algorithm consists of three major parts: (i) decomposition, (ii) selection, and (i)

composition.
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In the first part (‘decompositzon’), parallel to what was explained in Chapters 4 and
%, TransBooster decomposes the input S into a number of optimal chunks, embeds these
chunks into a context and sends them for translation to each of the N different MT engines
{E1. En). As before, the input mnto the algorithm is a Penn Treebank-like syntactic
analysis of the input sentence 8. In Section 7.4, we report experiments on human parse-
annotated sentences (the Penn-II Treebank)} and on the output of two state-of-the-art
statistical parsers (Charniak, 2000; Bikel, 2002).

In the second part (‘selection’), the best translation C?*** for each input chunk C, is
selected based on the following three heuristics: (1) majority voting, (ii) a language model
t1ained on a large target language corpus, and (iii) a confidence score assigned to each

MT engine.

1 Majority Voting Since identical translations by different MT systems are a good
indicator of the relative quality of the candidate translations C —C», the translation
that was produced by the highest number of MT engines is considered to be the best.
For example, in the case of MEMT with 5 different MT systems (MTy — MTy), if
the list of produced translations for chunk C, is {C! = *a’,C? = ‘©",C% = ‘¢",C* =
‘a’ C5 = ‘d’}, then the output string ‘a’ is selected as the best translation since it was
produced by two MT systems (MT; and MTy), while the other systems produced
the mutually distinct translations CZ, C2 and C?. 1f no winner is found at this stage,
i.e. if the highest number of identical translations is not unique, the second heuristic

{Language Model Score) is used to select the best translation between the remaining

candidates.

2 Language Model Score. For each produced chunk translation, a Language Model
score is assigned by a standard trigram language model trained on 177M words
of target language text, comprising the entire tramning section of the Spanish Eu-
roparl Corpus (131M words) (Koehn, 2005), augmented with a corpus of the Spanish
newspaper ‘La Vanguardie™ (46M words). This score is an approximation of the
likelihood of the hypothesis translation in the target language and therefore rewards

fluency. The Language Model was trained with modified Kneser-Ney smoothing

*http //www.vanguardia s
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(Kneser and Ney, 1995) using the SRI Language Modeling Toolkit (Stolcke, 2002).

In the case where Majority Voting produces more than 1 candidate translation, the
translation among the selected candidates with the best language model score is
considered to be the best. For example, in the case of MEMT with 5 different MT
systems (MT; — MTs), if the outcome of the Majority Voting procedure leads to
Cl = C! and C? = (3, the translation with the highest Language Model score will

be selected as the best translation.

3. Confidence Score. In the rare cases that no winner is found by either of the
previous two heuristics, the best translation is the one produced by the MT engine
that obtained the highest BLEU score on the entire test corpus. In the experiments

reported in this chapter, this system is LogoMedia (¢f. Table 7.4 in Section 7.4.2).

The relative contribution of each of the three above-mentioned heuristics to the MEMT
output will be explained during the discussion of the experimental results in Section 7.4.2

In the third part (‘composition’), the best translations C’fe“ for each input chunk C;
found by one of the three previously mentioned heuristics, are combined to form the output
translation S'. The corposition process is essentially the same as explained in Chapters 4
and 5, namely by recursively substituting the retrieved translation of the constituents for
the translated SVs in the skeletons. However, since we are operating with multiple MT

engines simultaneously, two additional constraints have to be taken into account:

1 In case the baseline MT engines use a different reordering of SVs in a particular
skeleton, we select the reordering of the MT engine that obtained the highest BLEU

score on the entire test corpus (in our case, LogoMedia).

2. If safety measures (cf. Section 5.2.7) demand that a particular MT engine back off
from decomposing a chunk and translate the entire chunk as is, then the other MT
engines will also operate on the level of the same chunk, even if further decomposition
is allowed by them. In other words, the overall granularity of the decomposition, for
each chunk, is immted by the MT' engine with the lowest degree of granularity. For
example, if chunk C, is decomposed into a pivot, and satellites during decomposition,

but the safety measures for baseline MT engine E, (1 < j < N) do not allow it to
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carry out this decomposition (e.g one of the SV translations is not found in the
skeleton translated by E,), then chunk C, will be the highest level of granularity for
all remaining MT engines (F;... F,_1,E;41.. En), even if further decomposttion is

allowed by them.

7.3.3 A Worked Example

In this section, we will illustrate the use of TransBooster as an MEMT interface to the
three baseline RBMT engines that we have been using throughout this dissertation (Lo-
goMedia, Systran and SDL) on example sentence (20) from Section 4.2 on page 40. The

output of the example sentence by the baseline systems is displayed 1n Figure 7.4.

Original “The chairman, a long-time rival of Bill Gates, likes fast and
confidential deals.’

LogoMedia | ‘Al presidente, un rival de mucho tiempo de Bill Gates, les
gustan los los tratos rpidos y confidenciales.’

Systran ‘El presidente, rival de largo plazo de Bill Gates, gustos
ayuna y los repartos confidenciales.’
SDL ‘El presidente, un rival antiguo de Bill Gates, quiere los

tratos rapidos y confidenciales.’

Figure 7 4: Output of example sentence (20) by the three baseline MT engines:
LogoMedia, Systran and SDL

The major problems in the translation by LogoMedia are (i} the wrong number of
the pronoun ‘les’ (correct is ‘le’), and (ii) the duplication of the article ‘los’. Systran
erroneously analyses the verb ‘likes’ as a noun {—‘gustos’) and identifies the adjective ‘fast’
wrongly as a verb (—‘ayuna’), which renders the output unintelligible. The translation of
SDL, by contrast, is acceptable. In what follows, we will explain how TransBooster acts
ag an MEMT interface, composing selected chunk translations of the individual systems
to form the output.

The parse tree of the example sentence in Figure 4.2 on page 41 is used as input to the
decomposition module. In a first step, the pivot, arguments and adjuncts are calculated,

as in (90):
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(90 [The chairman, a long-time rival of Bill Gates,]4rc1 [likeslpwor [fast and confidential

deals]ARGz
In a second step, the arguments are replaced by syntactically simpler SVs, as in (91):

(91) [The charrman|sy, pe, [likes|pwet [deals]sv, pas-

The resulting string is translated by each of the three baseline MT engines. For

example, the translation produced by Systran is that in (92):

(92) El presidente tiene gusto de repartos.

As explained in previous chapters, this translation allows us (i) to extract the transla-
tion of the pivot, and (ii) to determine the location of the translated arguments. This is
possible because we determine the translations of the Substitution Variables (‘the chair-
man’, ‘deals’) at runtime. If these translations are not found in (92), we replace the
arguments by previously defined 8SVs, For example, in (90), we replace ‘The chairman, a
long-time rival of Bill Gates’ by “The man’ and ‘fast and confidential deals’ by ‘cars’. In
case the translations of the 58Vs are not found (92), we interrupt the decomposition and
have the entire input string (20) translated by the MT engine.

We now apply the procedure recursively to the identified chunks ‘The chairman, a
long-time rival of Bill Gates’ and ‘fast and confidential deals’.

Since the chunk ‘fast and confidential deals’ contains fewer words than a previously
set threshold,* it is considered ready to be translated by the MT engines As explained
in Section 5 2.5, the chunk has to be embedded in an appropriate context. Again, we
can determine the context dynamically (*The chairman likes’) or use a static predefined
context template (‘The man is eating’}, mimicking a direct object context for an NP.®

(93) shows how the chunk ‘fast and confidential deals’ is embedded 1n a Dynamic

Context.

(93) [The charrman likes] pynamicContest [fast and confidential deals]spes

This string is sent to the MT engines for translation. For example, the translation produced

by Systran is (94):

1Al MEMT experiments were performed with p-ChunkLength = 5. Cf. Section 6 2.2 for more infor-
maton
5Cf. Appendix E for more detailed mformation
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(94) El presidente tiene gusto de repartos rapidos y confidenciales.

Like DSVs, the translations of Dynamic Contexts are determined at run-time. If we find
the translation of the Dynamic Context in (94), it is easy to deduce the translation of the
chunk ‘fast and confidential deals’. If, on the contrary, the translation of the Dynamic
Context is not found in (94), we back off to a previously defined Static Context template
{e.g. “The man sees’). In case the translation of this context is not found either, we back
off to translating the input chunk *fast and confidential deals’ without context.

Since the remaining chunk *The chairman, & long-time rival of Bill Gates’ contains more
words than the previously set threshold?, it is judged too complex for direct translation.
The decomposition and translation procedure is now recursively applied to this chunk: it
is decomposed 1nto smaller chunks, which may or may not be suited for direct translation,

and so forth.

o The chairman ° a long-time rval of Bull Gates, ° Iikes o fast and confidential deals o

Figure 7.5: Decomposttion of Input.

una large - vez nval de Bill Gates {-33 77) les Tos tratos riipdos v confidentiales (-28 13)

le gustan {-10 94}
o un rival de largo plazo de Bill Gates (-23 41 ° tene pusto de (-1641 °

ui nval antigue de Bill Gates {-22 60)

repartos rapides y cenfideneiales (-22 16

los trates rdmdos y confidenciales (-23 12}

Figure 7 6 Sefection of best output chunk, The optimal combination follows
the arcs n bold.

The recursive decomposition algorithm splits the initial input string into a number of
optimal chunks, which are translated by all MT engines as described above. A simple
graph representation of the full decomposition of the input sentence is shown in Figure
7.5. The recovered translations with logprob language model scores are shown in Figure
7.6. From these, the best translations (in bold) are selected as described in Section 7.3.2.

The MEMT combination in Table 7.1 outperforms the outputs produced by Systran
and LogoMedia and 15 samilar in quality to the output produced by SDL. Note that our

approach is not limited to a blind combination of previously produced output chunks. In
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Onginal The chairman, a long-time rival of Bill Gates, likes fast and con-
fidential deals

LogoMedia | Al presidente, un rival de mucho tiempo de Bill Gates, les gustan
los los tratos répidos y confidenciales

Systran El presidente, rival de largo plazo de Bill Gates, gustos ayuna y
los repartos confidenciales.

SDL El presidente, un rival antiguo de Bill Gates, quere los tratos
rdpidos y confidenciales.

MEMT El presidente, un rival antiguo de Bill Gates, quere repartos

répidos y confidenciales

Table 7 1: Example sentence (20): result of TBasgr vs. baseline MT engines.

the case of Systran, the complexity reduction of the input leads the system to improve on its
own translation. In the complete translation (Table 7.1), Systran erroneously analyses the
verb ‘likes’ as a noun (—‘gustos’} and identifies the adjective ‘fast’ as a verb {—‘ayuna’).
By contrast, examples (93) and (94) show that submitting the chunk ‘fast and confidential
deals’ in a simplified context improves the translation of the adjective ‘fast’ from the
errcneous ‘ayuna’ in the criginal translation of the entire sentence by Systran to the
correct ‘rapidos’. Also, the translation of the verb ‘likes’ improves to ‘tiene gustos de’,
which can only contribute to a better overall MEMT score.

Tables 7 2 and 7 3 contain two more examples that show the benefits of our approach.

Onginal ‘Imperial Corp, based in San Diego, 18 the parent of
Imperial Savings & Loan,’

LogoMedia | ‘Imperial Corp., Fundar en San Diego, ser el padre de Savings &
Loan imperial *

Systran ‘Imperial Corp, basada en San Diego, es el padre de
ahorros nmperiales y del préstamo.’

SDL ‘Imperial S.a, bhasado en San Diego, es el padre de
Ahorros Imperiales & el Préstamo.’

TBumer Impenal Corp., basada en San Diego, es el padre de Savings &

Loan imperial.

Table 7.2: Result of TBarzr vs. baseline MT engines on the example sentence
‘Tmperial Corp , based in San Diego, is the parent of Impenal Savings
& Loan.’

In Table 7.2 the major problems in the translation by LogoMedia are: (i) ‘based’ is
erroneously translated as ‘Fundar’ = ‘to found’, and (ii) ‘ser’ = ‘to be’ 1s not conjugated.

Both Systran and SDL correctly conjugate the verb ‘ser’” — ‘es’ and select the correct
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verb lemma ‘basar’ as translation of ‘based’. However, instead of leaving the proper name
(‘Impenal Savings & Loan’) untranslated, as in the case of LogoMedia, they franslate each
word composing the name separately, which results in which results in awkward results
(‘ahorros imperiales y del préstamo’ and ‘Ahorros Imperiales & el Préstamo’ respectively).
The MEMT output improves on each of the baseline systems by combining the best trans-

lated chunks.

Original Mr. Pierce said Elcotel should realize a minimum of $10 of
recurring net earnings for each machine each month

LogoMedia | El St Pierce dijo que Elcotel debe ganar a rmmmum of $10 de
ganancias netas se repitiendo para cada maquina todos los meges

Systran 8r. Elcotel dicho Pierce debe realizar un minimo de $10 de las
ganancias netas que se repiten para cada maquina cada mes.

SDL Sr  Perfora dijo que Elcotel debe darse cuenta de un minimo de
$10 de ganancias netas periddicas para cada méguina cada mes

TBuEr El Sr Pierce dijo Elcotel debe realizar un minimo de $10 de las

gananclas netas que se repiten para cada maquina cada mes.

Table 7.3: Result of TBasxy v8. baseline MT engines on the example sentence
‘Mr. Pierce said Elcotel should realize a minimum of $10 of recurring
net earnings for each machine each month.’

In the translation of the example sentence in Table 7.3, LogoMedia leaves ‘a mini-
mum of’ untranslated and uses a grammatically incorrect gerund ‘se repitiendo’. Systran
switches the target positions of ‘Pierce’ and ‘Elcotel’, which severely distorts the accuracy
of the translation. SDL interprets ‘Pierce’ as a verb ‘Perfora’, which makes the translation
unintelligible. The MEMT combination, however, combines the best parts of each engine

and is both accurate and relatively fluent.

7.4 Experimental Results and Analysis

7.4.1 Experimental Setup

To test the performance of TransBooster as an MEMT interface, we rely on the three
standard automatic evaluation metrics (BLEU, NIST and GTM) described in Section
3 4.1 on page 27. The translated gold-standard test set against which the scores are

calculated is the same 800-sentence test set as introduced in Section 3.4.2 and used in
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Chapter 6
We experimented with three different syntactic analyses of the test set as input to our

algorithm:

1. The origmal human parse-annotated Penn-II Treebank structures.
2. The output parses of the test set by (Charniak, 2000).

3. The output parses of the test set by (Bikel, 2002).

In each of these three cases, our algorithm decomposes the input into chunks and
combines the chunk outputs of the MT engines as described in Section 7.3.2. As m the
previous chapter, we are not merely interested in the absolute scores of the MEMT algo-
rithm, but we also want to measure the impact on the results of the necessarily ‘imperfect’
parser cutput of (Charniak, 2000} and (Bikel, 2002) with respect to the ‘perfect’ human
parse-annotated sentences of the Penn Treebank.

In addition to comparing the MEMT output to the three baseline MT systems, we
also compute evaluation scores for the output of TransBooster interfaced with only one
of baseline systems at each time (TBggy). This allows us to measure the impact of
the effect on the scores of the multi-engine approach versus the possible individual score
enhancements of TransBooster,

For practical reasons, contrary to the evaluations in Chapter 6, we have refrained from
performing a detailed manual analysis of the output, given the many different system

combinations and outputs mvolved,

7.4.2 Results

Table 7.4 contamns the automatic evaluation scores for the three baseline MT systems
against which we will compare the TBysr; and TBggr scores in the following sections.
At the end of each of the following three sections (Section 7.4.2.1: ‘Human parse-
annotated mput’, Section 7.4.2.2: ‘Input parsed by (Charniak, 2000)’, and Section 7.4.2.3:
‘Input parsed by (Bikel, 2002)’) we will explain the relative contribution of the different
chunk selection heuristics to the overall MEMT score. While performing the experiments,

we noticed that comparable chunk translations with a different lexical contents never
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BLEU | NIST | GTM
LogoMedia | 0.3140 | 73272 | 05627
Systran 0.3003 | 7.1674 | 0.5653
SDL 0.3039 | 7.2735 | 0 5657

Table 7.4: Results of the three baseline MT systems on the 800-sentence test
set: absolute scores (cf. Table 6 3 in Chapter 6) on page 101).

received the same Language Model score. Therefore, in practice, the confidence score
heuristic was never used. In order to verify the impact of this last heuristic on the test
results, we decided to select the chunk with the best Language Model score only if the
difference between the best and second best Language Model scores was smaller than
a predefined threshold p_LMDifference, After experimenting with p.IMDifference =
10,5,2,1,and 0, we found that the optimal results were produced for p_LMDifference
= 0. Therefore, in each of the three following sections, only the Majority Voting and

Language Model scores were used to select the optimal chunk.

7.4.2.1 Human parse-annotated input

Table 7.5 contains the absolute scores of TB s gy and TBggr for the human parse-annotated
version of the 800-sentence test set. Although we obtained the TBggr scores by applying
exactly the same procedure as followed in Chapter 6, the TBggr results in this chapter
slightly differ from the ones reported in the previous one. The reason for this difference
is that, while the scores reported in Chapter 6 correspond to the latest optimal version
of the algorithm, TB,rg; was implemented on a previous, intermediate version of the
TransBooster algorithm. This slight difference in absclute scores 18 not an inconvenience,
since the central research question of this chapter 1s to find out whether TransBooster has
potential as an interface to MEMT. In other words, in this analysis, we are mainly inter-
ested in the relative scores of TBusgr vs. TBggr and each of the baseline MT systems,
which are reported in Table 76 TBusgr improves relative to the baseline MT engines
by between 5 9%-10.7% BLEU score, 5.2%-7.5% NIST score and 2.8%-4.8% GTM score.
The relative improvements of TBaspr with respect to TBggr are 5.3%-10.9% BLEU score,
5.0%-7.2% NIST score and 3.3%-4.8% GTM score.

The TBysgr results can be explained by a combination of two different factors:
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BLEU | NIST | GTM
TB MEMT 03326 | 7.7119 | 0.5821
TB LogoMedia ;| 0.3157 | 7.3383 | 0.5623
TB Systran 0.2998 | 71910 | 0.5553

TB SDL 0.3049 | 7.3169 | 0 5635
Table 7.5: TBygr vs TBggr: absolute scores for human parse-annotated in-
put
[ | BLEU(%) | NIST (%) | GTM({%,) |
LogoMedia 105.9 105.2 103 4
TB LogoMedia 105.3 105.0 103 5
Systran 110.7 107.5 104 8
TB Systran 110.9 107 2 104 8
SDL 109.4 106.0 102.8
TB SDL 109.0 105 3 103 3

Table 7.6: TBygr vs. TBgpr and baseline systems: relative scores for human
parse-annotated input.

1. TBsgr improves thanks to the benefits of a multi-engine approach to MT, in which
the selection procedure {cf. Section 7.3.2) eliminates bad chunk translations. This
is a characteristic shared by all MEMT approaches. In terms of a general MEMT
architecture, the main novelty of our approach is that TBysgy prepares the input
sentence for multi-engine processing from the input side, unlike all other previous

MEMT approaches.

2. TBasgr improves thanks to the benefits of the recursive decomposition characteris-
tics of TransBooster. In other words, the decomposition of the input sentence into
syntactically simpler chunks allows the individual MT systems to improve on their

own translations.

In order to obtain a more accurate idea of the relative contribution of each of these
factors to the overall improvements, it is important to analyse the differences between
TBpgr and TBggy. Table 7.7 contains the relative results of TBggr vs. the three baseline
MT systems

The fact that the relative resulis of TBggr in Table 7.7 are significantly lower than
the relative results of TByszr in Table 7.6 seems to indicate that the most important

contribution to the success of TBprgr comes from the general benefits of a multi-engine
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| BLEU{(%) | NIST (%) | GTM(%)
LogoMedia 100.5 1001 999
Systran 99.8 100 3 100
SDL 100.3 100.6 99.6

Table 7.7: TBggr vs. baseline systems relative scores for human parse-
annotated input.

approach to MT, rather than the recursive decomposition characteristics of TransBooster.
This observation does not, however, weaken the finding that TransBooster can be used as
a valid MEMT interface, as is clearly shown by the results in Table 7.6. It merely indicates
that it 1s mainly the chunking component of TransBooster, rather than its potential to
help an MT system improve its own translations, which leads to the overall improvements.

The figures in Table 7 8 show the relative contribution of each of the different chunk
selection heuristics to the overall MEMT score for the pre-parsed Penn-II input On the
entire 800-sentence test set, 5258 different chunk comparisons were performed In 64.7%
of the cases, the optimal chunk was selected using Majority Voting. In the remaining
35.3% of the comparisons, the best chunk was selected relying on the Language Model
score. Since the optimal results were obtained with p_LMDifference = { (¢f. explanation

on page 145), the MT confidence score was never used.

Selection heuristic { Nr. comparisons | %
Majority Voting 3404 64.7
Language Model 1854 35.3
Confidence Score 0 0
Total 5258 100

Table 7 8: Relative contribution of each of the selection heuristics for the results
in Table 7.5

7.4.2,2 Input parsed by (Charniak, 2000)

Table 7.9 contains the absolute scores of TBys gy and TBggr for the output of (Charniak,
2000) on the 800-sentence test set. Table 7.10 contains the relative scores of TBy gy vs.
TBggr and each of the baseline MT systems, on the output of (Charniak, 2000) on the

800-sentence test set.
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TBasry improves relative to the baseline MT engines between 2.7%-7 3% for BLEU,
3.8%-6.1% for NIST and 1 6%-3.6% for GTM. The relative improvements of TBpsgr with
respect to TBggr are 3.7%-8.7% BLEU score, 4.4%-6.5% NIST score and 2.4%-4.1% GTM

score,

BLEU | NIST | GTM
TB MEMT 03225 | 7.6080 | 05753
TB LogoMedia | 0 3108 | 7 2860 | 0.5604
TB Systran 02966 | 7.1393 | 0.5524

TB SDL 0.3004 | 7.2842 | 0 5615
Table 7.9 TBusgr and TBggr. absolute scores for input parsed hy (Charniak,
2000}
| [ BLEU(%) [ NIST(%) | GTM(%) |
LogoMedia 1027 103.8 102.2
TB LogoMedia 103.7 104.4 102.6
Systran 107.3 106.1 103.6
TB Systran 108.7 106 5 104.1
SDL 106 1 104.5 101.6
TB SDL 107.3 104.4 102.4

Table 7.10: TBase; vs TBsgr and baseline systems: relative scores for imput
parsed by (Charniak, 2000)

The figures in Table 7.11 show the relative contribution of each of the different chunk
selection heuristics to the overall MEMT score for the pre-parsed Penn-IT input. On the
entire 800-sentence test set, 5223 different chunk comparisons were performed In 65.1%
of the cases, the optimal chunk was selected using Majority Voting. In the remaining
34.9% of the comparisons, the best chunk was selected relying on the Language Model
score Since the optimal results were obtained with p_LMDifference = 0 (cf. explanation

on page 145), the MT confidence score was never used.

Selection heuristic | Nr chunks | %
Majority Voting 3402 65.1
Language Model 1821 349
Confidence Score 0 0
Total 5223 100

Table 7.11: Relative contribution of each of the selection heuristics for the re-
sults in Table 7.9,
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7.4.2.3 Input parsed by (Bikel, 2002)

Table 7.12 contains the absolute scores of TBysgr and TBggr for the output of (Bikel,
2002} on the 800-sentence test set. Table 7.13 contains the relative scores of TBuygrr
vs. TBggr and each of the baseline MT systems, on the output of (Bikel, 2002) on the
800-sentence test set.

TBargr improves relative to the bageline MT engines between 2.3%-7.0% for BLEU,
3.8%-6.1% for NIST and 1 7%-3.6% for GTM. The relative improvements of TBasg7 with
respect to TBggr are 2.9%-8.8% BLEU score, 4.1%-6.3% NIST score and 2.5%-4.2% GTM
score.

The figures in Table 7.14 show the relative contribution of each of the different chunk
selection heuristics to the overall MEMT score for the pre-parsed Penn-II input. On the
entire 800-sentence test set, 5178 different chunk comparisons were performed. In 63.7%
of the cases, the optimal chunk was selected using Majority Voting. In the remaining
36.3% of the comparisons, the best chunk was selected relying on the Language Model
score. Since the optimal results were obtained with p_LMDifference = 0 (cf. explanation

on page 145), the MT confidence score was never used.

BLEU | NIST | GTM
TB MEMT 0.3215 | 7.6079 | 0 5758
TB LogoMedia | 0.3122 | 73032 | 0 5589
TB Systran 02953 | 7.1517 | 0.5521

TB SDL 0.3006 | 7.2891 | 0 5614
Table 7.12 TBprgr and TBggr: absolute scores for input parsed by (Bikel,
2002)
| | BLEU(%) | NIST(%) | GTM(%) |

LogoMedia 102.3 103 8 102.3
TB LogoMedia 1029 104.1 103.0
Systran 107.0 106.1 103.6
TB Systran 108.8 106 3 104.2
SDL 105.7 104.5 101.7
TB SDI: 106.9 104.3 102.5

Table 7.13: TBpgr vs TBggr and baseline systems: relative scores for input
parsed by (Bikel, 2002)
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Selection heuristic | Nr chunks %
Majority Voting 3299 637
Language Model 1879 36.3
Confidence Score 0 0
Total 5178 100

Table 7 14: Relative contmibution of each of the selection heuristics for the re-
sults in Table 7.12.

As expected, the scores based on parser-based output are slightly lower than the scores
based on human parse-annotated sentences, with minimal differences between scores pro-
duced on output of (Charnialk, 2000} and (Bikel, 2002). Even so, the overall scores of
TBjrgr on parser output outperform both the baseline systems and TBggr with fairly
large (statistically significant) margms, making TBas gy an interesting alternative to pre-

vious developed MEMT approaches

7.5 Summary

In this chapter, we have explained how TransBooster, extended with a selection procedure
based on majority voting, a language model score and a confidence score assigned to
each baseline MT engine, can be used as a successful interface to Multi-Engine Machine
Translation. The main novelties of our approach are the following: {1) the input sentence is
prepared for multi-engine processing, in contrast to previous proposals in this area, which
exclusively rely on target (sub-)sentence combination, (ii) TransBooster’s decomposition
algorithm has the potential to help the individual baseline MT engines improve on their
own individual contributions to the MEMT output. We reported statistically significant
zelative improvements of over 10% BLEU score in experiments {English—Spanish) carried
out on an B00-sentence test set extracted from the Penn-IT Treebank. We explained
that the main factor underlying these improvements is the appropriateness to MEMT of

TransBooster’s recursive chunking of the input.
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Chapter 8

Conclusions

TransBooster is a novel approach designed to improve the translation quality of MT sys-
tems. TransBooster is not an MT engine itself: it acts on top of an already existing
baseline MT system as a wrapper application It simplifies complex input sentences by a
recursive decomposition algorithm that transforms the original input into shorter chunks,
which pose less challenges to the underlying MT system. This complexity reduction en-
ables the baseline MT system to do what we think it does best, namely process a concise,
syntactically simple skeleton with a reasonable expectation of a good translation. Trans-
Booster guides the baseline system through the entire translation process by spoon-feeding
it simple chunks and composing the output with the retrieved chunk translations.

In this thesis, we first introduced the rationale for recursive sentence decomposition in
MT and compared the TransBooster approach to other MT paradigms. Afier reporting
our initial experiments to determine the best form of Static Substitution Variables, we
explained the developed TransBooster architecture in depth. We also reported on the
development of a parallel, simpler TransBooster architecture {(TBaserrsr) and explained
the differences between the original TBaserry algorithm and TBaserrrr. We analysed the
performance of TransBooster on three RBMT systems, one SMT system and one EBMT
system using both automatic and manual evaluation measures Finally, we investigated
the possibility of using TransBooster as an MEM'T interface.

The main findings of the research presented in this dissertation are the following:

e The TransBooster technology has the potential to improve on both rule-based and
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data-driven MT systems

The improvements mduced by TransBooster are triggered by complexity reduction

of the input.

Most of the cases in which TransBooster deteriorates the original output are due to

context distortion.

The possible improvements depend on the baseline MT system used. The output
produced by TransBooster shares many characteristics of the baseline output, but
improves on lexical selection, homograph resolution, word order and agreement fea-

tures.

When evaluated on an 800-sentence test set randomly extracted from Section 23 of
the Penn-II Treebank, TransBooster cutperforms two of the three baseline RBEMT
systems {(SDL and LogoMedia) and achieves similar results compared to the third
system (Systran), both in terms of automatic evaluation as of manual evaluation

results.

The nowse introduced by the use of state-of-the-art statistical parsers ((Charniak,
2000) and (Bikel, 2002)) has an expected negative impact on the improvements
gained by complexity reduction. Despite a slight reduction in translation quality, the
use of TransBooster on RBMT systems still leads to a modest increase in performarce

when (Charniak, 2000) is used as front-end parser.

The improvements achieved by TransBooster on data-driven MT systems (both SMT
and EBMT) seem to be more pronounced than the improvements on rule-based MT
systems. There are two possible explanations for this: (i) data-driven MT systems
benefit more from TransBooster’s syntactic guidance than rule-based systems, and
(ii) the baseline data-driven systems were possibly easier to unprove on than the

more performant rule-based systems used in the experiments.

For the language pair used for evaluation purposes (English—Spanish), TBaserir

achieves better results than TBasekrr. This is due to (i} the larger scope of com-
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plexity reduction of the TBpgqrk; implementation, and (ii) the fact that the capacity

of TBasarrrz to handle split pivots in target is not visible in Romance languages.

o TransBooster was successfully adapted as an MEMT interface, with reported rela-
tive improvements of up to 10% BLEU score over the baseline MT systems. These
improvements are caused by the fact that TransBooster’s chunking algorithm effec-

tively prepares the mput sentence for multi-engine processing,.

8.1 Future Work

There are a number of ways to extend the research presented in this dissertation:

The Static Substitution Variable (SSV) of a constituent is a simple string that, at best,
shares certain syntactic characteristics with the substituted constituent, The outcome of
the experiment in Section 4.3.4 showed that, even in a simplified environment, the syntactic
and lexico-semantic differences between a range of 85Vs and the original constituents can
lead to distortions in the translation of the pivot and the placement of the satellites in
target Therefore, it is important to choose an SSV that is as similar as possible to
the original. An avenue for further research could include optimising the 8SVs used in
this thesis {cf. Appendix D} by using information contained in ontologies combined with
intelligent semantic similarity measures.

Another possibility to improve the output quality of TransBooster is the incorporation
of named-entity recognition in the decomposition algorithm. In the current implementa-
tion, we use a simple heuristic based on the information provided by the Penn-II tags for
proper nouns (NNP and NNPS) to decide when to keep an NP constituent from being
translated, but we hypothesise that more sophisticated disambiguation methods will lead
to further improvements in translation quality.

When using TransBooster as an MEMT interface, it would be interesting to see whether
a word graph-based MEMT consensus at the level of the output chunks has the potential
of improving our approach. Instead of simply selecting the best output chunk based on
the described heuristics (cf. Section 7.3.2), an existing MEMT approach could be used to

form a word-graph consensus translation at chunk level. Other avenues for further MEMT
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research include replacing the similarity measure used 1n the selection procedure by an Edit
Distance metric and experimenting with a variety of language models, similar to Nomoto
(2004) In addition, one would expect an optimal MEMT system to contain baseline
systems of different MT paradigms, so that the MEMT system can take advantage of the
strengths of each individual approach Accordingly, it would be interesting to experiment

with TransBooster MEMT as a combination of RBMT, SMT and EBMT baseline systems.
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Appendix A

Tags and Phrase Labels in the
Penn-1I Treebank

Tag Label | Tag Description

cC Coordinating Conjunction
CD Cardinal Number

DT Determiner

EX Existential there

W Foreign Word

IN Preposition or subordinating conjunction
JJ Adjective

JJR Adjective, comparative
JJS Adjective, superlative
LS List item marker

MD Modal

NN Noun, singular

NNS Noun, plural

NNP Proper noun, singular
NNPS Proper noun, plural
PDT Predeterminer

POS Possessive ending

PRP Personal Pronoun
PRP$ Possessive Pronoun
RB Adverb

RBR Adverb, comparative
RBS Adverb, superlative
RP Particle

SYM Symbol

TO to

UH Interjection

VB Verb, base form

VBD Verb, past tense

VBG Verb, present participle

Continued on next page
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Tag Label | Tag Description

VBN Verb, past participle

VBP Verb, non-3rd person singular present
VBZ Verb, 3rd person singular present
WDT WH-determiner

WP WH-pronoun

Wr$ Possessive WH-pronoun

WRB WH-adverb

Table A.1: Tag labels n the Penn-II Treebank,

Phrase Label

Phrase Description

ADJP
ADVP
CONJP
FRAG
INTJ
LST
NAC
NP

NX

PP
PRN
PRT
QP
RRC

S5
SBAR
SBARQ
SINV
5Q
UcCP
VP
WHADJP
WHADVP
WHNP
WIIPP
X

Adjectival Phrase
Adverbial Phrase
Conjunction Phrase
Fragment

Interjection

List marker

Not a constituent

Noun phrase

N-bar {head of NP)
Prepositional Phrase
Parenthetical

Particle

Quantifier Phrase

Reduced relative clause
Declarative main clause
Subordinate clause

Direct question

Inverted declarative sentence
Inverted yes/no question
Unlike Coordinated Phrase
Verb Phrase

‘WH-adj phrase

WTH-adv phrase

WH-noun phrase

‘WH-prep phrase
Unknown, uncertain or unbracketable

Table A 2: Phrase labels in the Penn-II Treebank.
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Appendix B

Extended Pivot Selection per
Category

CAT

Types

Basic Extended Pivot Treatment

ADJP

10

pivot = (RB) + head + (IN/TO)

FExamples.

ADJP = ‘able to transfer money from the new funds’ — pivot = ‘able to’
ADJP = ‘still capable of serving on the bench’ — pivot = ‘still capable of”
ADJP = ‘big enough for one consultant to describe it as clunky’ — pivot =
‘big enough for’

ADVP

pivot = head + (IN)

Examples

ADVP = ‘up from Wednesdsy’s Tokyo close of 143 08 yen’ — pivot = ‘up
from’

ADVP = ‘down from 9 45% a week earlier’ — pivot = ‘down from’

CONJP

too small for decomposition.

Examples:
CONJP = ‘as well as’

FRAG

138

no clear pattern — default pivot selection.

INTJ

too small for decomposition

Examples,
INTJ = ‘so long’

LST

too small for decomposition

NAC

toc small for decomposition

Examples
NAC = “Unrversity of Vermont’

NP

27

Default treatment NP: if head of NP 1s non-terminal, pivot =
(DT) + head + (IN}. If head of NP is a terminal node, pivot =
left-to-right concatenation of all children up to head.

Examples
NP = ‘any research on smokers of the Kent cigarettes’ — pivot = ‘any research

o1l

Continued on next page
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CAT

Types

Basic Extended Pivot Treatment

NP = ‘the nigk factors that led to the company’s decision’ — prvot = ‘the risk
factors’

NP = *‘actual collections made until Dec. 31 of this year’ — pivot = ‘actual
collections’

NP = ‘no useful information on whether users are at risk’ — pivot = ‘no useful
information on’

NP = ‘the sale of four of 1ts TV stations for $ 120 million’ — pivot = ‘the sale
of’

NP = ‘the types of watches that now will be eligible for duty-free treatment’
— pivot = ‘the types of watches’

NP = ‘the right to increase 1ts interest to 70%’ — pivot = ‘the nght to’

NX

pivot = head + (IN)
NP = ‘host of a popular television talk show’ — pivot = ‘host of’

PP

if head 1s not already attached to mother node pivot -+ default
pivot selection

PRN

PRN

19

parenthetical — treat head

Examples
‘— the symmetry of geometrical figures, metric measurement of volume, or ple

and bar graphs, for example —' — pivot = ‘the symretry of’

PRT

too small for decomposition

QP

too small for decomposition

Examples
QF = ‘more than three times’

RRC

too small for decomposition

Examples.
RRC = ‘currently on the market’

12

— VP

Examples.

8 = *At the end of the day, 251.2 million shares were traded > — pirvot = ‘were
traded’

S = ‘The Dow fell 22 6% on Black Monday' — pivet = ‘fell’

8 = “This role reversal holds true, as well, for his three liberal and moderate
allies’ — pivot = ‘holds true’

8 = ‘Certainly, the recent drop 1n prices doesn’t mean Manhattan comes cheap
— pvot = ‘doesn’t mean’

S = “The four are prepared to accept this new role ° — pivot = ‘are prepared
to’

8 = *waves of selling continued to hit stocks themselves on the Big Board’ —
pivot = ‘contimued to hit’

8 = ‘Justice Blackmun, who will turn 81 next month, also seems feisty about
his new role ’ -+ pivot = ‘seems feisty about’

SBAR

Sentential complement clauses are treated by attaching the com-
plementizer to the verbal pivot and continuing with the composi-
tion of S. SBARs modifying a nominal antecedent are not decom-
posed

Contwnued on next poge
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CAT

Types

Basic Extended Pivot Treatment

Examples

S = ‘A P&G spokeswoman confirmed that shipments to Phoenix started late
last month * — pivot = ‘confirmed that’

8 = ‘Indeed, a random check Frniday didn’t seem to indicate that the strike
was having much of an effect on other airline operations > — pivot = ‘didn’t

seem to indicate that’

SBARQ

30

Do not decompose: limited amount of occurrences (241 sentences
in sections (01-22 of Penn Treebank)

SINV

21

— 8

Examples

SINV = ' “We braced for a pame,” said one top floor trader ° — pivot = ‘said’
SINV = ‘Hardest lnt are what he calls “secondary” sites that primanly serve
neighborhood residents — pivot = ‘Hardest It are’

5Q

77

Do not decompose: pivot difficult to extract due to inversion and
limited amount of occurrences (405 sentences in sections 01-22 of
Penn Treebank)

UCP

106

coordination — pivot = CC

Examples
UCP = ‘the largest maker of personal computer software and generally con-
sidered an industry bellwether’ — prvot = ‘and’

VP

72

Recursive pivot determination. Basics: string together verbal lexi-
cal categories (MD’,'VBD' *VBP’,*VBZ' VBN’ ‘*VBG’,VB"), in-
cluding certain intermediate nodes (e.g. ADVP, ADJ-PRD, RP).
If VBN or VBG preceded by 1 other node, include this node, re-
gardless of length. Attach “T'O’ where necessary. (c¢f examples of
sentential categories)

WHADJP

too small for decomposition
WHADJP = ‘how many’

WHADVP

too small for decomposition
WHADVP = ‘when’

WHNP

too small for decomposition
WIHNP = ‘which’

WIIPP

too small for decomposition
WHPP = ‘of which’

X

20

Do not decompose: no clear pattern

Table B.1: Nr. of rule types (covering 85% of rule tokens) and basic extended
pivot treatment for non-terminal nodes in the Penn-IT Treebank
Parentheses indicate optional categories
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Appendix C

ARG/ADJ distinction heuristics

Remarks concerning the information contained in Tables C.1 and C.2:

o The ARG/ADJ distinction heuristics are based on {Hockenmaier, 2003) and a man-

ual inspection of the most frequent rule-types accounting for 85% of rule token
expansions per non-terminal in the Penn Treebank, as is explained in Section 5.2.3.

s Nodes that have been assigned ‘head’ during the previous head-finding procedure

are not taken into account for ARG/ADJ assignment.

o For each node N, all children are scanned from left to right. For each child C, the

following three different strategies are considered:

1. If C conforms to the description in Table C.1, Section A, then agsign the cor-

responding ARG/ADJ distinction and move on to the next child, If not, go to
step 2.

. If C conforms to the description in Table C.1, Section B, then assign the cor-

responding ARG/ADJ distinction and move on to the next child. If not, go to
step 3.

. If C conforms to the description in Table C.2, then assign the corresponding

ARG/ADJ distinction and move on to the next child, If not, assign the default
p-SatDefault and move on to the next child. Note that in Table C.2, the
column entitled *mother’ refers to node N, and the column entitled ‘CAT’ refers
to the child node C.

X—AB X expands into A and B
X<A X dominates A
X—-({(A<B)C X expands into A and C. A dominates B.

CAT | TAG | ARG/ADJ | Comments

Section A

Cbh

adj unless when preceded by $, in which case CD is
arg, as in (QP ($ $) (CD 16) (CD million)).

Continued on next page
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CAT TAG | ARG/ADJ | Comments
CONJP arg Note that CONJPs in the Penn Treebank tend
to dominate a limited amount of lexical items,
as in ‘rather than’ or ‘as well as’,
PRN ad]
PRT arg
QP ad) unless when preceded by 8, in which case QP is
arg, as i (NP (§ $) (QP (26 CD) (mullion CD))
(-NONE- *U*) )
RRC adj
SINV arg
WHADJP arg
WHADVP arg
WHNP arg
WHPP arg
X arg
Section B
ADV adj
BNF ad)
CLR arg
DIR adj PP-DIR and ADVP-DIR under VF are classified
as arg.
LOC adj
MNR adj
NAC ad]
PRD arg
PRP adj
T™MP ad] PP-TMP under ADJP are classified as arg,
TPC arg
Table C.1: ARG/ADJ distinction heuristics per category, independent of the
mother node,
Mother | CAT | ARG/ADJ | Comments
ADJP NP arg
PP arg if ADJP—ADJP PP
PP arg if ADJP—VBN PP
PP adj default
S arg
SBAR arg SBAR = adj if introduced by ‘than’, ‘as’ or ‘so’.
default | p_SatDefault
ADVP NP arg
PP ad] if left of head
PP adj if head = ‘than’
PP arg defaunlt
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Mother | CAT | ARG/ADJ | Comments
SBAR adj if preceded by comma
SBAR adj if head = ‘than’, ‘as’, ‘so’, ‘before’ or ‘which’.
SBAR Arg default
default | p_SatDefault
CONJP not relevant since node is translated in entirety.
FRAG not rejevant since node is translated in entirety.
NP JJ ad) except a list of ‘determiner-like’ JJs as ‘many’,
‘much’, ‘more’, ...
ADJP ad]
NNP arg if head NP = NNP or NNPS, otherwise ad).
NNPS arg if head NP = NNP or NNPS, otherwise adj.
NP arg unless apposition, in which case adj.
PP arg NP—NP PP(arg) PP(adj)
PP ad) NP-NP , PP
PP arg for a number of lexical cases such as ‘a lot of’,
‘a kind of’, ‘a type of’, ...
PP adj default.
S arg NP—-DT NN S
S adj default.
SBAR ad]
default | p_SatDefanlt
NX PP adj
default | p-SatDefault
NAC not relevant since node is translated in entirety
PP ADVP adj
ADJP arg
NP arg
S arg
PP arg
default | p-SatDefault
PRN not relevant since node 1s translated in entirety
8 ADVP adj
NP arg
PP adj
RB arg if negation.
RB adj default
5 arg
SBAR adj
default | p.SatDefault
5Q VP arg
default | p-SatDefanlt
SBAR ADVP ad]j
NN arg

Continued on next page
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Mother CAT | ARG/ADJ | Comments
8 arg
SBARQ arg
SINV arg
8Q arg
VP arg
RB arg if negation.
RB ad] otherwise.
default | p_SatDefault
VP ADJP arg
NP ad) if apposition.
NP arg default
PP ad) if PP-EXT.
PP arg if first node = VBN
PP p-SatDefault | defauit.
S adj VP8, 8 (adj).
S arg default
SQ arg
SBAR adj if preceded by comma and first child = WHNP,
ADVP, RB or IN (‘on’ or ‘with’).
SBAR arg default.
SBARQ arg
XP arg
default | p.SatDefault
WHNP not relevant since node is translated in entirety.
WHADJP not relevant since node is translated in entirety.
WHADVP not relevant since node is translated in entirety.
WHPP not relevant since node 18 translated in entirety.
X not relevant since node is translated in entirety.
| Default p-SatDefault

Table C.2: ARG/ADJ distinction

mother node

heuristics per category, dependent of the
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Appendix D

Static Substitution Variables per
Category

Remarks concerning the information contained in Table D.1:

e The table contains an exhaustive overview of how SSVs are generated for all possi-
ble satellites, even if certain types of satellite replacements do not {often) oceur in
practice due to pivot extensions For example, despite the fact that a preposition
is often attached to the preceding verb during the formation of the verbal pivot,
a general treatment for PP substitution has been implemented. Substitutions like
these are triggered in case an error occurs in the pivot extension procedure and have
been meluded for reasons of completeness. Extremely rare cases are marked with a

footnote.

¢ Examples mark the SSV substitution of the satellite category instance {displayed
inside [ Jggv). Certain examples contain lexical items outside the syntactic environ-

ment treated for reasons of clarity.

o For each SSV displayed in this table, three syntactically similar but lexically different
strings are available (cf. Section 5.2.4.1). These alternative strings are not included

in the table so as not to clutter the general overview.

e X—AB X expands into A and B
X<A X dominates A
X—-{A<B)C X expands into A and C. A dominates B.

CAT | TAG | Environment S8V

ADJP - NP — NP ADJP ‘similar to the house’

‘Issnes [central to the increasingly tense trade debate]’ — ‘Tssues [similar
to the house]sgy’

- defanlt ‘red’
‘[green, black, red and white| stripes” — ‘[red]ggv stripes’
ADVP - defanlt ‘quickly’

“The slowdown is taking hold [a lot more quickly and devastatingly than
anyone had expected]’ — “The slowdown 15 taking hold [quickly]ssv’

Continued on next page
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NP EXT | head contains % ‘10%’
‘surged [4 26, or about 0 94%)" — ‘surged [10 %]gsv’
EXT | head = NN ‘a lot’
‘rose [a surprisingly moderate 0.2%)]" — ‘rose [a lot]ssy’
EXT | head = NNS ‘10 metres’
‘drop [an additional 2 5 feet]’ — ‘drop [10 metres|ssv’
- PP-LOC < NP {head = ‘Chicago’
NNP/NNPS)
“in [Arnizona, Calforma, Lousiana and Maryland}’ — “m [Chicago]ssy’
- PP-LOC < NP ‘the house’
“in [an expensive high rse building]’ — “n [the house]ggv’
- PP-TMP < NP (head = ‘10 minutes’
NNS)
‘during [the first nine months of the year]' — ‘during [10 minutes]ssy’
PP-TMP < NP ‘tomorrow’
‘untt]l [March, April or even May]’ — ‘unta] [tomorrow]ssy’
- head = PRP mimic PRP?
‘[He]” — *[He] ssv’
- head = NN, det. article ‘the boy’
‘[The young, short-term American employee]’ — ‘[The boy]ssv’
- head = NN, indet. article ‘a cat’
‘[A major US producer and seller]” — ‘[A cat]ssv’
- head = NN, mass noun ‘sugar’
‘[Some MCI. Communications Corp stock]’ — ‘[Sugar]ssy’
- head = NN (default) ‘the boy’
‘[Even the official Indianapolis 500 announcer|’ — ‘[The boy|ssv’
- head = NNS ‘the swimmers’
‘The other two outside hidders]” — ‘[The swimmers]ssy’
- head = NNP ‘John’
IThe French film maker Claude Chabrol]’ — ‘[John]ssgy’
- head = NNPS ‘John and Alex’
‘[Peter D. Hart Research Associates] — ‘[John and Alex]ssv’
- head = JJS ‘most’
‘(Most soybean and soybean-meal contracts]’ — ‘[Most]sgv'
- head = DT mimic DT?
‘[That]’ — ‘[That]ssv’
PP DTV | head = IN ‘to the man’
‘an approach to offer [not enly to Califormans, but to all Americans]’
~ ‘an approach to offer [to the man]ssy’
DIR | head = IN (‘to") ‘to London’
‘fled [to Canada or some other sanctuary]’ — ‘fled [to London]ssv’
DIR | head = IN (*from’) ‘from Londen’

Continued on next page

“Personal pronouns are left intact 1n cases in which they are not included in the pivot
*Determiners are left intact m cases in which they are not included 1n the pivot
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‘01l production [from Australia’s Bass Straight Fields]’ — “Oil produc-
tion [from London]ssy’

LOC | head = IN ‘in the house’

‘[in the rapidly growing field of bio-analytical instrumentation]” — ‘[in
the house|ssy’

MNR | head = IN ‘with an apple’
‘[with large and expensive page bonuses|” — ‘[with an apple]gsv’
TMP | head = IN ‘after the meeting’

‘lafter a loss to the Kansas City Chiefs yesterday]’ — ‘[after the
meeting)ssv’

- head = IN mimic preposition®

‘{before entering restaurants, department stores and sports centres]’ —
‘Ibefore the holiday|ssv’

- head = VBG (‘including’) ‘including the dog’
‘(ncluding perhaps someone of your own staff]’ — ‘[ncluding the
dog]ssv’

- head = VBG (‘according’) ‘according to the woman’

‘laccording to government figures released Wednesday]' — ‘[according
to the woman]ssv’

- head = VBG (‘following’) following the meeting’
‘following the June 4 massacre in Bemng, which caused a sharp drop
i Hong Kong prices’ — ‘[following the meeting]ssy’

- head = VBG (‘excluding’) ‘excluding the dog’

‘lexcluding the hard-hit city of Los Gatos]' — ‘[excludmg the dog]sgv’
- head = VBG (‘depending’) ‘depending on the mecting’
‘depending on the composition of the management team and the nature
of its strategic plans]’ — ‘[depending on the meeting]ssy’

- head = TO ‘to the dog’
‘Tto the troubled company’s equity holders]’ — ‘[to the doglgsv’
- defanlt ‘in the house’
PRN - default replace head PRN by approprate
S5V

‘Ttalian chemical glant Montedison S p.A. [,through its Montedison
Acqusition N V. indirect umit,] began ...” — ‘Italian chemical giant
Montedison Sp A [,through the man,]ssv began .°

UcCPp - default replace UCP by S8V of first node

‘to be [in violation of Article IT, and thus void and severable]’ — ‘to be
[in the house|sgy’

S TPC | - ‘The man is sleeping’

[The total of 18 deaths from malignant mesthelioma, lung cancer and
asbestosis was far lugher than expected], the researchers said.” — ‘[The
man 15 sleeping]ssv, the researchers said ’

NOM | - ‘sleeping’

‘before anyone heard of [asbestos having any guestionable properties]’
— ‘before anyone heard of [sleeping)ssy’

ADV | head = VBG ‘working in the garden’

‘standing around [deciding who would fly in what balloon and in what
order]’ — ‘standing around [working in the garden]ssy’
Continued on next page

“The prepositions for PPs with more than 100 token occurrences in sections 01-22 of the Penn Treebank
are mimicked.
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ADV

PRP

CLR

CLR

PRD

HLN

CLF

TTL

MNR

SBJ

TMP

head = VBN *founded in 1900’
‘[Filmed in lovely black and white by Bill Dill], the New York streets’
— ‘[Founded in 1900]ssv, the New York streets’

- ‘to sleep’
‘resigned last year [to seek, unsuccessfully, a seat in Canada’s parha-
ment]’ — ‘resigned last year [to sleep]ssv’

head = VBG ‘working in the garden’
‘launched a swit, [seeking the withdrawal of Dunkin's poison pill rights
and employee stock ownership plans]” — ‘launched a suit, [working in
the garden]ssy’

- ‘to sleep’
‘paid {to stand up at a Japanese plate]’ — ‘paid [to sleep]ssy’

- ‘a man’
‘The result has been [to sericusly 1mpair the rights of others uncon-
nected with their dispute]’ — “The result has been [a man]ssv’

- ‘The man is sleeping’
‘Applause for “Sometimes Talk 15 the Best Medicine]” > — ‘Applause
for “[The man 1s sleepinglssv” ’

- ‘It is the man’

‘[It 15 these 645,000 tons that are 1 question for this crop year|, ex-
planed Judith Ganes’ — *[It 18 the man]sgy, explammed Judith Ganes’
- “The man is sleeping’
‘In reference to your Oct. 9 page-one article, “[Barbara Bush earns
even higher ratings than the president,]” 1t 13 ' — ‘In reference to
your Oct 9 page-one article, “[The man is sleeping,|gsv” 1t 15 ...
- ‘working in the garden’
‘He earns his hving [playing the double bass in classical music ensem-
bles]’ — ‘He earns Ins hving {worlang 1n the garden]ssv’
- ‘to sleep’

‘[To suggest that a 10% drop n ozone by the middle of the next century
would be neghgible] is irresponsible and shortsighted.” — ‘[To sleep]ssv
18 irresponstble and shortsighted ’

- ‘starting in 1990°
‘[Beginming 1n the first year of medical school], students learn’ — ‘[start-
mng in 1990)sgv ', students learn

S — NP-SBJ TO ‘the boy to sleep’

‘causing [the index to dechne for three consecutive months]” — ‘causing
[the boy to sleep]ssy’
head = TO ‘to sleep’

‘Longer maturities are thonght [to indicate declining interest rates be-
cause they permut portfolio managers to mamntan relatively higher
rates]” — ‘Longer maturities are thought {to sleep]ssyv’

5 — NP-8BJ VBG ‘the boy working in the garden’

Tve had [a lot of people trying to sell me services to find out how big
it 18]" — ‘I've had [the boy working in the garden]ssy’

head = VBG ‘working in the garden’

“The stock, [having lost nearly a quarter of its value since Sept, 1],
closed at $34.375 share’ — ‘The stock, [working in the garden]ssy
closed at $34 375 share’

Continued on next page
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head = VBN ‘founded in 1900°
‘[Managed properly, and with a long-term outlook,| these can become
> —+ ‘[founded 1 1900]gsv, these can become .. ’
head = VBD ‘the man was sleeping’
‘to mdicate that [the strike was having much of an effect on other airhine
operations]’ — ‘to indicate that [the man was sleepmg]|ssy’
head = JJ ‘the bay happy’
“t left [the market vulnerable to continued selling this morning]’ — ‘it
lefy, [the boy happy)ssy!
head = NN ‘things this way’
‘like [things jusi the way they are]’ — ‘like [things this way]ssy’
default ‘the man is sleeping’

SINV

default * “The dog is barking”, said the
man.’

SBAR

TMP

PRP

ADV

ADV

LoC

NOM

NOM

NOM

- ‘after a week’
‘[(When the dollar is in a free-fall], even central banks can’t stop it' —
‘[after a week]ssy, even central banks can’t stop it’

VP < SBAR ‘because the man is/was sleeping’®
‘perhaps [because I have a ferocious list of statutes to implement]’ —
‘perhaps [because the man 1s sleeping]ssy’

VP < SBAR “4if the man is/was sleeping’®

“We would be upset [if those kinds of services evolved mto more general-
mnterest, long-format programming}’ — ‘We would be upset [if the man
15 sleeping]ssy’

S < SBAR ‘ortunately’
‘{Although the legality of these sales 1s still an open question], the
disclosure couldn’t be better timed’ — ‘[fortunately]ssv, the disclosure
couldn’t be better timed’

VP < SBAR ‘in the house’
‘contrel pollution [where enterprises are state-owned and penalties are
paid by the government]’ — ‘control pollution [t the house]sgy’

S < SBAR ‘the boy’

‘{What becomes custom 1n the Bush admmstration] will become
— ‘[the boy|ssy will become .’

SBAR. < what ‘svhat the man found’

“Typical is [what happened to the price of ethylene, a major commadity
chemical produced 1n vast amounts by many o1l companies]’ — “Typical
15 [what the man found]ssv’

default ‘that the man is sleeping’
‘clearly show [why Cray research favoured the spmoff]’ — ‘clearly show
[that the man is sleeping]ssv’

VP < (SBAR < (IN that)) ‘that the man is/was sleeping’®
‘Tt seems to me [that a story like tlus breaks just before every unportant
Cocom meeting)’ — ‘It seems to me [that the man 15/was sleeping]sgv’

VP < {(SBAR <« (IN ‘whether the man is/was sleeping’®

whether))

‘No one knows [whether the new posted prices will stick once producers
and customers start to haggle]’ — ‘No one knows [whether the man is
sleeping]gsv’

Continued on next page

“Tense depends on tense of main clause.
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- VP < (SBAR < (IN than)) ‘than the man’

‘put a greater emphasis on quality [than they do i the US] — ‘put
a greater emphasis on quality [than the man]ssy’

- VP < {(8BAR < (IN as}) ‘as the man’

‘oppose funding [as does president Bush]’ — ‘oppose funding [as the
man]ssv’

- VP < (8BAR < (IN what))  ‘what the man found’

‘The commissioner knows [what will happen down the road, 1 three to
six months]’ — ‘The commissioner knows [what the man found]ssy’

- NP < (8BAR < (TO to)) ‘40 sleep’

‘legislation [to protect foreign mavie producers]’ — ‘legislation [to
sleeplssv’

- NP < (SBAR < (IN where)) ‘where the man is sleeping’
‘the office [where employees are assigned lunch partners]' — ‘the office
[where the man is sleeping]ssv’

- VP < SBAR (default) ‘that is/are sleeping’

‘the brokerage company [that once did business as Merrill Lynch Com-
mercial Real Estate]’ — ‘the brokerage company [that is sleeping]ssy’

- ADIP — II (SBAR < ‘how the man is/was sleeping’

WHNP)
‘not sure [how many weapons they have in their arsenals]’ — ‘not sure
[how the man 15 sleeping]ssv’

- ADJP < SBAR (default) ‘that the man is/was sleeping’
‘stunned [that despite the bald-faced nature of her actions, she be-
came something of a local martyr]’ — ‘stunned [that the man was
sleeping]ssv’

- PP — IN SBAR ‘whether the man 1s/was sleeping’
‘divided over [whether the United Nations Population Fund will receive
any portion of these approprations]’ — ‘divided over [whether the man
15/ was sleeping]gsv’

- defanlt *that the man is sleeping’

vpe - NP < VP ‘made i1 China’
‘an exotic playground, [peopled mamly by Jewish eccentrics and the
occasional Catholic]’ — ‘an exotic playground, fmade in Chinalssv’

- VP < VP (head = TO) ‘sleep’

‘eager to [bring attention to the problem]’ — ‘eager to [sleep]ssv’

- VP < VP (head = VB) ‘sleep’

‘the authonity to [setze U.8. fugitives overseas without the perrmssion
of foreign governments]’ — ‘the authonty to [sleep]ssv’

- VP < VP (head = VBG) ‘gleeping’

‘the company had been [steadily lowering its accident rate and pickang
up trade-group safety awards]’ - ‘the company had been [sleeping]ggv’

- VI < VP (head == VBN) ‘paid’

‘the effect has been {sct up and shot down by different professors]’” —
‘the effect has been [pard]ssy’
- VP < VP (head = VBZ) ‘is sleeping’

“The company {is operating under Chapter 11 of the federal Bankruptcy
Code} — ‘The company [18 sleeping]gsy’

Continued on next page

“VP < VP’ 88V replacements rarely occur in practice due to verbal pivot extensions.
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- VP < VP {head = VBP) ‘eat an apple’
e, ‘[ea.t an a.pple]’
- VP < VP (head = VBD) ‘slept’

‘The president has not [said before that the country wants half the debt
forgiven]’ — “The president has not [slept]ssv’

WHADJP - WHNP < WHADJP (SG) ‘how much’
‘(how much credibility and experience]’ — ‘(how much]ssy’
- WHNP < WHADJP (PL) ‘how many’

‘(how many company mail rooms)’ — ‘[how many]ssy’

- default ‘how much’
WHADVP - default ‘when’
‘[precisely when and where]’ — ‘{when|sgy’
WHPP - default ‘in which’
No occurrences
default - default ‘SAT1-SATY®

“The man, a long-time rival of Bill Gates, likes fast and confidential
deals’ — ‘[SATIlssv likes [SATQ].SSV’

“Backoff to non-word strings if SSV 15 not selected 1n a particular syntactic environment or 1if all
alternatives for the same category-environment pair have been used.

Table D.1 Static Substitution Variables per Category.
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Appendix E

Static Context Templates per
Category

Remarks concerning the information contained in Table E.1:

o For a specific satellite category, all occurrences 1n a syntactic environment that is

not contamed in the table do not require embedding in a static context template,
unless otherwise specified by the word ‘default’ in the column Fnwronment. In the
latter case, all occurrences in a syntactic environment that is not contammed m the
table conform to the context specified in the row containmg ‘default’.

The table contains an exhaustive overview of how static context templates are gen-
erated for all possible satellites, even if certain types of satellites do not (often) occur
in practice due to pivot extensions. For example, despite the fact that a preposition
is often attached to the preceding verb during the formation of the verbal pivot, a
general treatment for PP embedding has been implemented. Template insertions
like these are triggered in case an error occurs in the pivot extension procedure and
have been 1ncluded for reasons of completeness. Extremely rare cases are marked
with a foctnote,

Examples contain the satellite to be substituted (displayed inside [ ]s4r), the original
context and the new context (displayed inside [ |¢).

X—AB X expands into A and B
X<A X dominates A
X—={A<B)C X expands into A and C. A dominates B.

CAT | TAG | Environment Context

ADJP - NP < ADJP NPyep®

- default ‘[it seems]c ADJP’

¢ “progressive education” as it was once called 1s [far more nteresting

and agreeable to teachers than is disciplined instruction]spsp' — it
seems|¢ [far more interesting and agreeable to teachers than is disci-
plined mstruction]apse’

Continued on next page

“For NPr.p consult end of Table
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CAT TAG | Environment Context
ADVP | TMP | all ‘[the man sings a songlc ADVP’
MNR | all ‘[the man does it]o ADVP’

‘Mr  Bush has been critinzed regularly at home for moving [too
slow and cautiouslylapve’ — ‘[the man does it]c [too slow and
cauttously] spv p’

LOC | all ‘[the man lives|c ADVP’

the tremor was centered near Holhister, southeast of San Francisco, and
was felt [as far as 200 miles away]apvp’ — ‘[the man lives]o [as far as
200 miles awaylapvp’

- default ‘the man is sleepinglc ADVP’

‘one auto-imdustry umon leader said that they tried to build it [some-
where else In Europe besides the U K Japyve’ — ‘[the man is sleeping] e
[somewhere else iIn Europe besides the U K.Japve’

CONJP - default CONJP [a man|c

‘|as well as]con s p regional matters such as transportation and telecom-
munications — [as well aslconsp [2 man]o

NP SBJ | 8 < NP (head = PRP) PRPs are included in pivot®
SBJ | S < NP (head = NN or NNP) ‘NP [is sleeping|c’

‘[Prerre Vinken, 61 years old]np will join the board as a nonexecutive
director Nov 29" — ‘(Pierre Vinken, 61 years old]xp [is sleepinglc’

SBJ | S < NP (head = NNS or ‘NP [are sleeping]c’
NNPS)

‘[four of the five surviving workers]yp have asbestos-related diseases,
mcluding three with recently diagnosed cancer’ — ‘[four of the five
surviving workers|wp [are sleeping)c’

SBJ | 8 < NP (default) ‘NP [1s sleeping]¢’
MNR | VP < NP ‘[the man slept]c NP’

‘the thought of a living player selling his checks rubs some people [the
wrong way|vp’ — ‘[the man slept]e [the wrong way|n e’

MNR | § < NP ‘[, the man slept]¢ NP’

‘[that way]~p mvestors can essentially buy the funds without paying
the premmum’ — *[that way]v e [, the man slept]e ’

TMF | VP < NP ‘[the man slept]c NP’
‘the monthly sales have been setting records [every month since
March]wp’ — ‘[the man slept]c: [every month since March|yp’

TMP | S < NP ‘[, the man slept]o NP’

“(late yesterday]y p Georgra Gulf said 1t reviewed the proposal as well as
interests from third parties’ — ‘[late yesterday]np [, the man slept]c’
- PP — VBG (PP < NP ) ‘[according to]c NP’

‘these materials are nothing short of sophisticated erib sheets, according
to [some recent academic research]yp’ — ‘[according to]c [some recent
academic research]y p’

- PP — VBN (PP < NP ) ‘[compared with]c NP’

‘Sterhng’s firm tone, combined with [a steady opemng on Wall
Street]wp also tempted some investors .." — ‘[compared with]g [a
steady opening on Wall Street] v’

- PP — VBG NP ‘[including]¢ NP’

*Jaguar shares skyrocketed yesterday, following [thewr temporary sus-
pension on London’s Stock Exchange]lyp’ — ‘[including]o [their tem-
porary suspension on London’s Stock Exchange|np’

Coniwnued on next page

®A context for PRPs 1s meamngless due to the fact that in the vast majority of cases, PRPs are not
exphatly expressed in Spanish (zero-subject language).
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PP — JJ IN NP ‘[such as]p NP’

*sales rose 5% amid good growth 1n selected areas such as [banks and
trading companies] y p’ — ‘[such as|c [barks and trading compamnes)y p’

PP — IN IN NP ‘[because of]c NP’

‘that mcludes all the gas consumed 1 Ontario and Quebee, along with
[the bulk of Canadian gas exports|yp’ — ‘[because of]¢ [the bulk of
Canadian gas exports|yp’

PP < NP (default) ‘(the man dances with]g NP’

“the strike was having much of an effect on [other airline operations) yp’
— ‘{the man dances with]c [other airline operations]y s’

NP — NP, NP (,) ‘[the man,|c NP’
¢ . according to Brooke T. Mossman, [a professor in pathology]wp’ —
‘{the man,]¢ [a professor in pathology]xp’
VP < NP if NP = DOBJ- ‘[the man is (not)
eating)o ’
if NP = predicative: zero context

‘last month, the company’s stock funds have averaged [a staggering
gam of 25%]|np’ — ‘fthe man 1s eating]o [a staggering gain of 25%)xp’
‘after the voting debacle in parliament, I certainly wouldn’t expect [an
immediate resolution to anythingjnp’ — ‘[the man is not eating]c [an
immediate resolution to anything]yp’

[Mr. Vinken 15 [chairman of Elsevier NV |yp' - ‘[J. {chairman of
Elsevier N V.|np’

PP

TMP

all ‘[the man sings a song]c PP’
‘compound yiclds assume reinvestment of dividends and that the cur-
rent yield continues [for a year]pr' — ‘[the man sings a song]e [for a
year|pp’

NP — NP, PP ‘the man,|c PP’
‘but a takeover battle opens up the possibility of a bidding war,] [wath
all that imphes]pp’ — *[the man,)¢ [with all that implies]pp’

NP < PP NPpep®

VP < PP ‘{the man is sleeping)c PP’
‘Pierre Vinken, 61 years old, will join the board [as a nonexecutive
director] pp’ — ‘[the man is sleeping]c [as a nonexecutive director]pp’

S< PP ‘PP [the man is sleeping]¢’
‘lin the new position]pp he will oversee Mazda’s U S sales, service,
parts and marketing operations’ — °[in the new position]pp [the man
is sleepmg]c’

PRN

NP < PRN context = NPpgp"
5 < NP PRN context = NPpg,"

QP

NP < QP 'QP [men]o’
‘Ino fewer than 24]gp country funds have been launched or registered
with regulators’ — ‘[no fewer than 24]op [men]o’

RRC - NP (head plural) < RRC ‘(the men, ] RRC’
‘together with the 3.6 million shares [controlled by management
directors|grc ... — ‘[the men, ¢ [controlled by management

directors] rrc’

NP (head singular} < RRC ‘[the man, ¢ RRC’
* “He makes snap judgements,” says Kiyotaka Ko, [the art gallery’s
manager and Mr Morishita’s secretary]gre’ — ‘[the man, |¢ [the art
gallery’s manager and Mr Morishita's secretary|grc’

Continued on next page

“For NP,.p consult end of Table

173




CAT

TAG

Environment Context

NOM

ADV

ADV

all ‘S s good]g’

‘a Commonwealth Edison spokesman said that [tracking down the two
million customers]s would be an administrative mghtmare’ — ‘[tracking
down the two mullion customers|s [1s good|g’

S before comma ‘S [, the man is sleeping]¢’
‘[standing on a shaded hill]g, the school has educated many of South
Carolina’s best and biightest’ — ‘[standing on a shaded hill]z [, the
man 15 sleeping]c’

S after comma ‘[the man is sleeping,]l¢ 8
‘prior to his term, a teacher bled to death m the halls, [stabbed by a
student]s’ — ‘[the man is sleeping,]e [stabbed by a student]s’

PP - INS Context = original preposition (IN)
‘spending on private construction was off 2 6%, with [no sector showing
strengthls’ — ‘[with]c [no sector showing strength]s’

SBAR

ADV

TMP

VP < SBAR ‘[the man is/was sleeping]c SBAR’

‘moreaver, there have been no orders for the Cray-3 so far [though
the company 1s talking with several prospects|spar’ — ‘lthe man 18
sleeping]c [though the company 15 talking with several prospects|ssan’

VP < S8BAR ‘[the man is/was sleeping]s SBAR’

‘exports i October stood at $ 5.29 billion, & mere 0 7% increase from
a year earher, [while imports increased sharply|spar’ — ‘[the man was
sleeping]e’ [while imports increased sharply)spar

VP < SBAR (direct speech)  ‘[the man says/said]c SBAR’

‘after the meeting, a Boeing spokeswoman said [a delivery date for the
planes is still being worked out]ssar’ — ‘[the man said]c [a dehvery
date for the planes 1s still being worked out)spar’

S < SBAR ‘SBAR [, the man is sleeping]c’

‘[as word of the crime spree has spread|spar [, many agents have
started changing their open-door policies]” — ‘[as word of the crime
spree has spread|sparg [, the man is sleeping.]o’

NP < (SBAR << TO) ‘[the man is writing a book]c SBAR’

* Seoul also has stituted effective procedures [to aid these teams]spar’
— ‘[the man s wniting a bookjg [to aid these teams)spar’

NP < 5BAR NPrep
ADJP < (SBAR < that) ‘[the man knows that]c SBAR’

‘Mr  Rey has been very careful since then to make sure [hus
moves are welcome]sgar’ — ‘[the man knows that]c [his moves are
welcome]spar’

ADJP < (SBAR < that) ‘[the man knows]c SBAR’

‘this picture 1s about a middle-aged son who makes sure [that his de-
layed bond with lus father will last]spar' — ‘[the man knows|c [that
his delayed bond with his father will last]szar’

PP — IN SBAR ‘(the man knows]c SBAR’

‘depending on [how far down you go|ssar, it may be difficult to pay
off that debt’ — ‘lthe man knows|c [how far down you golssar’

VP

TPC

all VP [is good]c
‘[contributing to the market’s reserved stance]v p was the release later
in the day of news data on the health of the U8 economy’ — ‘[con-
tributing to the market’s reserved stance]vp [1s good]e’

Continued on next page
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- head = VBQ [the man is sleeping,|¢ VP

‘the asbestos fiber 1s unusually resihent once 1t enters the lungs, with
even brief exposures to it [causing symptoms that show up decades
later]y p* — ‘[the man 15 sleeping,]c [causing symptoms that show up
decades later]y p’

- 8 < VP (subject SG) fthe man]o VP*

‘[Pierre Vinken, 61 years old, | [will join the board]yp® — ‘[the man]¢
[will join the board]y s’

- S < VP (subject PL) [the men]s VP*

‘[four of the five surviving workers] [have asbestos-related diseases]yvp’
— ‘[the men]¢ [have asbestos-related diseases]v p’

S<VP <VP mimic original syntactic environ-
ment®

B<VP <VP < VP mimic original syntactic environ-
ment*®

- ADJP — JJ (§ < VP < VP) ‘/the man wants to|c VP’

“today’s New England Journal of Medicine, a forum likely to [bring
attention to the problem]yp’ — ‘[the man wants to]¢ [bring attention
to the problem]y p’

- ADJP — JI (SBAR — ‘[the man wants to|lc VP’
WHNP (5 < VP < VP))

‘securities firms have scrambled to find new products that brokers find
easy to [sell]ly»’ — ‘[the man wants to]c [sell]vp’

- | NP = NP (head = NN) VP ‘[the man,|c VP’

‘the new plant [located in Chnchon about 60 mules from Secullv e will
help ...” — ‘[the man,]c [located in Chinchon about 60 miles from
SEOLI]]VPH

- | NP — NP (head = NNS) VP [the men,]¢c VP’

‘the biggest reason earnings dechned was a loss of production time and
the mcreasmng costs [associated with a temporary maintenance closing
and expansion of an olefins plant]y»’ — ‘[the men,|¢ [associated with
a temporary mawmntenance closmg and expansion of an olefins plant]y »’
- | NP — NP (head = NNP) VP ‘[john,}c VP’

‘GenCorp Inc , [hurt by a plant accident and other unexpected costs]v »
said 1t expects ... — ‘[john,]¢ [hurt by a plant accident and other
unexpected costs]yp’

- NP — NP (head = NNPS) VP ‘[john and Alex,]c VP’
‘Georgia Gulf added 1 3/4 to 51 1/4 after NL Industries, [controlled by

Dallas mvestor Harold Simmons]y s offered ' — ‘[john and Alex,}e
[controlled by Dallas investor Harold Simmons|yp’
- NP — NP VP (remaining) ‘the man,|c VP’
‘Gary Hoffman, a Washington lawyer [specializing n ntellectual-
property cases|yp, sad the threat . .> — ‘[the man,|c [speciahzing
1n 1ntellectual-property cases]y '’
NPrep - X < NP (head =NN) Y ‘Tthe car - a car - sugar|g Y'°

‘it recerved approval to sell [the first foldable silicone lens|yp [avail-
able for cataract surgerylapsp’ — ‘[the car]c [available for cataract
surgery]apsp’

Continued on next page

*Backoff code 1n case verbal pivot handling fails.
*Mimuc definite article, indefinite article, mass noun environment.
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Appendix F

Implementation: Class Diagram

BoosterMamn

|

Booster Inputbooster

Identity Annoctator

Catinfo \ Aﬁmﬂer
TNode

Coverage % x PivotFinder

Subsutution

Parameters

StringTools

——> Chunk Context

J

—-——§ Translation

L

\—— MT Engine

Figure F.}: Implementation of TransBooster Application (Java version J2SE
5.0) class diagram.
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BoosterMain reads in the user options and starts the program execution.
Booster reads input data from a text file and coordinates the execution of the algorithm.
Parameters reads parameters from a text file and passes them on to Booster.

InputBooster converts a Penn-II Treebank tree into a collection of TransBooster Nodes
or (TNodes).

TNode is a data structure representing a TransBooster Node and executes the main
decomposition/recomposition algerithms at node level.

Identity contains information about TNode {head, adjunct or argument) and indicates
its position in source and target

CatInfo contains the original Penn-1I Treebank mformation for each TNode
Coverage produces several forms of lexical coverage of a TNode.

StringTools contains a number of useful String manipulating methods spealfic to Trans-
Booster.

Annotator annotates each non-head TNode with argument/adjunct information
HeadFinder finds the head of a TNode.

PivotFinder finds the pivot of a TNode.

Substitution selects and stores static and dynamic Substitution Variables for satellites.
Context embeds a satellite in a static and dynamic context template.

Chunk 15 a data structure that stores pivot skeletons and satellites embedded in
static/dynamic context templates Chunk extracts the translation of each
pivot/satellite from the translations of the embedded strings and passes the ex-
tracted translation to TNode

Translation interfaces Chunk with the baseline MT engine.

Table F.1 provides additional information about the amount of language-dependent
code in the classes Note that the vast majority of the language-dependent code 15 related
to the source language, not to the target language. Only a limited number of methods
regarding string retrieval in target are target language dependent. Column Class contains
each of the relevant classes in the application. Column Degree specifies the degree to which
the class is language-dependent (‘none’, ‘low’, ‘medium’ or ‘high’). Column Comments
contains further information on the language-dependent elements in each class.

Class Degree | Comments

BoosterMain none Language independent.
Parameters none Language independent.
Booster none Language independent

Continued on next page
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Class Degree | Comments

InputBooster low Input = Penn-II tree. Source languages # English have to
be parsed into Penn-like tree structures.

TNode low The main code for decomposition /recomposition is not lan-
guage specific but depends on the correct identification and
posterior processing of pivots, satellites and their SVs.

Annotator high The distinction between arguments and adjuncts is input
language specific.

HeadFinder high | Head-finding rules are input language specific.

Identity none Language independent.

CatInfo none Language independent.

Coverage none Language independent.

StringTools medium | Most of the string manipulation methods in this class are
language specific.

PivotFinder high The finding of a correct pivot is input language apecific

Substitution high S8Vs and DSVs are input language specific.

Chunk none | This class relies on a correct identification of translation
chunks and their contexts. The code itself is language inde-
pendent.

Context high Static and Dynamic contexts are highly language specific.

Translation none | Lanpuage independent.

Table F.1: Language-dependent vs Language-independent Elements in Trans-

Booster
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