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Abstract

This work presents the characterization of a radio-frequency, capac-

itively coupled, symmetric, hydrogen plasma. Both steady-state op-

eration and the time-profile of the afterglow when RF power is ter-

minated are investigated. Fluxes of the hydrogen ions, H+, H+
2 , H+

3 ,

at the grounded electrode are measured with an energy-resolved mass

spectrometer. Spatial profiles of the electron density are measured us-

ing a hairpin probe. Particle-in-cell simulations including a complex

hydrogen chemistry are performed which enable direct comparison to

the experiment.

In the steady-state operation, the electron density increases with both

power and pressure, and the ion flux magnitudes and energy distribu-

tions are found to vary with power. The H+
3 ion flux decreases with

power and pressure, whereas the H+ and H+
2 ion fluxes increase with

power and pressure, with approximately equal fluxes at the highest

pressure/power combination of 30.0 Pa and 750V peak-to-peak. In

conjunction with the PIC results, it is determined that the H+
3 ion

remains the dominant ion in the plasma for all investigated parame-

ter space, and that the strong variation in ion flux magnitudes and

energy-distributions are due to fast-ion induced chemistry occurring

in the sheath at the grounded electrode. A simple theoretical model is

developed in order to estimate the electron temperature at the sheath

edge if the IEDFs and electron density are known.

Investigations of the afterglow include time-evolution of the H+
3 ion

energy distribution, spatio-temporal profiles of the electron density,

and particle-in-cell simulations. The measured H+
3 ion flux energy

distribution persists substantially longer into the afterglow than is

seen in the PIC simulations. This unusual result is explained in the

hypothesis of super elastic collision of vibrationally excited hydrogen



molecule with an electron resulting in energy transfer to the electron.

The mechanics such super-elastic collisions are not included in the

PIC simulation, and this is consistent with the discrepancy between

the simulation and the experiment. Electron density measurements

show a substantial increase in the density, as much as a factor of

four, sharply rising immediately after the RF voltage is switched off.

Small density rises, of order 10%, are seen in the simulation. An

analysis showing the validity of the measurements, and two hypothesis

to explain the density rise are presented. A method for determining

the electron temperature time-profile in the afterglow is introduced.



Acknowledgements

I would like to show my gratitude to my supervisor Dr. A.R. Elling-

boe whose encouragement, guidance and support from the initial to

the final level enabled me to reach this point. His professional and

human qualities and his valuable guidance has been an important fac-

tor in the development of this project. I owe my deepest gratitude to

Dr. S.K. Karkari with whom I had the privilege of working during

my PhD studentship. I would like to thank Prof. M.M. Turner for

the fruitful discussions regarding the PIC simulation. I thank to my

many of my colleagues to support me Channel, Felipe, Derek, David,

Angus, Shane, Peter, Taghrid, Vladimir, Lutfi, Muhammad, Nishant,

Mubarak and Gurusharan. It was a pleasure to work with Dave, Ea-

monn, Kevin, Neal and Fiachra. I am grateful to Tomasz and Beata

for helping me in proofreading the manuscript. I am also grateful

to the administrative and technical team in the School of Physical

Sciences and NCPST, namely Samantha, Sarah, Sheila, Des, James,

Connor and Pat.

I would also like to thank my family and friends for their continuous

support. To my parents for understanding and supporting my deci-

sions in life, to my close friends Mihaela and Catalin for being with

us in the rainy days. I would like to show my gratitude to my wife

Veronica for turning her life upside down in supporting me during

the entire period. I could not have done this without her continuous

support, encouragement and understanding. At last I would like to

thank our daughter Ana Sophia for her smile making me smile.



Contents

List of Figures viii

1 Introduction 1

1.1 The basic concepts of plasma physics . . . . . . . . . . . . . . . . 1

1.2 Symmetric Capacitive Coupled Plasmas . . . . . . . . . . . . . . 4

1.3 CCP RF sheaths . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 IEDFs for hydrogen discharge . . . . . . . . . . . . . . . . . . . . 10

1.5 Hydrogen chemistry . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.6 Time resolved studies of afterglow discharges . . . . . . . . . . . . 12

1.7 Thesis structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2 Experimental Setup 15

2.1 CIRIS - Capacitive Radiofrequency Ion Source . . . . . . . . . . . 15

2.1.1 Vacuum chamber . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.2 Pressure measurement . . . . . . . . . . . . . . . . . . . . 17

2.1.3 Electrical circuit . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 Mass Spectrometric measurements . . . . . . . . . . . . . . . . . . 21

2.2.1 The Hiden EQP energy resolved mass-spectrometer . . . . 22

2.2.2 Use of the mass-spectrometer for afterglow studies . . . . . 26

2.3 The Hairpin probe . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.3.1 Hairpin Probe theory . . . . . . . . . . . . . . . . . . . . . 28

2.3.2 Probe construction . . . . . . . . . . . . . . . . . . . . . . 30

2.3.3 Sheath correction theory for a hairpin probe . . . . . . . . 34

2.3.4 Comparison with the Langmuir probe . . . . . . . . . . . . 36

vi



CONTENTS

2.4 PIC simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3 Characterization of steady state hydrogen CCP discharge 44

3.1 Energy resolved mass spectrometry . . . . . . . . . . . . . . . . . 44

3.2 Characterization of hydrogen CCP discharge . . . . . . . . . . . . 49

3.3 PIC simulation results for steady state plasma . . . . . . . . . . . 59

3.3.1 Angular distribution of the IEDFs . . . . . . . . . . . . . . 61

3.3.2 Charged particles density profiles . . . . . . . . . . . . . . 62

3.4 Hairpin measurements . . . . . . . . . . . . . . . . . . . . . . . . 65

3.5 Indirect measurements of electron temperature . . . . . . . . . . 67

4 Study of the afterglow phenomena in a hydrogen CCP discharge 71

4.1 Evolution of IEDFs in the afterglow . . . . . . . . . . . . . . . . . 72

4.2 Electron density decay in the afterglow . . . . . . . . . . . . . . . 76

4.2.1 Time resolved measurements of the electron density using

the hairpin probe . . . . . . . . . . . . . . . . . . . . . . . 76

4.2.2 Time resolved simulation results . . . . . . . . . . . . . . . 80

4.2.3 Discussion of the time resolved results . . . . . . . . . . . 82

4.3 Determination of the electron temperature . . . . . . . . . . . . . 85

5 Conclusion 89

A Hydrogen reactions chart 91

B Plasma permitivity 94

Bibliography 97

vii



List of Figures

1.1 Schematic diagram of a symmetric radio frequency parallel plate

capacitive coupled discharge . . . . . . . . . . . . . . . . . . . . . 5

1.2 The electric field profile in a symmetric CCP discharge . . . . . . 9

2.1 Cross-section diagram of CIRIS vacuum system . . . . . . . . . . 16

2.2 Pressure calibration for hydrogen . . . . . . . . . . . . . . . . . . 18

2.3 The electric diagram of CIRIS . . . . . . . . . . . . . . . . . . . . 19

2.4 CW and pulsed waveforms . . . . . . . . . . . . . . . . . . . . . . 20

2.5 Hiden EQP diagram . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.6 Hiden EQP mass-spectrometer electrical lenses configuration . . . 23

2.7 CIRIS assembly for pulse discharges . . . . . . . . . . . . . . . . . 26

2.8 The diagram of the first microwave probe . . . . . . . . . . . . . . 30

2.9 Hairpin probe design . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.10 Schematic diagram of the electrical circuit of the Hairpin probe . 32

2.11 The resonance peak shift. f0 is the vacuum frequency and fm is

the resonance frequency with the hairpin immersed in a dielectric

medium, in this case PTFE. . . . . . . . . . . . . . . . . . . . . . 33

2.12 The spatial and temporal evolution of electron density . . . . . . 34

2.13 The hairpin and the effective distance between the hairpin prongs 35

2.14 The electron density measured by Hairpin (black) and Langmuir

probe (red) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.15 Variation of electron density measured by Hairpin (black) and

Langmuir probe (red) as function of power, with and without mag-

netic field for He (left column) and Ar(right column) . . . . . . . 39

viii



LIST OF FIGURES

3.1 Typical IEDF for H+
3 in CCP discharge . . . . . . . . . . . . . . . 45

3.2 Measured IEDFs of H+
3 for hydrogen pressure of 5.0 Pa and dif-

ferent peak-to-peak RF voltages . . . . . . . . . . . . . . . . . . . 49

3.3 Measured IEDFs of H+
3 for a background pressure of 15.0 Pa and

different applied RF voltages . . . . . . . . . . . . . . . . . . . . . 50

3.4 Measured IEDFs of H+
2 for a background pressure of 5.0 Pa and

different applied RF voltages . . . . . . . . . . . . . . . . . . . . . 52

3.5 Measured IEDFs of H+
2 for a background pressure of 15 Pa and

different applied RF voltages . . . . . . . . . . . . . . . . . . . . . 53

3.6 Measured IEDFs of H+ for a background pressure of 5 Pa and

different applied RF voltages . . . . . . . . . . . . . . . . . . . . . 53

3.7 Measured IEDFs of H+ for a background pressure of 15 Pa and

different applied RF voltages . . . . . . . . . . . . . . . . . . . . . 54

3.8 The relative ion flux as a function of RF applied voltage and back-

ground gas pressure of 5.0 Pa. The black squares represent the H+

ions, the red discs H+
2 and the blue triangles H+

3 ions. . . . . . . . 55

3.9 The relative ion flux as a function of RF applied voltage (a) 10 Pa

and (b) 15 Pa. The black squares represent the H+ ions, the red

discs H+
2 and the blue triangles H+

3 ions. . . . . . . . . . . . . . . 56

3.10 Total ion flux as function of the applied RF voltage for three dif-

ferent discharge pressures; (5.0 Pa - black squares, 10.0 Pa - red

circles, 15.0 - blue triangles) . . . . . . . . . . . . . . . . . . . . . 58

3.11 Simulated IEDFs for hydrogen ions; the black line represents H+,

the red line H+
2 and the blue line H+

3 ions in the experimental

conditions of 15.0 Pa background pressure and 300 V input RF

voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.12 Comparison of measured (red) and simulated (black) IEDFs for

10.0 Pa and 300 V . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.13 Simulated relative ion flux as a function of RF applied voltage for

10 Pa (H+ - black squares, H+
2 red circles, H+

3 blue triangles) . . 61

3.14 Sketch of sampling orifice and incident angles . . . . . . . . . . . 62

ix



LIST OF FIGURES

3.15 Simulated IEDFs of H+
3 for 10.0 Pa and 300 V RF input voltage for

three different incident angles; (black line π/2, red line π/2 + ∆φ,

and blue line π/2 + 2∆φ) where ∆φ = 3.6◦ . . . . . . . . . . . . 63

3.16 Simulated density profiles for electrons and positive hydrogen ions

for 20.0 Pa and 300 V input RF voltage. The black line repre-

sents the electron density, red represents H+, green H+
2 and blue

represents H+
3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.17 Density profile of H+ for 10.0 Pa and variation of RF applied

voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.18 Averaged density profile of H+
2 for 300 V applied voltage and pres-

sure variation: 10.0 Pa red, 15.0 Pa - blue, 20.0 Pa black . . . . . 65

3.19 Comparison of measured electron density profile for 15.0 Pa gas

pressure and 400 V; (red diamonds) with simulated one (black

squares) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.20 Measured electron density profile for different applied voltages and

10 Pa background gas pressure . . . . . . . . . . . . . . . . . . . . 67

3.21 Plot of energy broadening, averaged sheath potential, electron den-

sity at the sheath edge and calculated electron temperature as a

function of the input voltage for three values of the gas pressure

(black squares 5.0 Pa, red circles 10.0 Pa, blue triangles 15.0 Pa) . 69

4.1 The temporal evolution of the H+
3 into the afterglow for 15.0 Pa

and 300 V (in the ON phase) . . . . . . . . . . . . . . . . . . . . 73

4.2 Simulated temporal evolution of the H+
3 into the afterglow for 10.0

Pa at 300 V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.3 The electron density in the ON phase of the discharge as function

of the hydrogen pressure for 500V (red) and 400V (black) applied

voltage, in the middle of discharge (d = 25.0 mm) . . . . . . . . . 77

4.4 The electron density decay in the afterglow for 15 Pa (black), 20

Pa (red), 25 Pa (blue) and 30 Pa (green) and discharge RF voltage

500 V. The purple line represents the voltage waveform. . . . . . . 78

4.5 Simulated electron density decay for 15.0 Pa and 400 V . . . . . 80

x



LIST OF FIGURES

4.6 The electron density from the PIC simulation in the afterglow for

15 Pa and 400V for different spatial positions in the discharge. . 81

4.7 The experimental electron density evolution in the afterglow for

three different positions measured in respect to the powered elec-

trode. The black line represents the center of discharge (25.0 mm),

the red line represents 20.0 mm and the blue one represents 15.0

mm in front of the powered electrode. . . . . . . . . . . . . . . . 82

4.8 The voltage waveform of the powered electrode at the end of the

ON phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.9 The ratio of the peak density in the afterglow to the density in

the ON phase vs. the peak to peak voltage for different values of

the gas pressure. The position of the probe is in the center of the

discharge with the plane of the hairpin parallel to the electrode

surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.10 Evolution of measured electron density (red) and electron temper-

ature (black) in the afterglow . . . . . . . . . . . . . . . . . . . . 87

4.11 Evolution of simulated electron density (red) and electron temper-

ature (black) in the afterglow . . . . . . . . . . . . . . . . . . . . 87

xi



1

Introduction

1.1 The basic concepts of plasma physics

Plasma is defined as a gaseous collection of neutral particles (atoms and molecules

in the ground and/or excited states, photons) and charged particles (positive

and/or negative ions, electrons) that exhibit collective behavior.

One important characteristics of plasma is its quasineutrality. This consists

in the tendency of charged particles within plasma to maintain locally the plasma

neutral from an electrostatic point of view. The quasineutrality can be expressed

as: for a given volume, the number of negative charges equals the number of pos-

itive ones. Considering a a plasma consisting of singly charge ions and electrons,

the quasineutrality condition can be written as:

ne ≈ ni = n0 (1.1)

where ne is the electron density, ni the ion density and n0 is called the plasma

density.

When a punctiform electrostatic charge Q is brought into a plasma volume

at thermodynamic equilibrium, it results in a perturbation to the local electric

potential. Poisson’s equation in spherical coordinates is expressed as:

1

r2

d

dr

(
r2dV

dr

)
=
e(ne − ni)

ε0
(1.2)

1



1.1 The basic concepts of plasma physics

where V (r) is the electric potential. The ions are assumed to be fixed in space and

the electron movement in response to the potential follows Maxwell-Boltzmann

distribution:

ne(r) = n0e
eV (r)
kTe (1.3)

Expanding equation 1.3 in a Taylor series, where kTe represents the kinetic energy

(kTe < eV ), and neglecting the higher order terms yields:

ne = n0

[
1 +

eV

kTe

]
. (1.4)

The Poisson equation becomes:

d2V

dr2
+

2

r

dV

dr
=

1

λ2
D

V (1.5)

where

λD =

√
ε0kTe
e2n0

(1.6)

has dimension of a length. By integrating equation 1.5 the shielding potential is

obtained :

VD(r) = V0(r)exp

(
−r
λD

)
(1.7)

where V0(r) is the potential created by the punctiform charge in vacuum. λD is

called the Debye length and represents the natural length1 of VD.

In equation 1.6, it can be seen that λD depends only on the electrons temper-

ature and not on the ion temperature. This is justified by the mobility difference

between the two species. Because the electrons are more mobile, they react more

quickly to any perturbation and by excess or deficiency a spatial charge is formed.

This spatial charge shields the perturbation of the perturbative charge from the

rest of the plasma. In addition, the definition of the Debye length shows that the

shielding is more efficient for smaller values of the electron temperature and for

higher values of plasma density.

In practice, based on equation 1.7, the Debye length defines the quasineu-

trality limit. Thus, if the characteristic length of a discharge is L, the plasma is

quasineutral if the condition λD << L is fulfilled.

1The length at which V0

VD
= e

2



1.1 The basic concepts of plasma physics

Another immediate result from the quasineutrality condition and equation 1.2

is that the electric field in the plasma is constant. By introducing the boundary

conditions for the bulk plasma, the constant is shown to be zero.

Assuming that the ions are fixed and equally distributed in space, if an exter-

nal electric field appears in the plasma, the electrons react by moving along the

electric field lines. Due to this displacement, a restoration electric field appears.

The electrons reverse their trajectory, but they pass the starting point because

of the inertia. Thus, the electrons oscillate with a frequency depending on the

restoration electric field. To determine this frequency, a uniform plasma is con-

sidered. From Poisson equation, the electric field at position x can be written as:

Ex =
n0e

ε0
x (1.8)

where x is the displacement of the electrons. From equation 1.8, the equation of

motion becomes:
d2x

dt2
+
n0e

2

ε0me

x = 0 (1.9)

Equation 1.9 is the equation of motion for a harmonic oscillator, with the oscil-

lation frequency - called the plasma frequency - given by:

ωe =

√
n0e2

ε0me

(1.10)

In equation 1.10 it can be observed that the electron plasma frequency depends

only on the plasma density. For laboratory plasmas, this frequency lies within the

microwave range. The ions are too heavy to follow these oscillations, representing

the center of mass of the electron-ion pair. One of the diagnostics used in this work

is based on the resonance of the diagnostic system with the plasma frequency.

Consider a plasma in contact with a surface as the system presented in figure

1.1. Due to the mobility difference between electrons and ions, a positive spatial

charge is created in front of the electrode. This spatial charge leads to a breaking

of the plasma quasineutrality condition [1]. As a result, an electric field appears,

a field which accelerates ions towards the electrodes and at the same time repels

electrons from the walls. This boundary layer in which the quasineutrality con-

dition fails is called the sheath. Thus ions will gain energy during their travel

3



1.2 Symmetric Capacitive Coupled Plasmas

trough the sheath. In steady-state conditions, this energy gain depends on both

the voltage sheath drop and the initial energy of the ions before entering the

sheath.

The whole spectrum of ion energy is called the ions energy distribution func-

tion (IEDF) and represents an important parameter for many applications. The

ion energy distribution function at the plasma boundary, contains information

about the bulk plasma in addition to the sheath. One of the objectives of the

present work is to study the IEDFs of a symmetric CCP discharge, as described

in section 2.1.

Measurements of IEDFs are performed using electrostatic deflection analyzers

[2, 3, 4, 5], retarding field analyzers [6, 7], and cylindrical mirror analyzers [8, 9].

Another method used in determining the IEDFs is the energy resolved mass-

spectrometry [10], which can determine the energy spectra of different ion species.

The last method is applied in the present work and is presented in section 2.2.

1.2 Symmetric Capacitive Coupled Plasmas

Capacitive coupled RF discharges are simple devices that are used in industry in

fields like semiconductor and solar cell for coating/etching and in surface treat-

ment for increasing the bio-compatibility of materials. They consist of two elec-

trodes with a separation gap between them (Figure 1.1). The electrodes generally

have circular shapes but this depends on the application requirements. One of

the electrodes is most often connected to an RF power source, while the other

one is grounded. One may find situations when both electrodes are connected to

the RF power supply.

The capacitive coupled plasma (CCP) discharge can be broadly classified as

symmetric, where the two electrodes have an equal area, and asymmetric, where

the two electrodes have an unequal area. In many experimental systems, such as

the GEC reference cell [11], the electrodes are of equal area; however, the plasma

can extend beyond the area adjacent to the electrodes, and can thereby come in

contact with the grounded chamber body. In this case, the resultant system can

be substantially asymmetric and the degree of asymmetry is dependent on the

4



1.2 Symmetric Capacitive Coupled Plasmas

Figure 1.1: Schematic diagram of a symmetric radio frequency parallel plate

capacitive coupled discharge

plasma itself. Hence, discharges with a controlled plasma volume are preferred in

experiments where the plasma parameters are to be determined. The symmetry

of the system eliminates the imbalance of the sheaths formed in front of the

electrodes. As a result, the unknown factors are reduced.

In semiconductor manufacturing plasmas [12], the etching of dielectric mate-

rials is one example where the CCP discharges are preferred (commercial systems

from Lam Research - Exelan, Tokyo Electron - SCCM, and Applied Materials -

MxP and Producer - are all CCP systems, and comprise over 95% of the mar-

ket). The etching usually takes place in parallel plate geometry, where the wafer

to be etched is placed on one of the electrodes. When RF power is applied to one

electrode, the gas within the volume between the electrodes becomes partially

ionized forming a plasma. The electrons whithin the plasma are further chemi-

cally activating the gas. The flux of chemically excited gas in combination with

the flux of ions striking the surface of the wafer affects the etching process. H2

is utilized in selective etching and surface passivation [13], playing an important

role in both processes.

5



1.3 CCP RF sheaths

1.3 CCP RF sheaths

Consider a system with two circular parallel plate electrodes with the diameter

(D) and the separation distance (L). For D � L the system can be approxi-

mated as an one dimensional system. This simplification can be done because

the system presents a cylindrical configuration and is symmetric on the θ axis.

The resolved dimension is defined with x = 0 at the lower side of the upper

electrode (in Figure 1.1) and positive values of x towards the lower electrode. In

addition, for simplification it is assumed that the plasma is formed only in the

volume between electrodes by applying an RF voltage on the upper electrode

in respect to the bottom one which is grounded (V = 0). In the middle of the

discharge volume, plasma is neutral from an electrical point of view, while close

to the electrodes the electrons oscillate periodically, generating positive space

charge sheaths. Presuming furthermore, that the ions are fixed in space, this will

lead to the approximation of constant ion density. This assumption is justified

by the difference in ion/electron mobility. The electric field is zero in the bulk

plasma, and therefore the electrons oscillate around a position of equilibrium. If

the electrons reach one of the electrodes during the oscillation course, they will

be collected leaving a positive charged space in the front of the electrode. The

thickness of the spatial charge equals the amplitude of the oscillation. The time

averaged potential of both powered and grounded electrodes is zero while the

plasma potential is always positive. This model is also valid when the electrode

material is coated with a dielectric. In this situation, the electrons become at-

tached to the surface. Hence, in both sheaths there is an electric field which is

directed towards the electrodes. This is a very important characteristic of CCP

discharges for applications. In real plasma devices, ions are mobile, presenting a

relatively small flow into the sheaths. In the case of collisionless discharges, the

ions gain energy in the order of the sheath potential i.e. a few hundred electron

volts. Noting the sheath width s, outside the sheath (x ≥ s), the quasineutrality

condition requires that ni ' ne . Inside the sheath, there is an imbalance of

charges. From Poisson’s equation 1.2, the potential in the sheath must be neg-

ative in order to repel electrons and this means that V (x) must have a negative

curvature. Writing the continuity equation assuming collisionless sheaths, and

6



1.3 CCP RF sheaths

taking into account the plasma quasineutrality identity 1.1, results in:

ni(x)vi(x) = ne(s)ve(s) ≡ nsvs (1.11)

Also the energy conservation can be written as:

1

2
Mv2

i (x) + eV (x) =
1

2
Mv2

s (1.12)

where 0 ≤ x ≤ s.

The equation for the ion density profile is found by substituting equation

(1.11) into (1.12):

ni(x)

ns
=

1

(1− 2eV (x)
Mv2s

)
1
2

(1.13)

The electron density profile is found by expanding equation (1.3) in Taylor series,

and neglecting the higher order terms, shows that:

ne
ns

= 1 +
eV

kTe
(1.14)

By using the condition that, within the sheath, ion density is greater than the

electron density, it is obtained:

eV

Mv2
s

<
eV

kTe
(1.15)

which can be rewritten in a more convenient form:

vs >

√
kTe
M

(1.16)

which is known as the Bohm criterion. This states that the ions arrive the sheath

edge with a minimum speed, called the Bohm speed (vB), speed which depends

on the electron temperature and ion mass.

The question that now arises is how is it possible for ions to have such a

directed speed, much greater than their thermal speed. The explanation for this

is a weak electric field which extends into the plasma, weak enough to preserve

the plasma quasineutrality. The spatial extent of the electric field into the plasma

bulk is known in literature as the presheath.
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1.3 CCP RF sheaths

In section 3.5, I will use these results as a hypothesis in a model for determining

the electron temperature at the sheath edge. The above model assumes that the

plasma is quasineutral. Including the existence of the presheath electric field, the

potential at the sheath edge (for x = s) needs to be different from the plasma

potential. In this case, the electron density at the sheath edge can be written as:

ns = ne0e
e(Vp−Vs)

kTe (1.17)

equation (1.17) can be used to estimate the sheath edge position in respect to

the electrodes, assuming that the plasma potential and electron temperature are

known. Based on these observations, more complex models for the RF CCP

sheaths were developed by Godyak [14] and Lieberman [15].

Returning to the assumption that ions are fixed in space and therefore their

density is constant in time, one can write the equation for the temporal evolution

of the upper sheath width as:

sU(t) = s̄− s̃U sinωt (1.18)

where sU(t) is the sheath width as a function of time, s̄ is the time averaged

sheath width and s̃U is the sheath oscillation amplitude.

From Poisson equation (1.2) and equation (1.18), the electric field across the

entire discharge (in Figure 1.1 the vertical dimension) is determined:

E(x, t) =


eni

ε0
[x− sU(t)], 0 < x < sU(t)

0, sU(t) < x < sB(t)
eni

ε0
[x− sB(t)], L− sB(t) < x < L

(1.19)

The electric field needs to satisfy the continuity condition for x = sU(t) and

x = sB(t). Hence, we find that E(sU(t), t) = 0 and, respectively, E(sB(t), t) = 0

The displacement current for the upper sheath can be presented as:

jU = ε0
∂E

∂t
= −nie

∂sU(t)

∂t
= −j0U cosωt (1.20)

where j0U = nies̃Uω. Due to the continuity condition, it is necessary for the

displacement current in the sheath to be equal to the conduction current in the

bulk plasma jp = envB. The same condition needs to be fulfilled on the opposite
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1.3 CCP RF sheaths

Figure 1.2: The electric field profile in a symmetric CCP discharge

side of the plasma bulk (the sheath at the lower electrode, see Figure 1.1) because

of the symmetry of the system. The flux conservation leads to:

jU + jB = 0 (1.21)

which implies that:

d(sU + sB)

dt
= 0⇒ sU + sB = constant (1.22)

From equations (1.18) and (1.22), the sheath thickness for the bottom electrode

can be expressed as:

sB(t) = s̄+ s̃B sinωt (1.23)

The above theory is developed assuming a homogeneous ion density in the bulk

plasma and electrodes sheaths. However, experiments have shown that it is not

entirely true and this model is not sufficient in explaining the plasma boundary

processes. More complex models are based on the same assumptions, but the elec-

tron and ion density are not considered to be uniform in either plasma or sheaths.

The last condition is not essential for the plasma bulk where the quasineutrality

is fulfilled, but it is crucial within the sheaths region. Lieberman [15] presents
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1.4 IEDFs for hydrogen discharge

a model in which the variation of the ion density within the sheath leads to a

Child law variation of the density and an increased sheath width compared to

the homogeneous model.

1.4 IEDFs for hydrogen discharge

The ion energy distribution function is an important plasma parameter. It con-

tains information about the ion energy when striking the substrate or the dis-

charge walls. In addition, one can determine from this, the position where the

ions are formed in the plasma and the collisionality of the discharge. Moreover,

it is possible to determine the sheath thickness and also estimate the electron

temperature at the sheath edge in particular situations, as will be shown in the

next section. Knowing all of these plasma parameters helps to comprehend the

phenomena involved, and they are important in plasma applications such as the

semiconductor manufacturing industry or fusion plasma research.

Section two presents the CIRIS discharge where in the grounded electrode the

Hiden EQP 2000 mass-resolved ion energy analyzer is mounted. In the literature,

one can find numerous investigations of the IEDFs in the RF plasmas but most

of them are focused on heavier atoms. Although hydrogen plasmas have been

studied for many years [16, 17] and despite big interest in their application there

are very few studies on this subject. A great majority of them are just theoretical

ones. They are based on kinetic [18] or electric models [19, 20, 21, 22]. The kinetic

models couple the two-term electron Boltzmann equation to the rate balance

equation of different vibrationally and electronically excited states. The electric

models combine a description of particle transport with the kinetic description

of the production and destruction of particles. One immediate problem of these

models is that the sheath potential is not accurately known. There are many

different forms of the sheath potential used. Two of the most common ones are

the Child-Langmuir potential [15] and the linear field [1].

Another problem encountered by these models is the chemical complexity of

the hydrogen discharges. In these discharges, one can discover three positive

ions, the hydrogen molecules and hydrogen atoms in different excited states, one
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1.5 Hydrogen chemistry

species of negative ion, and electrons. Hence the chemical reactions which occur

in such discharges are numerous and very difficult to model.

1.5 Hydrogen chemistry

The hydrogen molecule H2 is the simplest known molecule. The hydrogen atom

is one of the most studied atoms from the earliest stages of modern physics

until today. In spite of this, the hydrogen plasma is not entirely understood

and hydrogen plasma chemistry still presents open questions. Plasma contains

electrically charged particles in addition to neutral atoms and molecules. The

electrons gain energy and break up the molecules and ionize the gas. The electrons

in plasma are frequently very hot, and the plasma is far from a thermodynamic

equilibrium. All sorts of exotic reactions occur. A hydrogen plasma is typically

composed of three types of positive ions ( H+, H+
2 , H

+
3 ), one type of negative ion

(H−), electrons, atoms, and the hydrogen molecule in a whole range of excited

states. It is a challenge to keep track of all these species and predict the plasma

composition. Apart from common processes such as electron atom excitation

and ionization or ion atom collisions and charge transfer, a new set of chemical

processes such as collisions between species of the atomic and molecular ”soup”

needs to be taken into consideration in case of molecular plasmas. The set of

reactions that are considered important and taken into account in the simulation

[23, 24] is presented in Appendix A.

In the plasma bulk, the electron collisions with the background gas produce

mainly H+
2 and electrons with low kinetic energy.

e+H2 → H+
2 + 2e (1.24)

The next important source of H+
2 is:

H+
2 +H2 → H+

2 +H+
2 + e (1.25)

These ions are converted into H+
3 through collisions with the background gas.

The reaction is written [25] as:

H+
2 +H2 → H+

3 +H + ε (1.26)
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1.6 Time resolved studies of afterglow discharges

where ε = 1.7 eV is the resulting exothermic energy. The reaction (1.26) has a

large cross-section [23, 26], which leads to an efficient conversion of the H+
2 into

H+
3 . H+

3 ions are efficiently destroyed through collisions with the background gas

at energies in excess of approximately 10 eV. Low energy H+
3 ions only interact

with the background gas through elastic collisions where the momentum-transfer

cross-section dominates [27]. Therefore, in the plasma bulk, for low power density

the dominant ion is H+
3 .

The H+ ion is an ion species created mainly through secondary reactions:

H+
2 +H2 → H+

2 +H+ +H + e
H+

3 +H2 → H+ +H2 +H2

H+
3 +H2 → H+

3 +H+ +H + e
H +H2 → H +H+ +H + e
H2 +H2 → H+ +H + e+H2

H2 +H2 → H+ +H+ + e+ e+H2

(1.27)

The direct formation of H+ is reflected in the last two reactions from 1.27. They

represent the energetic collision of background gas molecules. The cross-sections

of these reactions are very small because the gas molecule has a low energy state.

In this work a particle in cell (PIC) simulation of the experiment is presented.

The simulation, which is described in section 2.4, takes into account 62 possible

collision processes for all positive hydrogen ions, hydrogen molecules in different

excitation states, hydrogen atoms and electrons.

1.6 Time resolved studies of afterglow discharges

Pulsed discharges are of great interest for many plasma processing applications

[28, 29, 30], mainly because of their ability to control the plasma density, the mean

ion energy, and the time-averaged electron temperature. In general these gov-

ern the fluxes bombarding a processing substrate. The reaction rates of complex

molecular species [29] in the discharge depend on the electron energy distribution

function. This function can be efficiently modified by operating the discharge in

pulsed mode. In the literature, one can encounter different investigations of the

plasma properties of afterglow discharge [28, 29, 30, 31]. However, their proper-

ties greatly vary with the plasma conditions used, and it is generally difficult to
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correlate the results from different sets of experiments. For instance, an anoma-

lous density rise in the afterglow plasma with dust particles has been reported

[28, 32]. The mechanism given to explain this results differs between the two

papers, being explained in terms of associative detachment reaction involving O−

ions with the atomic oxygen. The detachment process resulted in a small frac-

tion of energetic (fast) electrons in the plasma, which exceeded the ambipolar ion

flux to the wall after a few tens of microseconds. These fast electrons charge the

walls to a negative potential, almost equal to the energy of the fast electrons. As

the electron temperature significantly decreases (0.1 eV) compared to the active

phase, the low energy plasma electrons are better confined by the negative sheath

potential at the walls created by the fast electrons in the discharge. An anoma-

lously high sheath potential drop in the afterglow was experimentally observed

as well [31]. The trapped fast electrons also caused the excitation of meta-stable

atoms of the post-argon discharge [31]. In chapter four both the temporal evolu-

tion of the energy distribution function on ions reaching the grounded electrode,

as well as the plasma electron density decay measured in the afterglow are shown.

The experimental data is compared with results from PIC simulation.

1.7 Thesis structure

The aim of this work is the study of the symmetric RF CCP hydrogen discharge

at 27.12 MHz. CCPs became a great interest for the scientific community be-

cause theirs widespread use in the industry and in research laboratories. While

studies on this theme already exist, there are still open questions that need to be

answered. This thesis is grouped in five chapters.

In this chapter, “Introduction”, presents the basic theories of CCPs regard-

ing sheath dynamics and ion energy distribution functions. Also includes a brief

review of the basic plasma parameters (section 1.1). The most of the funda-

mental theories mentioned in this thesis can be found in any introduction to

plasma physics textbooks, as [1, 15, 33, 34]. Chapter one also briefly discusses

the chemistry set of reactions which occur in the discharge.
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1.7 Thesis structure

In chapter two, “Experimental Setup”, the plasma source where most of the

measurements take place is described. Moreover, two experimental diagnostic

methods used such as measurements of ion energy distribution function with help

of an energy resolved mass-spectrometer and measurements of plasma density

by hairpin probe are reviewed. Whilst the aim of the thesis is not the hairpin

study, a more detailed description of this method is provided. The reason for

this is its novelty as a plasma diagnostic technique, hence the need for a better

description and benchmarking against more well-known methods. At the end of

the second chapter the results from the particle-in-cell simulation are presented.

Although the author is not involved in code development, all results are original

and solely based on author input. The simulation outcomes are used to validate

and maximize the information obtained by experimental means.

Chapter three, “Characterization of steady-state hydrogen CCP discharge”,

depicts the study of the continuous wave discharge. This chapter introduces

the IEDFs as well as the chemical composition of the plasma being function of

pressure and potential. The results from the experiment are compared with the

simulation ones. Using the hairpin probe, the plasma density profile is determined

and compared with the outcomes from the simulation. The chapter presents a

small theory which relates the ion energy distribution function with the plasma

density at the sheath edge and the electron temperature. This theory helps in

evaluating the electron temperature (Te) at the sheath edge when there are no

direct means of measuring Te.

Chapter four is entitled “Study of the afterglow phenomena in hydrogen CCP

discharge”. Here, the measurements are focused only on a small temporal interval

of the discharge pulse - the afterglow. The experimental results are compared

with those from the simulation. The evolution of IEFDs and plasma density are

determined in the afterglow. The results from the hairpin are surprising. Possible

explanations and a discussion of the results follow. As in the continuous wave

case, the temporal evolution of the electron temperature is determined.

In the last chapter the work is summarized and future work plans are dis-

cussed.
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2

Experimental Setup

2.1 CIRIS - Capacitive Radiofrequency Ion Source

The great majority of measurements presented in this work are performed in a

CCP RF discharge called CIRIS, which is a modified GEC cell [11]. Exceptions

are the experiments presented in the subsection 2.3.4 where a benchmarck of the

hairpin probe is presented. In this section the discharge chamber and the plasma

diagnostics used are presented.

2.1.1 Vacuum chamber

The CIRIS chamber is shown in Figure 2.1. It consists of a cylindrical vacuum

chamber with the ends fitted with reentrant elements to support the powered

and grounded electrodes. The pumping system consists of two turbo-molecular

pumps mounted on the bottom side of the chamber. Special attention was paid

to the pumping speed and high compression ratio for the hydrogen because most

of the experiments were performed using hydrogen as the background gas.

On the left hand side of the chamber (figure 2.1) there is a large diameter

vacuum bellows, which is welded to the stainless steel tube and fitted with an

annular flange. The powered electrode is fixed in position by insulated bolts which

extend from the mounting flange to the powered electrode through an insulating
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2.1 CIRIS - Capacitive Radiofrequency Ion Source

Figure 2.1: Cross-section diagram of CIRIS vacuum system

quartz disk. The diameter of both electrodes is 140 mm, and a thickness of

approximately 50 mm. A water cooling is employed in the body of the powered

electrode in order to prevent overheating. On the right hand side, a second re-

entrant tube supports the grounded electrode. This tube is designed to allow

the applied diagnostics to access the plasma. A form-fit quartz tube is concentric

with the electrodes and functionally determines the radial boundary of the plasma

volume (Figure 2.1).

Gas is introduced into the chamber through the grounded electrode. Small

holes are drilled on the surface of this electrode, which are connected to the gas

inlet. The gas exits the plasma volume through small gaps between the quartz

cylinder and the electrodes, resulting in a substantial pressure difference. The

area outside the quartz cylinder is connected to the vacuum pumping system

via high conductance tubing. In this way, the pressure outside the quartz tube

is much lower than it is inside. As a result, the plasma is formed between the

electrodes when the RF voltage is applied. There is no plasma formation outside

the quartz cylinder, thus resulting in a fully symmetric discharge.
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2.1 CIRIS - Capacitive Radiofrequency Ion Source

2.1.2 Pressure measurement

The only port accessible to the diagnostics is the port from the center of the

grounded electrode. The reason for this is the necessity of preserving the symme-

try of the discharge. This makes it impossible to directly measure the pressure on

the discharge chamber when a plasma diagnostic device is fitted on the diagnos-

tic port. Before mounting any probes on the system, the pressure is calibrated

using two identical pressure gauges. One is fitted on the inside of the discharge

chamber through the diagnostic port, and the other one is fitted outside through

an external flange. The relation between the pressure measured inside the dis-

charge volume with that from outside is determined for a particular gas and a

particular gas flow (Figure 2.2). Here, “the inside” refers to the volume delimited

by the electrodes and the quartz tube, and the “outside” refers to the remaining

volume of the vacuum chamber. For measuring the pressure gauges signals, a

digital acquisition device DAQ with the capability of simultaneously acquiring

two channels is used. Data is acquired by means of the Labview environment and

then analyzed in order to determine the relationship between outside and inside

pressures.

After the calibration, coefficients are determined and the plasma diagnostic

device is mounted on the diagnostic port (Figure 2.1), it is possible to assess

the pressure in the inside volume by measuring the pressure outside. For this,

another Labview program is developed. In the program, a proportional-integral-

derivative (PID) control function is used. The set-points are represented by the

desired inside pressure values, and the measured values are those of the outside

pressure. The control of these is done through the control of the gas flow delivered

into the discharge volume. In Figure 2.2 the calibration curve for H2 is presented

where the gas flow is controlled using a mass flow controller with a maximum flow

of 1.0 slm. The domain of interest for the inside pressure is delimited by the two

horizontal blue lines, which correspond to 5.0 Pa and 30.0 Pa respectively. The

relation between the two pressures is linear within this domain. The deviation

from the linear fit increases for high flow values.

This method has some limitations. One of them is that the minimum pressure

which can be measured depends on the initial background pressure. The pressure

17



2.1 CIRIS - Capacitive Radiofrequency Ion Source

Figure 2.2: Pressure calibration for hydrogen

gauge used for these measurements consists of two complementary gauges, each

one for different pressure range. The first gauge measures a pressure domain of

1000 mbar to 5x10−2 mbar. The second one measures pressure between 5x10−2

mbar to 10−8 mbar. This arrangement explains the small discontinuity around

the 5x10−2 mbar of the pressure inside the discharge volume. At this point,

if the gas flow increases, the gauge mounted on the diagnostic port will switch

to the higher pressure range. The gauge measuring the pressure in the outside

volume will continue to use the low pressure gauge, leading to a discontinuity

of the calibration curve. This will also lead to a shift of the X-intercept. The

calibration curve is expected to intercept the X-axis in the origin due to the fact

that the gauges are identical. Figure 2.2 shows that a value of 2.89x10−4 mbar in

the outside measured pressure will lead to 0 mbar inside the quartz tube. Another

limitation of the method is caused by the fact that the deviation from linearity

increases on the upper part of the pressure range.
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2.1 CIRIS - Capacitive Radiofrequency Ion Source

Figure 2.3: The electric diagram of CIRIS

2.1.3 Electrical circuit

CIRIS is electrically driven using an RF generator and an RF amplifier, as

schematically shown in Figure 2.3. For a efficient power transfer from the 50

Ω output RF amplifier to the plasma, a Π-type matching unit is mounted close

to the powered electrode. Forward and reflected powers are measured using a

power meter.

The voltage on the electrode is measured using a Tektronix P6015A high

voltage probe. The current is determined using a Pearson 6656 current monitor

probe mounted between the matching unit and the powered electrode, as shown

in Figure 2.3. Both current/voltage waveforms are captured and digitized using

a Tektronix TDS oscilloscope and transferred to a PC for further analysis.

For experiments using a pulsed RF voltage a Stanford Research DG535 delay

generator is used to trigger the RF amplifier. Figure 2.4 presents two typical

waveforms for the continuous wave case (2.4a) and the pulsed case (2.4b).
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2.1 CIRIS - Capacitive Radiofrequency Ion Source

(a) The voltage (black) and current (red) waveforms in case of

steady state discharge

(b) The voltage waveform (1 blue), and the pulsing signal (2 light

blue) in case of pulsed plasma. (3 purple) represents the gating

signal applied to the mass-spectrometer detector

Figure 2.4: CW and pulsed waveforms
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2.2 Mass Spectrometric measurements

2.2 Mass Spectrometric measurements

Mass spectrometry is an important plasma diagnostic technique for many re-

search and industrial applications. These include leak detection, partial pressure

measurements in high vacuum systems, monitoring of the gas composition in vac-

uum coating processes, end point determination in plasma etching, mass-resolved

determination of neutral particles and ion energy in plasma processes, determin-

ing gas specific desorption and adsorption rates of materials for vacuum system

components. In spite of the considerable differences between the methods, they

all have a common feature. The species being measured are required to transit

large distances (≈ 100 cm) without collisions, thus they need a high vacuum.

One of the most common types of mass spectrometers is the quadrupole mass

filter, whose qualities are: the simplicity of scanning a large mass range, high

sensitivity, high measuring and repetition rate, along with compatibility with

the general requirements of vacuum technology as relatively small dimensions,

arbitrary mounting positions together with low out-gassing rates.

A quadrupole mass spectrometer is in principle an ionization vacuum gauge

equipped with a quadrupole rods system. It separates the types of ions produced

in the ionization processes according to their mass/charge ratio (m/Z), before

measuring them with an ion detector. The ions are separated in a high frequency

quadrupole electric field between four rod electrodes. The voltage between these

electrodes consists of a high frequency alternating voltage V cosωt and a super-

imposed direct voltage U . When ions are trapped in the direction of the field

axis, perpendicular to the plane of the quadrupole, they perform oscillations per-

pendicular to the field axis under the influence of the high frequency field. For

certain combinations of U, V , and for a given ω and rod radius, only ions with

a particular ratio m/Z can pass through the separating field and reach the ion

detector. Ions which have a different mass to charge ratio are rejected by the

quadrupole field and therefore cannot reach the detector. The m/Z ratio scan-

ning can be achieved by varying the frequency (m/Z ≈ 1/ω2). It is also possible

to adjust the resolution capabilities (∆m/m) of a quadrupole mass spectrometer.

This can be done by varying the ratio of the magnitude U of the direct voltage

component to the amplitude V of the high frequency component. It must be
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2.2 Mass Spectrometric measurements

Figure 2.5: Hiden EQP diagram [35]

noted that, in practice, it is always necessary to find a compromise between best

possible mass resolution and the signal magnitude.

2.2.1 The Hiden EQP energy resolved mass-spectrometer

The Hiden electrostatic quadrupole plasma (EQP) analyzer is a high-transmission

45◦ sector field ion energy analyzer and quadrupole mass spectrometer. It is

designed as a diagnostic tool for energy resolved ion mass spectrometry analysis.

It analyse the energy and mass to charge ratio distributions of ions, neutral and

radicals generated in a plasma source. Moreover, it can be used in studies of

transients and afterglows. Figure 2.5 presents the diagram of the Hiden EQP

probe. The system includes: the EQP probe body, electrostatic analyzer (ESA)

head, RF amplifier head, and mass spectrometer interface unit (MSIU) (Figure

2.6) The EQP probe comprises of the following:
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Figure 2.6: Hiden EQP mass-spectrometer electrical lenses configuration
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1. an ion extraction system;

2. a filament which represents the electron-impact ion source for residual gas

analyzers (RGA);

3. an electrostatic field energy analyser;

4. a triple section quadrupole for mass to charge ratio measurements;

5. an ion detector.

The ion extraction system consists of two elements. The first one is the sam-

pling orifice. This provides a pathway for neutral species and ions within the

plasma volume to enter the mass spectrometer. It is mounted on the front end

and, depending on the application, the orifice can be changed in order to limit

the number of particles entering the spectrometer volume. In this case, the orifice

used, has 10.0 µm diameter in a 0.5 mm thick aluminum plate. The small diame-

ter in combination with the high pump speed in the mass spectrometer results in

the formation of a supersonic beam. This beam transits the extraction chamber

and enters the ionization chamber. The second element of the ion extraction is

an electrostatic lens - transfer lens - mounted immediately after the sampling

orifice. This serves to focus the ion beam from the sampling orifice onto the exit

aperture of the electron-impact source.

The ionization chamber consists of a grounded box with two filaments. When

measuring the ions’ spectra these filaments are turned OFF, resulting in a field

free particles drift though the ionization chamber. In order to measure the spectra

of neutral species, the filaments are heated to emission and biased to -70 V

resulting in an energetic beam of electrons intersecting the neutral beam from the

sampling chamber. This electron beam ionizes a fraction of the neutral beam.

These ions are further analyzed by the mass spectrometer. It is worth noting

that the time of flight within this volume depends on the initial energy of the

sampled particles.

The next section of the mass-spectrometer is the drift tube, which collects the

ions from the ionization chamber. It also focuses them, forming an ion beam,

and transports this beam to the rest of the system. The drift tube is biased to
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a settable DC voltage (AXIS), establishing a non-ground reference voltage for

the remaining components in the mass spectrometer. An ion entering the mass-

spectrometer with an incident energy Ei will be accelerated to have an energy

in this section given by the sum Ei + AXIS − ENERGY (Figure 2.6), where

ENERGY is the scan energy value.

After the ions pass through the drift region, they enter the 45 degree sector

field analyzer. This sector is formed by five electrodes: plates, vert, horiz, D.C.

quad, and axis (Figure 2.6). Plates are the main electrodes of the energy filter,

one being biased positive and the other one negative in respect to the axis. Vert,

horiz, and D.C. quad are electrostatic lenses whose role is to align and focus the

ion beam. The axis sets the energy of the ions which will pass the energy filter.

The manufacturer recommends having this set to 40 eV for optimum operational

results.

The ions which exit the 45 degree energy filter will encounter the ’focus 2’

electrostatic lens which focuses and decelerates the beam to the desired energy

for analysis by the quadrapole mass spectrometer. The energy within the mass

filter is 3 eV and is set by the transit energy lens (see Figure 2.6). The mass filter

is a quadrupole type, which comprises of a main filter driven by RF and dc, with

pre- and post- filters driven solely by RF. The mass resolution is controlled by a

set of lenses called delta-m and resolution. After passing through the mass filter

without deflection, the remaining ion beam that has the required energy and mass

to charge ratio will reach the detector. In this case, the detector is a secondary

emission multiplier called SEM. This operates in pulse mode and its operation

is controlled by three parameters: “1st-dynode” which sets the voltage on the

front of the detector; “multiplier”, which sets the voltage across the detector;

and “discriminator” which sets the threshold of the counting pulse output from

the detector. The EQP system has a second detector device that is a Faraday cup

and it is recommended for lower sensitivity measurements or for the case when the

secondary emission detector reaches its detection limit. The SEM detector has a

limited lifetime which depends on the settings used, especially on the “multiplier”

voltage. All these parameters can be controlled from the acquisition and control

software produced by Hiden Analytical, on the Environmental Editor page.
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Figure 2.7: CIRIS assembly for pulse discharges

2.2.2 Use of the mass-spectrometer for afterglow studies

In order to study the afterglow process in the hydrogen CCP discharge, the

experimental setup was modified as shown in Figure 2.7.

A Stanford Research delay generator is used to pulse the RF power delivered

to the plasma. The pulsing frequency is 1 KHz and has a duty cycle of 50%. The

SEM detector in the EQP system is also gated using the same TTL generator.

The pulse is high for only 1µs, and low for the rest of the 1 ms interval. In

this way, the detector will only count for the 1µs time interval. If the pulse

applied to the SEM detector is synchronized with the RF pulse, it can measure

the ions which reach the end point only in the desired time interval. For accurate

measurements, the time of flight from the moment the ions enter the sampling

space to the moment they reach the SEM detector should be taken into account.

After one energy scan is completed, the delay between the RF pulse and the gate

window is increased by a microsecond and the process is repeated.

Collecting data in pulsed mode requires dramatically longer collecting times.

In the case of continuous plasma, the total time of a scan is given by two pa-
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rameters: the dwell time τD, which is a characteristic of the instrument, and the

number of scans (n) which are required in order to provide a reliable measure-

ment. For this experiment, the values are τD = 10−2 s and n = 2000 scans which

leads to a total time for a single scan of T = 20s. In case of pulse measurements

in the scan time calculation another two parameters are added. The first is the

plasma power pulse period (τp); and the second is the gate pulse period (τg). If

the external gating is used, one point is not completed until the sum of gating

pulses equals the dwell time. In order to achieve an equivalent measurement with

the continuous case, the number of measurements needs to be increased by nd

times, where nd is given by the ration nd = τD/τg . Subsequently the measure-

ment time for just a single point of the scan is given byτ1 = τD
τg
τp, and for the

total scan T = nτ1 which in this case is equal to 2 · 104 s. The last result shows

an increase of the measurement time by three orders of magnitude. Hence it is

required to determine the optimal setting for the mass-spectrometer in order to

get the best and most accurate signal but also to minimize the time required for

a measurement.
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2.3 The Hairpin probe

The use of classical electrical probes, such as Langmuir probes, for measuring the

plasma parameters in a symmetric parallel plate CCP discharge can be challeng-

ing due to the large plasma potential oscillations [36]. These oscillations can lead

to an underestimation of the plasma density and an overestimation of the elec-

tron temperature. Different techniques have been implemented in order to filter

[37, 38] or to compensate [38, 39] these erroneous results. In the present work is

used a microwave resonator probe, called the Hairpin probe. The Hairpin is an

open ended, quarter wave transmission line, whose resonance frequency depends

on the dielectric of the surrounding medium.

The probe was used for the first time by Stenzel in 1976 [40], but due to

its bulky design (Figure 2.8) and difficult acquiring method it was forgotten for

almost thirty years. In 2004 Piejak recalled and improved this technique [41].

Also in 2004, following a visit by Piejak, the Plasma Research Laboratory (PRL)

group in Dublin [42, 43] started to investigate this probe. A new design and also

a new method of acquisition were developed. The new design improves the signal

to noise ratio by a better coupling of the microwave signal. The new time resolved

technique increases data reliability and reduces the measurement time. The main

advantage of utilizing this probe in diagnostics of CCP discharges is given by

its high impedance to the ground. This allows the probe to follow the plasma

potential oscillations. However, the probe has a number of limitations when

compared with other similar diagnostic techniques. One important limitation is

that this probe only measures the plasma density, whereas the Langmuir probe

can also determine other plasma parameters such as the electron temperature or

the electron energy distribution. In this section, is presented the basic hairpin

theory and construction, along with two experimental benchmarks performed in

two different plasma sources.

2.3.1 Hairpin Probe theory

Consider a transmission line - a U-shaped parallel wire, open at one end, immersed

in a uniform medium with a homogeneous dielectric constant. The modulus of
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the wave vector is given by:

k =
ω

c
ε
1
2 (2.1)

For a quarter-wavelength one open end resonator kl = π
2
, the resonance frequency

is given by:

ωr =
π

2l
cε−1/2 (2.2)

where l is the resonator length, c the light of speed in vacuum and ε the dielectric

constant of the medium. Following the theoretical development proposed by [40],

consider the dielectric medium to be a non-magnetized plasma with the dielectric

constant:

ε = 1−
ω2
p

ω2
(2.3)

Substituting (2.3) into (2.2) and rearranging it the following formula is obtained:

ω2
r

(
1−

ω2
p

ω2

)
= ω2

r0 (2.4)

where ω2
r0 ≡ πc

2l
is the vacuum resonance. Substituting (2.3) into (2.2) and rear-

ranging it can be written:

ω2
r = ω2

r0 + ω2
p (2.5)

where ωp ≡
√

nee2

ε0me
is the plasma characteristic frequency (equation 1.10). From

the relative shift of the resonance frequency in vacuum compared with that in

plasma, the electron density can be determined:

ne =
ε0me

e2

(
ω2
r − ω2

r0

)
(2.6)

Rewriting (2.6) in more practical units, this become:

ne[1010cm−3] =
ν2
r − ν2

r0[GHz]

0.81
(2.7)

The density determined in (2.6) represents an averaged value of the electron den-

sity over the volume penetrated by the probe’s electric field. As the geometric

configuration of this is given by two parallel lines, the electric field will be concen-

trated mainly in the space between these lines, while the spatial resolution of the

measured density is given by the probe’s dimensions. To determine the relation

(2.6), the assumption of unmagnetized plasma is made. However, the algorithm
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2.3 The Hairpin probe

Figure 2.8: The diagram of the first microwave probe, as shown in [40]

is still valid in the case of weakly magnetized plasmas. The plasma dispersion

relation can be written as [1]:

ε =

(
1−

ω2
p

ω2
·

ω2 − ω2
p

ω2 −
(
ω2
p + ω2

c

)) (2.8)

where ωc is the electron cyclotron frequency (see Appendix B). In the case

of weakly magnetized plasma, the electron cyclotron is much smaller than the

plasma frequency ωc << ωp, and the equation (2.8) can be reduced to equation

2.3. In addition another simplification hypothesis was introduced using (2.3),

which is true only in case of collisionless plasmas. This hypothesis will limit

the working range of our probe. In the collisional case, the dielectric constant

will have an additional imaginary term given by the electron-neutral collisions,

ε = 1 − ω2
p

ω(ω−jνn)
which will lead to a correction factor for the electron density

measurements.

2.3.2 Probe construction

The Stenzel’s [40] hairpin probe design (Figure 2.8) was a transmission probe

which comprises of an 8.0 mm long resonator. This is mounted between two high

temperature coaxial transmission lines on an insulated bridge. The excitation

wave is sent to the upper one (INPUT ), which couples to the resonator. The

magnitude of oscillation in the resonator is detected by the other line (OUT-

PUT ). The two main advantages of this probe design are: a good coupling of the

signal and the high quality factor (Q=150) of the resonator. One of the draw-

backs of this probe is the actual size of the probe assembly. While this was not

significant in Stenzel’s experiment [40] with a large volume (0.6 m3) and high

plasma homogeneity, it might become a problem in systems with a significant
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2.3 The Hairpin probe

(a) the hairpin coaxial loop antenna (b) the hairpin resonator

Figure 2.9: Hairpin probe design

structure in the plasma density profile. Because many plasma systems are much

smaller, for example CIRIS which has a volume of only 7.6x10−4 m3, this probe

can be perturbative. In addition, the fact that it requires two transmission lines,

one for sending the signal to the probe and one for reading the signal back, can be

inconvenient and can create many difficulties. Piejak modified this design [41, 44]

by directly coupling the resonator to the input loop. In this way, the insulated

bridge is eliminated and, as a result, the probe size is reduced. The reduced size

leads to a smaller perturbation of the plasma. Furthermore, the signal coupling

is improved by this method because of the elimination of the dielectric bridge.

The probe used in here is a reflectance type probe built in-house by the PRL

group, [42, 43] and is shown in Figure 2.9. The microwave signal from the HP5086

microwave sweep oscillator is sent to the loop through a broadband directional

coupler, as illustrated in Figure 2.10. The resonator is 20.0 mm long, with a

separation distance between the prongs of 2.0 mm. The wave propagates along

the coaxial cable to the coupling loop, as presented in Figure 2.9a. The coupling

loop presents a non-50 Ω termination to the transmission line; This termination

results in a substantial reflection. The reflected wave is selected by the directional

coupler and converted to a DC voltage using a microwave Zener diode. The

frequency of the microwave generator is swept and the corresponding DC voltage

voltage is collected as a function of the input frequency. When the drive frequency

equals the resonant frequency of the hairpin the circulating current in the hairpin

increases, resulting in a power dissipation proportional with I2R. Hence, the
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Figure 2.10: Schematic diagram of the electrical circuit of the Hairpin probe

measured reflectance current decreases in magnitude.

Th 20.0 mm long probe will resonate in vacuum at approximately 4.0 GHz

and will have a quality factor Q ≈ 100. Since our microwave oscillator is limited

to a maximum frequency of 8.0 GHz, the electron density which can be measured

is restricted to a maximum of 7.5x1011 cm−3.

Figure 2.11 presents the resonance chart constructed as described above for

two situations. The black line is the vacuum resonance curve and the red one

represents the case when a polytetrafluoroethylene (PTFE) sheet introduced be-

tween the hairpin prongs. Because the dielectric constant of the PTFE sheet is

greater than the dielectric constant of vacuum, the resonance frequency shifts

to lower frequencies. If the second medium is a plasma, the dielectric constant

is smaller than the vacuum dielectric constant, thus the resonance frequency for

plasma is greater than in vacuum. Equation (2.7), can be used to determine the

electron density from the difference between the two frequencies.

In the case of pulsed plasmas, the electron density varies faster than the sweep

period, and a different method is used [42] which is described herein. The ex-

perimental setup is the same as for previous case, the only difference is that the

oscilloscope is synchronized with the RF pulse. The microwave source is set to
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2.3 The Hairpin probe

Figure 2.11: The resonance peak shift. f0 is the vacuum frequency and fm is the

resonance frequency with the hairpin immersed in a dielectric medium, in this case

PTFE.

a frequency, and the probe signal (proportional to the power reflected from the

probe) is measured versus the period within the pulse. The microwave source is

stepped through the desired frequency span in successive pulses. If, during the

plasma pulse, the microwave frequency is in resonance with the plasma loaded

hairpin, the reflected power from the probe will drop and the probe signal magni-

tude will get smaller. Variation of the time resolution is achived by selecting the

acquisition time base on the oscilloscope. The minimum time interval between

two points is given by the oscilloscope acquisition limit. In this experimental

setup, the limit is 2.0 ns. However the time resolution of the hairpin is defined by

its quality factor Q. For Q values of approximately 100 and a working frequency

of 4.0 GHz, the bandwidth of the resonance curve will be 40.0 MHz, which corre-

sponds to a time of 25.0 ns. Being aware of the fact that a shift in the resonance

is not detectable if the shift is less then 5% of the semi-bandwidth, a following

conclusion is drawn: a plasma density variation produced in less than 2.0 ns can-

not be detected. On the other hand, it will take 25.0 ns for the peak to rise to
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2.3 The Hairpin probe

Figure 2.12: The spatial and temporal evolution of electron density

1/e of the height at the non-resonant conditions.

This method has been applied to a pulsed magnetron plasma device which

has been described in detail in [45, 46]. Individual data sets are collected for

a selection of microwave frequencies whose range typically spans from below to

above the hairpin resonance frequency at the lowest plasma density to the highest

density. The time evolution of the electron density is determined by applying the

normalization procedure of the plasma waveform to the vacuum waveform and

detecting the resonance frequency. Figure 2.12 presents the evolution of electron

density in time and space in case of a magnetron discharge [43], where the x axis

represents the time in microseconds, the left y axis represents the distance from

the probe to the magnetron and the electron density is represented by the colors.

The white waveform shows the applied voltage evolution, and its amplitude is

visible on the right hand side y axis.

2.3.3 Sheath correction theory for a hairpin probe

When a wire such as a hairpin resonator probe is immersed in plasma, a sheath

will be formed around the wire, [15] as illustrated in Figure 2.13. The sheath
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2.3 The Hairpin probe

Figure 2.13: The hairpin and the effective distance between the hairpin prongs

contains no electrons, and so its permittivity is equal to the vacuum permittivity.

This will lead to a higher measured value of the dielectric constant and therefore

to an underestimation of the electron density. In order to take into account

such sheaths developed around the hairpin prongs, it is necessary to calculate the

sheaths width, and a model [41] is required to determine the complex permittivity

of the three media: sheath - plasma - sheath. For calculating the sheath thickness

a step-front sheath model is recommended [41] due to the fact that a floating

probe is used, and the potential difference between such a probe and the plasma

is very small. Use of the Child-Langmuir sheath theory will over-estimate the

sheath thickness. A infinitely long hairpin with the radius of the wire a and the

separation between the two prongs 2h is considered. In the ideal case (no sheath),

the capacitance per unit length between one of the prongs and half plane is given

by:

Ch =
Kεeff

ln
(

2h
a

) (2.9)

where εeff is the effective permittivity and K is a constant which depends on

the units desired for Ch units. Taking into account the sheaths formed around

the wires, the total capacitance is calculated as two capacitors are connected in

series. One is the sheath capacitance with the inner radius a and outer radius b
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- the sheath radius. The second capacitor is represented by the plasma and this

has the inner radius, the sheath edge b and the outer one the medial plane h:

Ctotal =
Kε

ln
(

2h
b

)
+ ε ln

(
b
a

) (2.10)

From this the plasma frequency corrected for the presence of the sheath may be

expressed as:

ν2
p =

ν2
r − ν2

0

1−
(
ν0
νr

)2

Λ
(2.11)

where Λ = ln(b/a)
ln(2h/a)

The sheath correction is found useful for low electron density plasmas, where

the contribution of the sheath capacitance can be comparable as order of mag-

nitude with that from plasma. One method to avoid this problem is to increase

the separation between the prongs but this will lead to two side effects. The first

one will be an increase of the plasma perturbation and the second one a decrease

of the coupling signal.

2.3.4 Comparison with the Langmuir probe

Another benchmark of the hairpin probe has been performed using a standard-

ized diagnostic [47]. This is done by using a Langmuir probe developed by the

IPP Augsburg [48]. The probe (APS3), is an RF passive compensated design.

The probe results were previously calibrated using a microwave interferometer.

The experiments are performed in a cylindrical ICP experimental chamber pre-

sented in more detail in [47, 48]. The chamber has four flanges at right angles to

each other, and two additional ports at the top and the bottom of the cylindrical

chamber (with diameter Φ = 15.0cm). Pumping is done from one of the side

ports. Plasma is produced by an inductive coil antenna at the top port, which

is insulated by quartz plate and Faraday shield to limit the capacitive RF field

penetrating the plasma. The coil is powered by an 27.12 MHz RF generator with

a tunable matchbox. The RF power is ramped up to 350 W and the pressure

varied in the range of 6.0 - 30.0 Pa. Simultaneous measurements from the two

ports were collected. The Langmuir probe is mounted on the bottom port on the
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(a) H2 Ar mixture (b) D2 Ar mixture

(c) H2 He mixture (d) D2 He mixture

Figure 2.14: The electron density measured by Hairpin (black) and Langmuir

probe (red)

cylinder axis, while the hairpin is mounted on the perpendicular axis at one of

the side diagnostic ports. Both probe tips are 1.0 cm away from the center of

the plasma chamber. Figure 2.14 presents a comparison of the electron density

measurements taken simultaneously with a hairpin - black symbols, and a Lang-

muir probe - red symbols. The X-axis represents the concentration variation of

H2 (2.14a,2.14c) respectively D2 (2.14b,2.14d) in mixture with Ar (2.14a, 2.14b)

and He (2.14c,2.14d). It can be seen that the results obtained by both probes are

in good agreement.

The effect of an external magnetic field on the hairpin probe is studied. A
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set of permanent magnets is placed at each of the opposing flanges, with the

same orientation in such a way that the external magnetic is perpendicular to

the symmetry axis of the plasma chamber. The magnetic field at the center of the

plasma could be varied from 1.92 mTesla to 8.2 mTesla by varying the number

of magnets used. Figure 2.15 shows the measurements of plasma density in the

presence (2.15c, 2.15d) and absence (2.15a,2.15b) of the external magnetic field.

The gas used is helium at 10.0 and 15.0 Pa and argon at 5.0 and 10.0 Pa. The

input power varies from 180 to 250 W for helium and from 30 to 120 W for argon.

Again, both probes are in good agreement, except for the case of helium and no

magnetic field where the hairpin probe overestimates the electron density for all

input power values. Figure 2.15 shows that the hairpin measurements present

some scattered deviations from the general trend. These errors are introduced by

the signal to noise ratio and the automated resonance peak identification method

used.
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(a) Helium, no magnetic field (b) Argon, no magnetic field

(c) Helium B=1.92 mTesla (d) Argon, B=1.92 mTesla

Figure 2.15: Variation of electron density measured by Hairpin (black) and Lang-

muir probe (red) as function of power, with and without magnetic field for He (left

column) and Ar(right column)
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2.4 PIC simulation

Particle-In-Cell (PIC) simulations of CCP discharges provide accurate informa-

tion of plasma properties as particles energy distributions function without re-

quiring assumptions about the electric field or about the velocity distributions of

the simulated species.

The plasma volume is divided into discrete positions called cells. The position

and velocities of particles are calculated by solving the motion and field equation

for a particular moment in time. By repeating the calculation through successive

time-steps, the solution “relaxes” to the fully self-consistent solution of particle

densities, particle velocities, and fields. In this way the full kinetic behavior of

the particles are retained, making PIC simulations particularly useful in obtaining

information in the case of non-linear, inhomogeneous or anisotropic plasmas.[49,

50].

In practice PIC codes are classified depending on the number of dimensions,

the number of velocity components used to describe the particles, and the field-

equations that are solved (e.g. the code solving the entire Maxwell equation set

is called electromagnetic code whilst the code solving only the Poisson equation

is called electrostatic code.)

The simulation code used in this work is the “en” (written by Prof M.M

Turner, [51]). The code is a 1d3v - one dimensional displacement with three

velocity dimensions. It is a modified version of “xes” code written by the Berkeley

plasma theory and simulation group [52, 53]. It simulates a one dimensional

plasma-sheath-bounded system in a symmetric parallel plate capacitive discharge.

The code uses a “Leap-Frog” technique to interleave the field and motion

solvers. An initial condition is assumed, such that the particle positions ~ri(t) at

t = 0, and the particle velocities ~vi(t) at t = −1/2 time-step are known. From

the full set of particle positions at time-step t, the Poisson equation is solved to

give the spatial profile of the electric field, ~E(~r, t) at the grid-points

∇2Φ(t) =
e

ε0

∑
(ni( ~r(t))− ne( ~r(t))) (2.12)

where the summation is over the ion and electron species, ni and ne respectively.

Updated particle velocities are calculated from the previous known velocities and
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the electric field

~vi(t+ 1/2) = ~vi(t− 1/2) +
q

m
~Et(~ri)∆t (2.13)

The particle positions for time-step t+ 1 are calculated using Newtons equation

of motion from the positions at t and velocities at t + 1/2. External forcing

functions, such as the varying electrode voltages are included as boundary con-

ditions (surface charge) when solving the Poisson equation (Equation 2.12). By

iteratively progressing the solutions to Equations 2.12,2.13 using the “leap-frog”

technique, the spatial profiles of the plasma solution are carried forward in time

until the system reaches steady-state.

Plasma simulations are found to converge to a single solution independent

of the chosen initial conditions if a set of criterion are met. The first criterion

is that the time-step, ∆t, must be smaller that the shortest period of interest,

which is the plasma period 2π
ωpe

. The second criterion is that the grid-size must be

large enough such that individual particles do not transit more than one cell per

time-step, ∆x ≥ vfast/ ∆t (preventing “action at a distance” phenomena) and

small enough to resolve the smallest feature such as the sheath associated with

Debye shielding, ∆x < λD. The third criterion is that the number of particles

per cell is sufficiently large that the statistical variation is small, n0

∆x3
is large.

For most low-temperature plasmas, ∆t and ∆x are the limiting criterion,

and the minimum number of particles per cell is far exceeded. In addition, the

number of charged particles is very large ( 1014 − 1021 m−3), and it is practically

impossible to simulate such a large number of particles do to the computational

time required to follow so many particles and to sum each particles contribution

when solving Poisson’s equation. The solution is to simulate superparticles which

each represent a large number, N , of physical particles, often 103 or more. The

superparticles are defined as:

m∗ =
∑

N mi

q∗ =
∑

N qi
(2.14)

where m∗ and q∗ are the superparticles mass and charge, respectively. (Where

multiple ion species are followed a superparticle for each species is defined, and

the multiplier N may be different for each species.) Noting that in the equation
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of motion particles react to the field dependent on the ratio of charge to mass

(q/mi) the superparticles respond in the same way as the constituent particles

would, hence the superparticle has the same trajectory as the real plasma particle.

Collisions between particles are treated individually and are considered to

be instantaneous and discrete in time. They are introduced in the simulation

by the Monte Carlo Collision technique (MCC) which determines if and what

type of collision occurs. Collision probabilities are based on cross-sections of the

individual collisions from experimental and/or theoretical analysis, or by analogy

with known cross-sections. The set of collisions and their respective cross-sections

are listed in the Appendix A.

The drawback of such simulation technique in comparison with fluid or global

models is the computational time. Considering a larger number of particles in the

interaction, the computational power demand will increase considerably. Because

the collisionless and collisional motions are treated independently it is possible

to calculate the positions separately from the velocities computations. Hence if

the simulated space presents symmetric proprieties (i.e. cylindric geometry), it

is possible to reduce the number of coordinated used for computing the particles

positions while allowing the velocities to evolve in full three dimensional space.

This technique is used for reducing the computational time

The input files are created in such a way that the model investigates the same

experimental conditions as those used in the CIRIS experiment. Hence the pres-

sure varies from 5.0 Pa to 30.0 Pa and the peak-to-peak voltage from 100V to

750V. This helps to make a direct comparison of results for validating the mea-

surements and code. The code can be used to determine characteristics of the

plasma that are outside the operating regime of the system and/or to experimen-

tal results that are not obtainable by the diagnostic suite on the experimental

system.

To simulate the hydrogen plasma chemistry, the analyzed species include two

neutral particles: hydrogen atom H, and molecule H2 ; four charged particles:

electrons and the positive hydrogen ions H+,H+
2 and H+

3 . Also in the collision

chemistry set processes involving the internal energy states of H∗, H∗2 are taken

into account. The result is a set of 62 reactions between the above mentioned
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particles. These reactions are elastic collision, rotational and vibrational exci-

tation, dissociative excitation, ionization, charge exchange collision, dissociative

ionization, momentum transfer and electron capture. The chart of the reactions

used in the simulation can be found in Appendix A. Diagnostics of plasma param-

eters are performed at every 2.3x10−7 s. The parameters determined are spatial

profiles of the electric field, the potential, the displacement current and the flux

as well as density of each particle species. The mean energy density, the power

deposition within the plasma the thermal energy density and the collisions rates

also belong to this group. The last set of diagnostics performed are the drift

velocity, Debye length, the energy distribution function within plasma together

with the energy distribution of particles arriving at the surface of the electrodes.
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3

Characterization of steady state

hydrogen CCP discharge

Section 3.1 presents the basic features of the IEDF and their mathematical inter-

pretation. Section 3.2 presents the measured IEDFs versus pressure (5.0 - 30.0

Pa) and applied voltage (100 - 750 Vpp). In section 3.3 the PIC simulation results

for direct comparison to results from section 3.2, giving insights into the inter-

pretation of the experimental results, in particular to the formation pathways for

the different hydrogen ion species are presented. In section 3.4 the experimental

measurements of electron density using the floating hairpin probe are presented.

Section 3.5 presents a novel technique for determining the electron temperature

at the sheath edge, taking into account the ion energy distribution function and

the electron density at the sheath edge.

3.1 Energy resolved mass spectrometry

An energy resolved mass spectrometer is mounted onto the grounded electrode to

measure the ion and neutral fluxes arriving at this boundary (see Section 2.2.1).

Special caution is taken to preserve the symmetry of the discharge. This

reduces the number of phenomena which can occur in the discharge and simplifies

the model needed to simulate the system, since both electrodes can be considered
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Figure 3.1: Typical IEDF for H+
3 in CCP discharge

identical from the electrical point of view. However, in the experiment a small

negative bias is developed on the powered electrode (approximately 10% of Vpp).

The presence of the small dc bias leads to the conclusion that the charge collection

area is slightly increased at the grounded electrode.

Figure 3.1 illustrates a typical IEDF of H+
3 obtained in a hydrogen discharge

at 27.12 MHz, with the ion energy in electron volts (eV) is on the ordinate, and

the number of ions counted at the ion detector is on the abscissa. The number

of counted ions is proportional to the flux of ions reaching the electrode. The

proportionality factor is a function which depends on the sampling orifice area

and the instrument multiplication factor.

Assuming that the sheath in the front of the electrode is collisionless, the

potential variation is governed by the Child-Langmuir law, and one can write:

Vs(x) =
3

2

3

√
3MJ̄i

2

4eε20
x4/3 (3.1)

where Vs(x) is the sheath potential as a function of position, J̄i is the ion current

density measured at x=0 (at the boundary) and M is the ion mass [54]. In the
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case of an ion transiting from the plasma through the sheath to the boundary

the energy balance can be written as:

1

2
Mv2

x = e
(
V̄s − V (x)

)
(3.2)

Writing the energy balance equation, the ion velocity throughout the sheath

thickness can be determined [15]. The ion transit time is found by integrating

over space and neglecting the initial ion velocity:

τion = 3s̄

(
M

2eV̄s

)1/2

(3.3)

where s̄ and V̄s are the averaged sheath thickness and voltage. Normalizing the

ion transit time by the RF period τRF results in:

r =
τion
τRF

=
3s̄ω

2π

(
M

2eV̄s

)1/2

(3.4)

If r >> 1, then the ions will take many RF cycles to cross the sheath region. In

this case they will not respond to the instantaneous sheath voltage. Their final

energy at the boundary will depend on the averaged sheath voltage and will be

independent of the RF phase in which ions enter the sheath.

When r<<1, which is equivalent to τion << τRF , ions cross the sheath in

a small portion of an RF oscillation. Hence the phase of the RF voltage at

which they are entering the sheath is very important. As the ions are acceler-

ated/decelerated during a small fraction of the RF period, their kinetic energy

will be strongly affected by the instantaneous sheath field. An ion entering the

sheath when the sheath voltage is low will gain a small amount of energy from

the sheath electric field. Conversely an ion entering the sheath when the sheath

voltage is large will gain a large amount of energy from the sheath electric field.

Assuming a sinusoidal nature to the sheath potential and time-independent ion

flux into the sheath, more ions will enter the sheath during periods of very low

and very high voltage than for intermediate values when the sheath voltage is

changing most quickly in time. Hence the ion energy will have the shape of a

saddle, with the separation between the higher and lower peaks (Figure 3.1) equal

to the sheath voltage drop and centered on the mean sheath voltage.
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Considering that an IEDF is determined as described for the case r<<1, the

averaged sheath voltage can be expressed as V̄s = V1+V2
2

, where V1 and V2 are

the minimum and the maximum sheath voltage drops. The energy separation

between the peaks, ∆Ei, is expressed as:

∆Ei = e(V2 − V1) (3.5)

Calculating the ion energy distribution assuming a collisionless RF sheath, Benoit-

Cattin [54] found that the energy peaks separation can be expressed in the fol-

lowing way:

∆Ei =
4eV̄s
π

1

r
(3.6)

Equation (3.6) shows that the broadening of the IEDF is inversely proportional

to the ratio of ion transit time to RF period. If the frequency of the applied

RF voltage increases, the ions do not respond to the instantaneous voltage, and

as result, the broadening of the IEDF reduces. Therefore, taking into account

equation (3.3) the broadening of the energy peaks is inversely proportional with

the ion mass. Hence for the same experimental condition, the greatest broaden-

ing effect is expected to take place in the case of hydrogen discharges. Another

conclusion drawn from equation (3.6) is that separation of the peaks is propor-

tional to the RF input power. The last two results are valid only if the model

assumptions are met, namely: the sheath is collisionless and the initial velocity

of ions entering the sheath is negligible compared with the velocity that they will

gain from the sheath electric field. However, the Bohm criterion requires the ions

enter the sheath region with at least Bohm speed. This leads to the conclusion

that if there are no collisions or if the collisions are only elastic - ion flux con-

servation - then by measuring the IEDF at the grounded electrode, the plasma

properties at the sheath edge can be determined.

The integral of the IEDF from Figure 3.1 for all energy values will be pro-

portional to the total ion flux reaching the electrode, the proportionality factor

depending on the sampling orifice area, and the multiplication factor of the detec-

tor. If these factors are known or determined by experimental means, measuring

the IEDF leads to determination of the ion flux at the sheath edge.
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3.1 Energy resolved mass spectrometry

Nevertheless, this theory restricts the number of plasma discharges where it

can be applied. One restriction limiting the validity of this theory is the hy-

pothesis that there is only one singly-charged ion species with kinetic energy at

the sheath edge which is negligible in respect to the kinetic energy gained in the

sheath. In the case of multiple ions plasmas, the contributions of each individual

species to the total ion flux need to be determined. Another restriction is the

absence of ionization in the sheath region. For capacitive coupled hydrogen dis-

charges, at least three ion species are present in the sheath. Hence it is necessary

to characterize the ion energy spectra for each ion species to be certain that the

theory for determining the electron temperature at the sheath edge is applicable

to this case.
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3.2 Characterization of hydrogen CCP discharge

Figure 3.2: Measured IEDFs of H+
3 for hydrogen pressure of 5.0 Pa and different

peak-to-peak RF voltages

3.2 Characterization of hydrogen CCP discharge

The energy resolved mass-spectrometer mounted into the grounded electrode is

used to evaluate the energy spectra for all positive ions of the hydrogen discharge

for a large number of experimental conditions covering pressure range from 5.0

to 30.0 Pa, and RF voltage from 100 to 750 V peak to peak. In addition, the

”en” PIC code is used to simulate the same experimental conditions in order to

improve the understanding of the phenomena which occur in the sheaths.

Figure 3.2 shows the IEDF of the H+
3 ion for six different values of the dis-

charge applied voltage (100 V, 200 V, 300 V, 400 V, 550 V, and 750 V), with

5.0 Pa background gas pressure. As can be seen in Figure 3.2, the IEDFs present

a saddle shape in each case, and the central point of the structure shows an in-

crease in energy with increases in the applied voltage. At peak-to-peak voltage

Vpp = 750V the peak ion energy is 270 V. The lower ion energy is at 180 V. Look-

ing across different voltages the maximum ion energy scales as approximately

0.75 · Vpp/2 and ∆E scales approximately with Vpp. One will expect the maxi-
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3.2 Characterization of hydrogen CCP discharge

Figure 3.3: Measured IEDFs of H+
3 for a background pressure of 15.0 Pa and

different applied RF voltages

mum energy gained by the ions to be Vpp/2. The lower energy values measured

can be explained taking into account the 10% DC offset in the input voltage RF

waveform, presented in subsection 2.1.3. In addition the method used for measur-

ing the applied voltage does not give the actual value on the electrode surface but

at 20 cm away from it, due to the inductance of the line from the measurement

point to the front of the electrode facing the plasma. Therefore the voltage probe

can overestimate the input RF voltage.

Figure 3.3 persents the IEDFs of H+
3 ion for the same input voltages as those

in Figure 3.2 but for the 15.0 Pa case. With the increase in the pressure, the

IEDFs below the low energy peak in the saddle structure become more complex.

New peaks are seen at low energies, which indicates that a part of the ion flux is

formed within the sheath. One explanation of this phenomenon is the decrease

of the mean free path with an increase in pressure, thus creating an increase in

collisions within the sheath.

Figure 3.4, presents the H+
2 IEDFs measured at 5.0 Pa. The H+

2 ions are
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3.2 Characterization of hydrogen CCP discharge

produced in the bulk plasma by electron impact ionization.

e+H2 = H+
2 + e+ e (3.7)

However, as described in section 1.5, the H+
2 ion is quickly converted into H+

3 .

The small but finite ion flux of H+
2 at the full sheath voltage (270 V for Vpp =

750 V) is consistent with this description. H+
2 can also be formed by energetic

ion chemistry in the sheath via:

~H+
2 +H2 → H+

2 +H+
2 + e (3.8)

Similarly:

~H+
3 +H2 → H+

2 +H+
2 +H + e (3.9)

In equations 3.8 and 3.9 the vector symbol represents an energetic ion. The newly

formed “cold” H+
2 ion has a high probability of converting into H+

3 via a collision

with molecular H2. However, once accelerated by the field, an energetic H+
2 ion

is much less likely to be converted into H+
3 as this cross-section scales with 1/νion.

Comparing Figures 3.3 at 15.0 Pa and 3.4 at 5.0 Pa, it can be noticed that there

is a peak in H+
2 at 50-70 eV below the primary H+

3 peak (for example from the

saddle structure), and a concurrent secondary H+
3 peak due to conversion of the

H+
2 “cold” ion into H+

3 . The main source of H+
3 ions [23] is H+

2 association (see

equation 1.26). This also represents a loss source for H+
2 ions.

Figure 3.4 illustrates the IEDFs of the H+
2 ion reaching the grounded plate

for the experimental conditions, pressure 5.0 Pa and applied voltage from 100V

to 750V. This can be directly compared to H+
3 data in Figure 3.2 The presence

of a small flux of H+
2 at the same maximum energy as seen in the H+

3 spectra

demonstrates that some of the flux originates in the bulk plasma and experiences

the full sheath voltage. However, the majority of the ions in the sheath suffer

collisions which will determine changes in the final energy distribution. Figure 3.5

illustrate the IEDFs spectra of H+
2 for the same voltages as in the previous case

and 15.0 Pa pressure. As the pressure increases, the high energy tail is reduced,

with most of the existing ions being cooled down by charge exchange collisions

with neutrals or new ions are produced as a result of dissociation:

H+
3 +H2 → H2 +H +H+

2 (3.10)
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3.2 Characterization of hydrogen CCP discharge

Figure 3.4: Measured IEDFs of H+
2 for a background pressure of 5.0 Pa and

different applied RF voltages

The chemistry of the H+ ion is even more complex. In Figure 3.6, one can see

the energy distribution of H+ ion in the experimental conditions: pressure 5.0

Pa and RF voltage 100V - 750V. The average energy of H+ ions is less than the

sheath voltage, which shows that they are not accelerated in the full sheath width

but formed inside the sheath. The number of peaks that such energy distribution

presents corresponds to the number of RF cycles necessary for the ions to cross

the sheath and reach the sampling orifice mounted on the electrode surface. In

Figure 3.7 it is shown that the population of H+ is almost non-existent in case of

low applied voltages in comparison with the other two species of hydrogen ions.

Simulated results which will presented in the next section shows that for H+ the

energetic chemistry is driven in the sheath space.

For a given operation condition (RF voltage and pressure), integrating the

IEDFs over energy gives the total ion flux for that species. Summing over the

species gives the total ion flux for that operating condition. In Figure 3.8 the

relative ion fluxes for 5.0 Pa discharge are plotted as a function of the RF voltage.
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3.2 Characterization of hydrogen CCP discharge

In the experimental case

Figure 3.5: Measured IEDFs of H+
2 for a background pressure of 15 Pa and

different applied RF voltages

Figure 3.6: Measured IEDFs ofH+ for a background pressure of 5 Pa and different

applied RF voltages

53



3.2 Characterization of hydrogen CCP discharge

Figure 3.7: Measured IEDFs of H+ for a background pressure of 15 Pa and

different applied RF voltages

One of the first conclusions from this graph is that the H+
3 is the most dominant

ion species for all values of the applied voltage. It can be observed that, with

the increase of the input voltage, the number of H+
3 reaching the electrode is

considerably decreasing; in contrast, the H+
2 and H+ populations rise and partic-

ularly H+
2 which tends to become the most dominant ion species. This behavior

has two possible explanations: the first is a reduction in the probability of H+
2

association. This means that fewer H+
3 ions are produced and the loss of H+

2 is

also reduced. This reaction has a cross-section with a maximum for low energies.

By increasing the energy of particles, the probability of such reaction occurring

reduces. Another reason for decrease in the H+
3 population is the growth of H+

3

collisions. This is possible because the sheath width increases with the voltage in-

crease, and thus the probability of a collision with an energetic H+
3 ion increases.

If an H+
3 ion with the energy greater than 10 eV undergoes a collision, it will

dissociate, (3.10), producing a slow H+
2 ion. This explains why the H+

3 ion flux

reduces whilst the H+
2 flux increases. The same behavior is observed for higher

pressure. In figures 3.9a and 3.9b the relative ion fluxes for all three positive
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3.2 Characterization of hydrogen CCP discharge

Figure 3.8: The relative ion flux as a function of RF applied voltage and back-

ground gas pressure of 5.0 Pa. The black squares represent the H+ ions, the red

discs H+
2 and the blue triangles H+

3 ions.

55



3.2 Characterization of hydrogen CCP discharge

(a) 10 Pa

(b) 15 Pa

Figure 3.9: The relative ion flux as a function of RF applied voltage (a) 10 Pa

and (b) 15 Pa. The black squares represent the H+ ions, the red discs H+
2 and

the blue triangles H+
3 ions.
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3.2 Characterization of hydrogen CCP discharge

hydrogen ions are shown. In comparison with the previous case (5.0 Pa) a more

dynamic chemistry can be observed. For low voltage values the H+ flux is higher

than H+
2 in both cases. Increasing the applied voltage, the H+

2 flux grows while

the H+ is maintained constant and H+
3 decreases. At 750V applied voltage, H+

2

becomes the most dominant ion. The explanation for this is that with pressure

increase the mean free path decreases, increasing the collision probability.

Figure 3.10 depicts the flux of ions reaching the electrode as a function of

peak-to-peak applied voltages. For 10.0 Pa and 15.0 Pa operational conditions

the total ion flux increases linearly with Vpp. At 5.0 Pa the curve presents a

maximum for 400 V. For values of the applied RF voltage higher than 400V the

number of ions reaching the electrode in unit time decreases. This reduction

can be observed in Figure 3.2 where for applied voltages of 550V and 750V the

height of the high energy peak is disproportionately dropping. The same behavior

is observed for the 10.0 and 15.0 Pa cases but apart from the loss of height of

high energy peak one can observe the rise of peak for small energy values. (at

approximately one third of the peak energy Figure 3.3).
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3.2 Characterization of hydrogen CCP discharge

Figure 3.10: Total ion flux as function of the applied RF voltage for three different

discharge pressures; (5.0 Pa - black squares, 10.0 Pa - red circles, 15.0 - blue

triangles)
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3.3 PIC simulation results for steady state plasma

Figure 3.11: Simulated IEDFs for hydrogen ions; the black line represents H+,

the red line H+
2 and the blue line H+

3 ions in the experimental conditions of 15.0

Pa background pressure and 300 V input RF voltage

3.3 PIC simulation results for steady state plasma

In running the PIC simulation, the experimental conditions are chosen to be the

same as for the experiment in order to directly compare the results and extend

the interpretation. In order to achieve this, an extensive set of simulation runs

covering all pressure and entire RF voltage space is performed. Figure 3.11 shows

the simulated IEDFs for all positive hydrogen ions studied. The simulated results

are directly compared with the experimental ones presented in figures 3.3 - 3.7

Figure 3.12 presents a comparison of the measured and simulated H+
3 IEDFs;

The red line shows experimental data, while the black line represents the simu-

lated results for the experimental conditions of 10 Pa and 300 V. The shapes of

the IEDFs for H+
3 are very similar. The relative height of peaks and the energy

separation are proportional. However, the peaks energy for the simulated results

are higher than for the experimental ones. This can be explained by the nature

of the simulation, which is a 1D code, compared with the experiment, in which
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3.3 PIC simulation results for steady state plasma

Figure 3.12: Comparison of measured (red) and simulated (black) IEDFs for 10.0

Pa and 300 V

particle losses take place in a 2D space. In addition, in the experiment there is a

finite impedance of the plasma to the chamber, which will determine a lower RF

voltage sensed by the plasma.

The ion species flux at the grounded electrode (Figure 3.13) exhibits a similar

behavior to that observed in the experimental case (Figure 3.9a). At 10 Pa, the

H+
3 flux decreases by 40 % with the increase of the applied RF voltage. However,

unlike from the experiment, in the simulation, the H+ flux does not dominate

the H+
2 flux in any circumstances.

In plotting the flux of ions arriving on the electrode, only ions which strike

the electrodes surface perpendicularly are taken into consideration . In the ex-

periment even if the sampling orifice is very small (10 µs) some focal aberrations

can occur.
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3.3 PIC simulation results for steady state plasma

Figure 3.13: Simulated relative ion flux as a function of RF applied voltage for

10 Pa (H+ - black squares, H+
2 red circles, H+

3 blue triangles)

3.3.1 Angular distribution of the IEDFs

Because the PIC simulation includes all three velocity components, is capable of

investigating the variation in IEDFs for different incident angles onto the elec-

trode. However, the angular resolution impacts the total simulation run time.

For a realistic comparison with the experiment the resolution of the experimental

device is roughly estimated. In the experiment, the ions are sampled by the sam-

pling orifice of the mass-spectrometer. Considering this to be as schematically

shown in Figure 3.14, for a particle to pass through the system, its incident angle

should not be greater than ϕmax which is given by:tanϕmax = L
d

where L is the

thickness of the orifice and d represents its diameter. In the experimental case

these values are L = 25µm and d = 10µm which gives a value for ϕmax of 21.81◦.

If an ion enters the orifice space with an angle greater than ϕmax, it will strike

the orifice walls and will not be detected.

In the simulation, the angular resolution has been chosen to be ∆φ = 3.6◦.

Plotting the IEDFs for different incident angles, it is noticeable that the ion den-

sity decreases dramatically with increasing angle, as is shown in the Figure 3.15.
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3.3 PIC simulation results for steady state plasma

Figure 3.14: Sketch of sampling orifice and incident angles

Therefore, the contribution of ions that are not perpendicular to the electrode to

the total ion flux at the electrode surface is negligible.

3.3.2 Charged particles density profiles

The PIC simulation diagnostics can determine the density profile for each charged

species. This subsection presents a correlation of the results from the simulation

with the results from the mass-spectrometer.

Figure 3.16 plots the results of the simulated spatial density profile for each

charged particle species. The density axis is logarithmic in order to better dis-

criminate the density variation in the sheath. Figure 3.16 shows that, as in the

experimental case, the dominant ion species is H+
3 . They are found in relatively

large proportions in the bulk plasma and also in the sheaths. Another interesting

feature of the discharge that is revealed by the simulation is that the H+ forms

mainly in the sheath space, close to the electrodes. Looking into the hydrogen

chemistry set, the reactions from equation 1.27 are found to be the dominant

mechanisms for the production of H+. The fact that H+ forms mainly within

the sheath, closer to the electrode boundary, indicates that the precursor particles

are highly energetic. From the set of reactions responsible for H+ production,

the greatest cross-section for high energies is the dissociation of H+
3 . This reac-

tion occurs without any energy transfer to the target molecule. Hence the newly
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3.3 PIC simulation results for steady state plasma

Figure 3.15: Simulated IEDFs of H+
3 for 10.0 Pa and 300 V RF input voltage

for three different incident angles; (black line π/2, red line π/2 + ∆φ, and blue line

π/2 + 2∆φ) where ∆φ = 3.6◦

Figure 3.16: Simulated density profiles for electrons and positive hydrogen ions

for 20.0 Pa and 300 V input RF voltage. The black line represents the electron

density, red represents H+, green H+
2 and blue represents H+

3 .
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3.3 PIC simulation results for steady state plasma

Figure 3.17: Density profile of H+ for 10.0 Pa and variation of RF applied voltage

formed H+ inherits the energy state of the H+
3 . In agreement with this result,

Figure 3.17 shows the density profile of H+ for different applied voltages. If the

voltage increases, the H+
3 ion will gain the necessary energy much faster. Hence

the reaction will take place closer to the sheath edge for higher voltages.

The H+
2 density profile (Figure 3.18) presents an interesting feature with a dip

in the middle of the bulk plasma and a rise around the pre-sheath region. Plotting

the density profile for the same applied voltage but for different pressure values

(Figure 3.18), the density dip in the middle of discharge scales with pressure.

The total number of H+
2 decreases with the growth of the pressure, however, the

flux of H+
2 reaching the electrodes raises monotonically. The result in Figure 3.18

agrees with the hypothesis of H+
3 forming within bulk plasma and is the result

of H+
2 association (1.26). Approaching the sheath boundary, another process

becomes dominant. In this region, the electrons gain enough energy to ionize

the background gas through impact collisions, forming H+
2 . The H+

2 association

takes place throughout the entire discharge volume, but the formation of H+
2 by

impact ionization is greater at the sheath edges. This explains the dip in the

center of the discharge in the density profile.
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3.4 Hairpin measurements

Figure 3.18: Averaged density profile of H+
2 for 300 V applied voltage and pres-

sure variation: 10.0 Pa red, 15.0 Pa - blue, 20.0 Pa black

3.4 Hairpin measurements

The hairpin probe, which is described in section 2.3, is used to measure the elec-

tron density spatial profiles for a direct comparison with those determined by

the simulation. For this experimental setup, the prongs of the probe are bent in

an L-shape and they are parallel to the electrodes.This provides a better spatial

resolution for this particular plasma source design without affecting the probe

performance. Using this arrangement, the spatial profile of the electron density

is determined. The probe is mounted on the grounded electrode port and a scan

versus the position between the electrodes is performed with a resolution of 2.0

mm. In the case of hydrogen discharges, the total plasma density is relatively

low compared with argon or helium plasmas. In the sheath space, the electron

density is even lower and in some cases this drops under the minimum density

value that can be measured using the hairpin probe. Figure 3.19 illustrates the

electron density profile comparison between the PIC simulation and hairpin mea-

surements for 15.0 Pa gas pressure and 400 V peak-to-peak applied RF voltage.
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3.4 Hairpin measurements

Figure 3.19: Comparison of measured electron density profile for 15.0 Pa gas

pressure and 400 V; (red diamonds) with simulated one (black squares)

In figure 3.19 one can observe that the simulation overestimates the plasma den-

sity compared with the results obtained by the hairpin probe. This can be a

consequence of the fact that the losses in the model are in one dimensional space

(only to the electrodes surface) whereas in the experiment they occur in the two

dimensions (the quartz confinement tube acts as a recombination surface). How-

ever, analyzing the sheath width region, it is noticeable that the ratio between the

simulated and measured densities changes. This is actually an error introduced

by the hairpin method used. Because the electron density is decreasing towards

electrodes, there is a critical point in the discharge space, point where the electron

density is below the sensitivity threshold of the hairpin. Around this the errors

in measurement become important and affect the reliability of the data. There is

also a systematic error introduced by the signal to noise ratio and by the method

used to determine the resonance peak, as described in section 2.3.

Figure 3.20 presents the density profiles for 10 Pa background gas pressure

and for four different applied voltages. It can be seen in the graph that all data

points for the position 22 mm do not match the overall trend. It has been proved
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3.5 Indirect measurements of electron temperature

Figure 3.20: Measured electron density profile for different applied voltages and

10 Pa background gas pressure

that this is an artifact of the probe as described in section 2.3.

3.5 Indirect measurements of electron temper-

ature

Previous sections have presented the characterization of the hydrogen CCP plasma

using an energy resolved mass-spectrometer and a microwave resonance probe in

conjunction with a PIC simulation. With the help of these methods, it is possi-

ble to collect the information about the energy distribution of ions striking the

electrodes, the ion composition of plasma, and the dynamical chemical processes

involved. In addition the electron density is measured across the inter-electrodes

distance. For a better description of plasma, it would be advantageous to deter-

mine the electron temperature.

Analyzing equations (3.4) and (3.6), one can find that the peaks separation,
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3.5 Indirect measurements of electron temperature

∆E, depends on the sheath potential drop and the mean sheath width:

∆Ei =
8eṼs
3s̄ω

(
2eV̄s
M

)1/2

(3.11)

where s̄ represents the mean sheath width and Vs the instantaneous sheath volt-

age, which is assumed to be sinusoidal given by: Vs(t) = V̄s + Ṽs sinωt. Substi-

tuting the sheath thickness in (3.11) results in:

∆Ei =
8eṼs
ω

(
2eV̄s
M

)1/2
1√
2λD

(
kTe
2eV̄s

)3/4

(3.12)

Substituting for the Debye length and solving the equation 3.12 for the electron

temperature yields:

kTe =
ω4eV̄s

512
(
eṼs

)4

(
ε0M

n

)2(
∆Ei
e

)4

(3.13)

Measuring the electron density at the sheath edge and in the assumption of the

ion flux conservation it can be written that:

Γ(x = 0) = Γ(x = s̄) (3.14)

which is equivalent with:

Γ(0) = nevB = Γ0 (3.15)

where ne is the electron density at the sheath edge and vB is the Bohm velocity

[15] which is introduced by equation (1.16). Because the quasineutrality condition

is still true at the sheath edge, n = ne = ni, measuring the electron density at the

sheath edge and the energy spread of the IEDF, the plasma electron temperature

at the sheath edge can be determined.

Figure 3.21 shows the ion energy spread of the saddle-structure, the sheath

voltage, the measured sheath-edge density, and the resultant electron temperature

from Equation 3.13 for discharge pressure of 5 Pa - black squares, 10 Pa - red

dots and 15 Pa - blue triangles. For constant values of the pressure, an increase

of the electron temperature with the rise of the input voltage can be observed.

A sensitive point of this theory is the determination of the sheath edge position.

Although the sheath edge was introduced from the early times of the plasma
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3.5 Indirect measurements of electron temperature

Figure 3.21: Plot of energy broadening, averaged sheath potential, electron den-

sity at the sheath edge and calculated electron temperature as a function of the

input voltage for three values of the gas pressure (black squares 5.0 Pa, red circles

10.0 Pa, blue triangles 15.0 Pa)
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3.5 Indirect measurements of electron temperature

theory [55], the scientific community does not entirely agree on how the sheath

edge is defined [56, 57, 58, 59].

The model predicts the electron temperature with large errors especially for

the low pressure case. This is due to the electron density square dependency of the

plasma temperature in 3.13. For the low density case the hairpin approaches its

lower sensitivity limit and its results are affected by the sheaths forming around

hairpins prongs. The result depicted in Figure 3.21 contradicts with the global

models [15], which predict an insensitiveness of the electron temperature with

plasma density and furthermore with input power. The results of the present

model show an increasing tendency of electron temperature to the input power.

This can be determined by the electron density measurements, which does not

scale with the power as predicted by the global models.
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4

Study of the afterglow

phenomena in a hydrogen CCP

discharge

Pulsed plasmas have been successfully used in material processing applications,

such as reactive ion etching [60], plasma immersion ion implantation [61], pulsed

magnetron sputtering [43], plasma polymerization [62] and for producing ener-

getic electron beams such as pseudospark discharges [63, 64]. The advantages of

operating the discharge in pulsed mode vary with the type of application. For ex-

ample, by operating a magnetron sputtering target in pulsed mode, better quality

coatings are deposited on a substrate when compared to dc-magnetron sputter-

ing. This is related to enhancement in plasma density, electron temperature and

ion energy distribution [60].

The present investigation entails experimental measurement of the ion energy

distribution and electron density during the transition from the on-phase (ac-

tive plasma) to the off-phase (afterglow plasma) of a pulsed H2 discharge, in a

confined symmetric electrode system powered by applying a 27.12 MHz radio-

frequency voltage with a 50.0% duty-cycle and 1.0 ms period. The IEDFs in the

afterglow are measured using the Hiden energy resolved mass-spectrometer. The

electron density decay is measured using the floating hairpin resonance probe.
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4.1 Evolution of IEDFs in the afterglow

The experimental methods used for time resolved measurements are described in

section 2.1.

In order to collect the ion energy distribution function, the collector is gated

for 1.0 µs collection period at a fixed time in the pulse period. The data is

collected over multiple pulses, assuming the pulses are equivalent. After collating

the energy spectra at the given time delay, the time delay is incremented. In

this way, complete time resolved energy spectra are obtained. In oder to measure

the electron density, the microwave source is set to a frequency and the probe

signal is collected over the full pulse cycle. The probe signal peaks when and if

the probe and the plasma system are in resonance. At subsequent pluses, the

frequency is incremented and the time of the new resonance is recorded, yielding

density versus time in the pulse.

Similar to the steady state case, the en PIC code is used to simulate the

pulsed discharge. The code is run with the input file describing the desired

experimental conditions to reach steady-state. After simulating ≈ 50.0µs, steady

state is achieved and the simulation run is stopped. The input file is modified

with the voltage on the powered electrode set to zero volts. The simulation is

restarted using the particle positions and fields of the steady-state solution. The

plasma parameters are tracked as the plasma relaxes under the conditions of no

driven RF voltage. In this way is created the modulation of the input RF voltage

comparable with the experiment.

4.1 Evolution of IEDFs in the afterglow

The transitory phenomena are known to have a great impact in many physi-

cal systems, and studies of these have been a great challenge for physicists even

from the beginning of the previous century. They recognized the importance of

the transitory phenomena which occur in different systems. The time resolved

measurements have become popular in the recent years due to increased devel-

opment of fast acquisition techniques. In this work, the energy resolved mass-

spectrometer is used to determine the evolution of the ion energy distribution

in the afterglow. With the setup shown in Figure 2.7, the discharge is pulsed
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4.1 Evolution of IEDFs in the afterglow

Figure 4.1: The temporal evolution of the H+
3 into the afterglow for 15.0 Pa and

300 V (in the ON phase)

with a duty cycle of 50.0% at a frequency of 1.0 KHz. The plasma pulse and

the mass-spectrometer detector are synchronized. The detector is enabled for

a 1.0 µs period in the afterglow. The experimental conditions cover the same

operational space as for the steady state case (peak to peak voltage 100V - 750V,

pressure range 5.0 to 30.0 Pa). The IEDFs are determined using the procedure

described in section 2.2.2. The resolution of the mass-spectrometer is one mi-

crosecond. The H+
3 ion decay is chosen for study because it is the dominant ion

species for this discharge, as shown in section 3.2. It has also been shown that

the H+ ion is produced within the sheath space. The H+
2 is mostly produced

localized at the sheath boundary. Thus the IEDFs of H+ and H+
2 do not contain

the same amount of information as the IEDFs of H+
3 , which are produced within

the plasma bulk. The data for H+
3 ions is represented in Figure 4.1 where the

X axis is the time in the afterglow, the Y-axis is the ion energy and the colors

represent the ion counts in unit time.
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4.1 Evolution of IEDFs in the afterglow

In figure 4.1 the X axis starts from 25 µ because there is a delay of approx-

imately 25 µs between the RF-OFF trigger and the beginning of the decay in

the mass-spectrometer signal. The first 1 µs is due to an internal delay in the

RF generator; this can be seen in Figure 2.4b. The remaining delay is due to

the ion transit through the mass-spectrometer. The pass-energy of the mass-

spectrometer is set at 40 eV. In section 2.1 the mass-spectrometer is described.

The ion beam travels through the mass-spectrometer body at a constant speed,

except for two sections. The first one, the sampling section, is the section where

the ions are sampled, focused, and accelerated to the 40eV energy. This section is

much smaller than the constant energy part. The second section is the detection

section, where ions are decelerated to a constant energy (≈ 2eV )in order to be

easily detectable by the detector. The space extent of this section is very limited.

For the H+
3 ion, the time of flight in the mass-spectrometer body is calculated to

be approximately 22-23 µs.

The false color chart represents the measured amplitudes, with red for the

highest and blue for the minimum. In Figure 4.1, the high energy peaks (for

example, the peak at 108 eV) decay quickly (in about 5.0 µs), while the low

energy peak (below 10 eV) persists into the afterglow for an additional 12 µs.

This behavior seems rather unusual, since one would expect to observe a cooling

down of the high energy states. Instead, a coexistence of high and low energy

peaks for about 5 µs is observed.

Repeating the same experiment with the simulation code a fast decay of the

H+
3 energy is obtained. In this case, the number of ions in high energy state

decreases to zero in less than one microsecond. The fast decay seen in the simu-

lation data explains the total disappearance of the high energy population in the

measurements performed with the Hiden system. Because these measurements

have a minimum time resolution of 1 µs, a resolution limited by the detector

construction, the instrument is not sensitive to resolve the faster, smooth decay

of the ion energy seen in the simulation. However, it is notable that the long

persistence (approximately 10 µs) of the low energy ion population exists in both

experiment and simulation. The Hiden system detects a persistence of 3 eV ion

population in the afterglow for 10 µs after the high energy ion population disap-

pears. A similar behavior was reported by [65] for a hydrogen inductive coupled
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4.1 Evolution of IEDFs in the afterglow

Figure 4.2: Simulated temporal evolution of the H+
3 into the afterglow for 10.0

Pa at 300 V

discharge (ICP), where a peak in the H+
3 energy distribution remained constant

at a value of 2.0eV for approximately 500 µs. The 3eV energy peak of ions reach-

ing the electrode corresponds to a sheath sustained by an electron population

with temperature of 0.75 V. This result is surprising as one would expect the

electron temperature to drop monotonically, with a constant rate to zero. The

long persistence of the electron population into the afterglow could be the result

of super-elastic collisions between electrons and vibrationally excited molecules.

Vibrationally excited molecules are created during the ”ON” phase of the pulse

cycle and they persist further into the afterglow because of a relatively longer

lifetime. The super-elastic collision is described the equation 4.1 where ~e repre-

sents the electron which gained energy equal to the energy lost by the hydrogen

molecule due to transition from the excited state ν = x+ 1 to the lower energetic

state ν = x.

e+H2(ν=x+1) → ~e+H2(ν=x) (4.1)

Super elastic collisions (SEC) for hydrogen have been reported [66, 67]. It is

theoretically predicted that the cross sections of SEC increase with a decrease in
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4.2 Electron density decay in the afterglow

the electron energy.

4.2 Electron density decay in the afterglow

The temporal evolution of the electron density is measured using the hairpin

probe setup, as described in section 2.3. The experimental conditions are the

same as for the previous experiment (the peak to peak RF voltage in a range of

100V to 750V at 27.12 MHz and background gas pressure varying from 5.0 Pa to

30.0 Pa in 5 Pa steps). Simulation of the temporal decay of the electron density

is performed using the same values for the gas pressure and applied voltage as in

the experiment.

4.2.1 Time resolved measurements of the electron density

using the hairpin probe

Figure 4.3 presents the electron density measurements are performed in the center

of the discharge. It can be observed that for the ”ON” phase with constant applied

RF voltage, an increase in the gas pressure results in increase of the measured

electron density. This is expected, because, increasing the pressure, leads to a

decrease in the mean free path, hence increasing the collision probability. As a

result, the ionization rate rises and the measured electron density should therefore

increase.

Figure 4.4 plots the curves of electron density versus time into the after-

glow. Also shown is the measured RF voltage waveform at the electrode. It is

worth noting that the RF voltage oscillation reduces to practically zero within

3 RF periods (0.1 µs). For time intervals greater than 25 µs into the after-

glow, the electron density shows a monotonic decay for all gas pressures. The

high-frequency oscillations seen in the electron density are thought to be anoma-

lous and caused by pulse-to-pulse variations, although the 40 MHz bandwidth

of the hairpin technique used here would be sensitive to electron oscillations in

an ion-acoustic timeframe, but not at the electron plasma frequency. The most

surprising result occurs during the initial 25 µs of the OFF phase. During this
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4.2 Electron density decay in the afterglow

Figure 4.3: The electron density in the ON phase of the discharge as function

of the hydrogen pressure for 500V (red) and 400V (black) applied voltage, in the

middle of discharge (d = 25.0 mm)
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4.2 Electron density decay in the afterglow

Figure 4.4: The electron density decay in the afterglow for 15 Pa (black), 20 Pa

(red), 25 Pa (blue) and 30 Pa (green) and discharge RF voltage 500 V. The purple

line represents the voltage waveform.

small time window, the electron density suddenly increases, followed by a mono-

tonical decrease until the density drops below the instrument sensitivity. This

anomalous density rise is seen for all pressures and RF voltage combinations.

In seeking an explanation of the anomalous density increase, in the first in-

stance it is necessary to determine whether this behavior can be explained by

experimental errors in the RF power or plasma density diagnostic system. In

the literature, such jumps of the plasma parameters have been reported and at-

tributed to an overshoot of the RF power supply. Figure 2.4b illustrates that, in

the CIRIS experimental setup, the electrode voltage does not exhibit any over-

shoots. The next step is to question the diagnostic method. It is important

to determine whether the measured values are “true” results, and not a false

measurement due to sheath formation. In order to answer this question, it is nec-

essary to return to the hairpin theory. Recall that, the hairpin probe measures
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4.2 Electron density decay in the afterglow

the dielectric constant of the medium between the hairpin prongs. As described

in section 2.3.3, if a sheath forms around these prongs the electron density will

be underestimated.

Figure 2.13 illustrates the hairpin prongs and considering that a sheath forms

around each of these prongs. Because there are no electrons in the sheath regions,

the dielectric constant is equal to the vacuum dielectric constant ε0. In this case,

the hairpin will underestimate the electron density with a factor which depends

proportionally on the sheath thickness in relation to the space between the hairpin

prongs. Increasing the gas pressure and keeping the RF voltage constant, the

plasma density increases monotonically (Figure 4.3). From the sheath thickness

relation:

s =

√
2

3
λDe

(
2eV

kTe

)3/4

(4.2)

recalling the Debye length as defined in 1.6, by introducing it in the sheath width

relation 4.2, it is found that the sheath width depends inverse proportionally on

the square root of the plasma density. Hence an increase in the plasma density

will lead to a decrease in the sheath thickness. Returning to the assumption about

sheath formation around the hairpin prongs, an increase in electron density leads

to a decrease in the electron density underestimation due to the sheath effect

reduction. From Figure 4.3, it can be noted that the plasma density is greater at

high pressures. From equation (4.2), the sheath thickness, and thus the density

error, decreases with growing plasma density. However, the experimental data

shows that the difference between the “on-state” density and the peak in the

anomalous “off-phase” density is greatest at the high density case. Thus any

error caused by the floating hairpin that completely follow the plasma potential

oscillation would further increase the observed plasma density rise during the first

25 microseconds of the afterglow.

In order to test this hypothesis, it is supposed that the overshoot effect is due

to the sheath formation around the hairpin prongs during the ON phase. The

sheath around the prongs is giving a falsely anomalously low density during the

on-time. In the afterglow, when the RF voltage is switched OFF, the sheath

collapses. For an increase in the background pressure, the sheath thickness de-

creases. This implies that the underestimation effect should become smaller with
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4.2 Electron density decay in the afterglow

Figure 4.5: Simulated electron density decay for 15.0 Pa and 400 V

pressure increase. However, the data shows that the overshoot substantially rises

with pressure, which is in contradiction with the above model. The sheath effect

on the hairpin probe will be more visible for low values of plasma density and

will have less effect on the results for higher density values. Thus, an explanation

of the density rise based on the formation of an RF sheath around the hairpin

resulting in an underestimation of ne is false.

It should be noted that, from its design, the hairpin is a floating metal probe

in contact with plasma and with high RF impedance to the ground. The intent of

this design is to prevent the formation of RF sheaths around the prongs, allowing

for an accurate measurement of the electron density.

4.2.2 Time resolved simulation results

Figure 4.5 shows the evolution of the simulated electron density in the afterglow.

The x-axis represents the time in microseconds, and zero is the moment when

the RF power is switched OFF. The y-axis represents the position between the
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4.2 Electron density decay in the afterglow

Figure 4.6: The electron density from the PIC simulation in the afterglow for 15

Pa and 400V for different spatial positions in the discharge.

electrodes. Density is depicted using the false-color scale, from blue at the lowest

to red at the highest, overlayed with equally spaced contour lines. The decay of

the electron density can be seen. In addition, the collapse of the RF-sheath

is illustrated by the increase in the electrons penetrating the space near the

electrodes.

Because the color representation in Figure 4.5 is not sensitive enough to ob-

serve fine variation in the density, a few spatial points are chosen and the same

data is plotted in a two-dimensional manner in Figure 4.6. Here, the vertical

dashed line refers to the moment when the power is switched off. In this repre-

sentation, there is a small increase in the plasma density for positions close to

the center of the discharge (25 mm, 20mm) immediately after the RF voltage

is switched off. For probe positions of 5 and respectively 10 mm the increase

is extended in time. The latter increases can be explained by the collapse in

the electron temperature and therefore the collapse in the RF sheath and the

associated pre-sheath. When the sheath potential collapses, the electrons pene-

trate the space closer to the electrodes. In the experimental case, the electron
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4.2 Electron density decay in the afterglow

Figure 4.7: The experimental electron density evolution in the afterglow for three

different positions measured in respect to the powered electrode. The black line

represents the center of discharge (25.0 mm), the red line represents 20.0 mm and

the blue one represents 15.0 mm in front of the powered electrode.

density within the sheaths cannot be measured due to the low electron density,

which is lower than the values which a hairpin can measure. These results are

shown in Figure 4.7. The peak ratio decreases from the middle of discharge to

the electrodes.

4.2.3 Discussion of the time resolved results

Casting the phenomenon in terms of particles balance, the possible explanation

for this distinct rise in electron density could be attributed to the following mech-

anisms: (i) additional ionization or sustainment of ionization in the decay phase;

(ii) reduced losses to the boundaries. A combination of these effects could lead

to enhancement in plasma density.

In a symmetric CCP-discharge, the displacement current through the high

voltage sheath at each electrodes are conserved by oscillatory fast electrons in
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4.2 Electron density decay in the afterglow

the bulk plasma. Therefore bulk plasma is comprised of plasma electrons npe and

ions ni, a fraction of hot plasma electrons nhe, and a component of fast oscillatory

electrons nfe. The contribution of the fast oscillatory electrons will monotonically

decrease with time after t ≈ 2µs. However, the plasma electrons and most of the

hot electrons are still confined in the discharge due to significant negative poten-

tial on the electrode until the external blocking capacitor is fully discharged. Fast

residual electrons from the post active-discharge could contribute to ionization

process as these electrons are rapidly cooled through successive collisions with

neutrals while their energy approaches close to the ionization threshold. If the

loss mechanisms do not change significantly from that in the active phase, then

this would increase the density as observed in the present investigation.

With this increase in overall electron density, the ion density must also increase

in order to maintain the quasineutrality of the plasma, ni ≈ npe + nfe. This

happens self-consistently since the losses to the walls via ambipolar diffusion are

significantly reduced due to decrease in Te, as a result of electron cooling in the

afterglow.

The second hypothesis is sustained by the “field reversal” phenomenon [68,

69]. The phenomenon appears in the hydrogen discharges due to relatively high

mobility of the hydrogen ions During the field reversal period, results a strong

electronic current. Once the applied voltage is turned off, the field reversal is no

longer present. This implies that, immediately after switching off the power, the

net electron collection decreases. It should be noted that during the ON phase,

a negative DC bias is developed. Figure 4.8 presents the voltage at the powered

electrode at the end of the ON phase. One can see that the powered electrode

voltage extinguishes through a DC bias which will decay to zero in approximately

2 µs. This decay time is determined by the quality factor of the tuning element.

During this time, the slow electrons are repelled by the powered electrode, which

is negatively biased. Hence, during this transient, the recombination boundary

of electrons reduces in comparison with the recombination boundary during the

ON phase. A combination of these two effects could lead to an enhancement in

plasma density.

A further effect which will lead to an increase in the ion density is the ion

neutral collisions in the sheath. The collisions in the sheath will reduce the ion
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4.2 Electron density decay in the afterglow

Figure 4.8: The voltage waveform of the powered electrode at the end of the ON

phase.
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4.3 Determination of the electron temperature

Figure 4.9: The ratio of the peak density in the afterglow to the density in the

ON phase vs. the peak to peak voltage for different values of the gas pressure. The

position of the probe is in the center of the discharge with the plane of the hairpin

parallel to the electrode surface.

mobility, hence the ion loss to the walls and will further enhance the plasma

density in the afterglow. This is consistent with the data shown in Figure 4.9,

which shows that the normalized peak density with the density during the active

phase, rises with increase of the gas pressure.

4.3 Determination of the electron temperature

The earlier results [70] relate the Debye length to the discharge chamber ratio

with the diffusion process. Hence, if the Debye length is much smaller than the

discharge characteristic length, the diffusion processes are governed by ambipolar

diffusion. This is the case for the early afterglow, when the plasma density is

large. After the plasma density decays and the Debye length becomes larger than

the characteristic length of the system, the diffusion becomes a free fall diffusion.
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4.3 Determination of the electron temperature

In this case the loss rate can be written as:

∂ne
∂t

= −νdiffne − αn2
e + βn2

i (4.3)

where νdiff represents the diffusion rate and is given by νdiff = D
Λ2
c
, with D the

diffusion coefficient and Λc the characteristic length of the discharge; α and β

refer to the losses and production due to the recombination of electrons with

hydrogen ions.

Assuming, in first instance, that the decay of electrons is governed only by

the diffusion processes, and neglecting the recombination processes for the early

stages of the afterglow, introducing in equation (4.3) the diffusion coefficient:

D = µion
kTe
e

(4.4)

which is proportional with the electron temperature, (4.3) becomes:

∂ne
∂t

= −µion
Λ2
c

kTe
e
ne (4.5)

In [71] a separation of variables for the early stages of the afterglow is proposed.

Hence the electron density evolution can be written as:

ne = ne0e
−t/τ (4.6)

where τ = Λ2
c

µi

e
kTe

. Using equation 4.6, one can determine the electron temperature

at the e-folding time into the afterglow to be 0.35 eV. Rewriting equation 4.5 to

express the electron temperature function of the density variation the following

equation is obtained:
kTe
e

= − Λ2
c

µion

(
1

ne

∂ne
∂t

)
(4.7)

The electron density is numerically differentiated, and equation 4.7 can be used

to determine the electron temperature as a function of time in the afterglow. In

the above theory, the unexpected rise in the density is neglected and the afterglow

is considered to start once the electron density is falling.

Figure 4.10 plots the time evolution in the afterglow of the measured electron

density (red line) in the center of discharge and the estimated electron tempera-

ture (black line). As expected, the electron temperature decay is slightly faster
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4.3 Determination of the electron temperature

Figure 4.10: Evolution of measured electron density (red) and electron temper-

ature (black) in the afterglow

Figure 4.11: Evolution of simulated electron density (red) and electron temper-

ature (black) in the afterglow
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4.3 Determination of the electron temperature

than the density decay. The results are consistent with the results presented

in section 4.1, which predicts an electron temperature of 0.75 eV into the long

afterglow.

Plotting the PIC simulation results in the same manner (Figure 4.11), it can

be observed that the decay rate in the simulation case in greater than in the

experiment. At the same time, the electron temperature in the ON phase is

smaller. The electrons kinetics in an afterglow hydrogen CCP discharge is very

complex. This model approach is a very simplistic, but it can help in estimating

the electron temperature in the ON phase without solving complicated time and

space dependent kinetic equations.
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5

Conclusion

In this work, experiments performed in a modified GEC cell, capacitive coupled

plasma source operating in hydrogen have been presented. The first set of ex-

periments is the study of the continuous wave discharge where the plasma was

produced for different combinations of background pressure and 27 MHz RF volt-

ages. In the second set the RF voltage was pulsed with a 1 kHz, 50% duty cycle

square function. In this latter experiment, the post discharge phenomena were

studied.

The main diagnostics used in both configurations are the Hiden EQP energy

resolved ion mass-spectrometer and the hairpin probe for measuring the electron

density. PIC simulations are obtained in the same conditions as for the experi-

ment. The experiments were performed for a pressure range of 5 to 30 Pa and

the applied radio frequency voltage varied from 100 V to 700 V. Measurements

of IEDFs and plasma density profiles from the experiment and simulation are

directly compared.

The first results consist in a characterization of the steady-state hydrogen

discharge with the help of the above mentioned diagnostics. Thus the IEDFs of

the hydrogen positive ions and the relative composition of the ion flux striking

the grounded electrode are determined. The H+
3 IEDFs show peak splitting in

energy, in agreement with the theory based on the finite transit time of ions

through the sheath in comparison with the RF cycle. The H+
2 IEDFs arriving

at the grounded electrode are found to be a combination of H+
2 ion flux from
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the bulk plasma and ions formed through collisions of background gas with the

energetic H+
3 and H+

2 ions in the RF sheath. The H+ ions present much lower

energy peaks in comparison with the other species. The relative composition

of positive hydrogen ions shows that the H+
3 is the dominant ion species. The

relative ion flux of H+
3 reaching the grounded electrode decreases with power

increase in favor of H+
2 for all values of the pressure.

The above experimental findings are compared with the PIC simulated results.

Using the PIC simulation code, the analysis is extended to the sheath edge of

the plasma. A theoretical model is developed based on the separation of the

peaks in the bimodal structure and the measured electron density at the sheath

edge. In the assumption of a collisionless plasma the model can evaluate the

electron temperature at the sheath edge. However, the model is limited by the

discharge configuration and its macroscopic parameters (gas pressure, RF power).

In addition, the model cannot be applied in the case of ions formed within the

sheath, but applies only to those species formed in the bulk plasma.

In the second set of experiments the plasma source operates in pulsed mode.

The ion energy analyzer results show H+
3 ions persisting longer into the after-

glow, with their energy sustained at approximately 3 eV. This phenomenon is

explained in the hypothesis of super elastic collision, in which a vibrationally

excited molecule, de-excited through collision with an electron, transfers the en-

ergy to the electron. Measuring the temporal evolution of the electron density in

the center of the discharge, shows that immediately after the plasma is switched

OFF, the electron density rises, with the rise being proportional to the applied

voltage and the gas pressure. This result is unexpected and difficult to explain.

One of the indirect conclusions from this work is the validation of the hairpin

probe as a plasma diagnostic technique. It has been proven to be valid for usage

in plasmas where Langmuir probes can be troublesome, as in the proximity of

magnetic fields or devices with large plasma potential oscillations. It is also shown

that, once set, it requires no effort in measuring the electron density, quality

desired for a plasma sensor, which can be incorporated into an industrial plasma

tool. Having said this, the hairpin resonator as a plasma diagnostic technique is

far from being completely understood. A more rigorous model regarding sheath

formation around the hairpin prongs and the corresponding correction is required.

90



A
p
p

e
n
d
ix

A

H
y
d
ro

g
e
n

re
a
ct

io
n
s

ch
a
rt

In
th

is
ap

p
en

d
ix

is
p
re

se
n
te

d
th

e
h
y
d
ro

ge
n

co
ll
is

io
n

se
t

u
se

d
b
y

th
e

p
ar

ti
cl

e-
in

-c
el

l
si

m
u
la

ti
on

co
d
e.

T
h
e

cr
os

s-
se

ct
io

n

va
lu

es
u
se

d
b
y

th
e

si
m

la
ti

on
co

d
e

ar
e

co
m

p
il
ed

fr
om

th
e

co
m

p
re

h
en

si
ve

se
t

re
co

m
m

en
d
ed

b
y

P
h
el

p
s

[2
3,

72
]

an
d

fr
om

T
S
im

ko
[2

4]
.

1.
E

ff
ec

ti
ve

m
om

en
tu

m
tr

an
sf

er
fo

r
E
<

10
V

E
la

st
ic

e
+
H

2
→

e
+
H

2

2.
R

ot
at

io
n
al

ex
ci

ta
ti

on
J

=
0
→

2
e

+
H

2
→

e
+
H
∗ 2
(J

=
2)

3.
R

ot
at

io
n
al

ex
ci

ta
ti

on
J

=
1
→

3
e

+
H

2
→

e
+
H
∗ 2
(J

=
3)

4.
V

ib
ra

ti
on

al
ex

ci
ta

ti
on

v
=

0
→

1
e

+
H

2
→

e
+
H
∗ 2
(v

=
1)

5.
V

ib
ra

ti
on

al
ex

ci
ta

ti
on

v
=

0
→

2
e

+
H

2
→

e
+
H
∗ 2
(v

=
2)

6.
S
u
m

of
tr

ip
le

ts
:
a

(3
Σ
g

+
)
,b

(3
Σ
u

+
)
,c

(3
Π
u
)

e
+
H

2
→

e
+
H
∗ 2

7.
S
u
m

of
si

n
gl

et
B

(1
Σ
u

+
)
,C

(1
Π
u
)
,D

(3
Π
u
)

an
d

R
y
d
b

er
g

st
at

es
cr

os
s

se
ct

io
n
s

e
+
H

2
→

e
+
H
∗ 2

8.
D

is
so

ci
at

iv
e

ex
ci

ta
ti

on
(s

u
m

of
n

=
0
→

2
an

d
n

=
0
→

3)
e

+
H

2
→

e
+
H
∗

+
H

+
e

91



9.
Io

n
iz

at
io

n
e

+
H

2
→

e
+
H

+ 2
+
e

10
.

R
ot

at
io

n
al

ex
ci

ta
ti

on
fo

r
J

=
0
→

2
b
y
H

+
H

+
+
H

2
→

H
+

+
H
∗ 2
(J

=
2)

11
.

R
ot

at
io

n
al

ex
ci

ta
ti

on
fo

r
J

=
1
→

3
b
y
H

+
H

+
+
H

2
→

H
+

+
H
∗ 2
(J

=
3)

12
.

R
ot

at
io

n
al

ex
ci

ta
ti

on
fo

r
J

=
2
→

4
b
y
H

+
H

+
+
H
∗ 2
(J

=
2)
→

H
+

+
H
∗ 2
(J

=
4)

13
.

R
ot

at
io

n
al

ex
ci

ta
ti

on
fo

r
J

=
3
→

5
b
y
H

+
H

+
+
H
∗ 2
(J

=
3)
→

H
+

+
H
∗ 2
(J

=
5)

14
.

V
ib

ra
ti

on
al

ex
ci

ta
ti

on
fo

r
v

=
0
→

1
b
y
H

+
H

+
+
H

2
→

H
+

+
H
∗ 2
(v

=
1)

15
.

V
ib

ra
ti

on
al

ex
ci

ta
ti

on
v

=
0
→

2
b
y
H

+
H

+
+
H

2
→

H
+

+
H
∗ 2
(v

=
2)

16
.

V
ib

ra
ti

on
al

ex
ci

ta
ti

on
v

=
0
→

3
b
y
H

+
H

+
+
H

2
→

H
+

+
H
∗ 2
(v

=
3)

17
.
H

+
ch

ar
ge

ex
ch

an
ge

H
+

+
H

2
→

H
+
H

+ 2

18
.

L
y
m

an
al

p
h
a

d
is

so
ci

at
io

n
an

d
ex

ci
ta

ti
on

b
y
H

+
H

+
+
H

2
→

H
+

+
H
∗

+
H

19
.

B
al

m
er

al
p
h
a

d
is

so
ci

at
io

n
an

d
ex

ci
ta

ti
on

b
y
H

+
H

+
+
H

2
→

H
+

+
H
∗

+
H

20
.
H

2
io

n
iz

at
io

n
b
y
H

+
H

+
+
H

2
→

H
+

+
H

+ 2
+
e

21
.
H

2
d
is

so
ci

at
iv

e
io

n
iz

at
io

n
b
y
H

+
H

+
+
H

2
→

H
+

+
H

+
+
H

+
e

22
.
H

2
ch

ar
ge

ex
ch

an
ge

(E
la

st
ic

)
H

+ 2
+
H

2
→

H
+ 2

+
H

2

23
.
H

+ 2
as

so
ci

at
io

n
H

+ 2
+
H

2
→

H
+ 3

+
H

24
.

V
ib

ra
ti

on
al

ex
ci

ta
ti

on
b
y
H

+ 2
H

+ 2
+
H

2
→

H
+ 2

+
H
∗ 2

25
.

D
is

so
ci

at
io

n
of
H

+ 2
H

+ 2
+
H

2
→

H
+

+
H

+
H

2

26
.

L
y
m

an
al

p
h
a

d
is

so
ci

at
io

n
an

d
ex

ci
ta

ti
on

b
y
H

+ 2
H

+ 2
+
H

2
→

H
+ 2

+
H
∗

+
H

27
.

B
al

m
er

al
p
h
a

d
is

so
ci

at
io

n
an

d
ex

ci
ta

ti
on

b
y
H

+ 2
H

+ 2
+
H

2
→

H
+ 2

+
H
∗

+
H

28
.

90
%

of
io

n
iz

at
io

n
is

as
su

m
ed

to
p
ro

d
u
ce
H

+ 2
H

+ 2
+
H

2
→

H
+ 2

+
H

+ 2
+
e

29
.

10
%

of
io

n
iz

at
io

n
is

as
su

m
ed

to
p
ro

d
u
ce
H

+ 2
H

+ 2
+
H

2
→

H
+ 2

+
H

+
+
H

+
e

30
.

M
om

en
tu

m
tr

an
sf

er
(E

la
st

ic
)

H
+ 3

+
H

2
→

H
+ 3

+
H

2

31
.

P
ro

d
u
ct

io
n

of
sl

ow
H

+ 2
H

+ 3
+
H

2
→

H
+ 2

+
H

+ 3

32
.

P
ro

d
u
ct

io
n

of
sl

ow
H

+
H

+ 3
+
H

2
→

H
+

+
H

2
+
H

2

33
.

P
ro

d
u
ct

io
n

of
fa

st
H

+ 2
H

+ 3
+
H

2
→

H
+ 2

+
H

3

34
.

P
ro

d
u
ct

io
n

of
fa

st
H

+
H

+ 3
+
H

2
→

H
+

+
H

2
+
H

2

35
.

L
y
m

an
al

p
h
a

d
is

so
ci

at
io

n
an

d
ex

ci
ta

ti
on

b
y
H

+ 3
H

+ 3
+
H

2
→

H
+ 3

+
H
∗

+
H

36
.

B
al

m
er

al
p
h
a

d
is

so
ci

at
io

n
an

d
ex

ci
ta

ti
on

b
y
H

+ 3
H

+ 3
+
H

2
→

H
+ 3

+
H
∗

+
H

92



37
.

Io
n
iz

at
io

n
b
y
H

+ 2
H

+ 3
+
H

2
→

H
+ 3

+
H

+ 2
+
e

38
.

Io
n
iz

at
io

n
b
y
H

+
H

+ 3
+
H

2
→

H
+ 3

+
H

+
+
H

+
e

39
.
H

co
ll
is

io
n

(e
la

st
ic

)
H

+
H

2
→

H
+
H

2

40
.

R
ot

at
io

n
al

ex
ci

ta
ti

on
b
y
H

fo
r
J

=
0
→

2
H

+
H

2
→

H
+
H
∗ 2
(J

=
2)

41
.

R
ot

at
io

n
al

ex
ci

ta
ti

on
b
y
H

fo
r
J

=
0
→

3
H

+
H

2
→

H
+
H
∗ 2
(J

=
3)

42
.

V
ib

ra
ti

on
al

ex
ci

ta
ti

on
b
y
H

fo
r
v

=
0
→

1
H

+
H

2
→

H
+
H
∗ 2
(v

=
1)

43
.

L
y
m

an
al

p
h
a

d
is

so
ci

at
io

n
an

d
ex

ci
ta

ti
on

b
y
H

H
+
H

2
→

H
+
H
∗

+
H

44
.

B
al

m
er

al
p
h
a

d
is

so
ci

at
io

n
an

d
ex

ci
ta

ti
on

b
y
H

H
+
H

2
→

H
+
H
∗

+
H

45
.

B
al

m
er

b
et

a
d
is

so
ci

at
io

n
an

d
ex

ci
ta

ti
on

b
y
H

H
+
H

2
→

H
+
H
∗

+
H

46
.

Io
n
iz

at
io

n
b
y
H

H
+
H

2
→

H
+
H

+ 2
+
e

47
.

D
is

so
ci

at
iv

e
io

n
iz

at
io

n
H

+
H

2
→

H
+
H

+
+
H

+
e

48
.

P
ro

d
u
ct

io
n

of
fa

st
H
−

H
+
H

2
→

H
−

+
H

+ 2

49
.
H

2
R

ot
at

io
n
al

ex
ci

ta
ti

on
fo

r
J

1
,2

=
0,

0
→

0,
2

H
2

+
H

2
→

H
2

+
H
∗ 2
(J

=
2)

50
.
H

2
R

ot
at

io
n
al

ex
ci

ta
ti

on
fo

r
J

1
,2

=
0,

0
→

2,
2

H
2

+
H

2
→

H
∗ 2
(J

=
2)

+
H
∗ 2
(J

=
2)

51
.
H

2
R

ot
at

io
n
al

ex
ci

ta
ti

on
fo

r
J

1
,2

=
0,

0
→

0,
4

H
2

+
H

2
→

H
2

+
H
∗ 2
(J

=
4)

52
.
H

2
V

ib
ra

ti
on

al
ex

ci
ta

ti
on

fo
r
v 1
,2

=
0,

0
→

0,
1

H
2

+
H

2
→

H
2

+
H
∗ 2
(v

=
1)

53
.

B
al

m
er

al
p
h
a

d
is

so
ci

at
io

n
an

d
ex

ci
ta

ti
on

b
y
H

2
H

2
+
H

2
→

H
2

+
H
∗

+
H

54
.
H

2
d
is

so
ci

at
io

n
H

2
+
H

2
→

H
+
H

+
H

2

55
.
H

2
io

n
iz

at
io

n
H

2
+
H

2
→

H
+ 2

+
e

+
H

2

56
.
H

2
d
is

so
ci

at
iv

e
io

n
iz

at
io

n
H

2
+
H

2
→

H
+

+
H

+
e

+
H

2

57
.
H

2
d
is

so
ci

at
iv

e
io

n
iz

at
io

n
H

2
+
H

2
→

H
+

+
H

+
+
e

+
e

+
H

2

58
.
H
−

m
om

en
tu

m
tr

an
sf

er
(E

la
st

ic
)

H
−

+
H

2
→

H
−

+
H

2

59
.
H
−

d
et

ac
h
m

en
t

H
−

+
H

2
→

H
+
e

+
H

2

60
.

Io
n
iz

at
io

n
b
y
H
−

H
−

+
H

2
→

H
+ 2

+
e

+
H
−

61
.

D
is

so
ci

at
iv

e
io

n
iz

at
io

n
b
y
H
−

H
−

+
H

2
→

H
+

+
e

+
H

+
H
−

93



Appendix B

Plasma permitivity

Considering a uniform infinite collisionless plasma in the presence of constant

magnetic field ~B = B0ẑ, one can write the motion equation for a charged particle:

m · d~v
dt

= q ·
(
~E + ~v × ~B

)
(B.1)

and solving this using the small perturbation method, where:{
~v = ~v0e

−iωt

~E = ~E0e
−iωt (B.2)

and considering only the first order solution, the equation B.1 in cartesian coor-

dinates becomes: 
−imωvx = qEx + qB0vy
−imωvy = qEy − qB0cvx
−imωvz = qEz

(B.3)

noting the gyroscopic frequency ωc = qB0

m
is obtained:

(ω + ωc)(vx − ivy) = iq
m

(Ex − iEy)
(ω − ωc)(vx + ivy) = iq

m
(Ex + iEy)

vz = iq
mω
Ez

(B.4)

Expressing ~v and ~E in relation to the magnetic field orientation we have ~v =

~v⊥ + ~v‖, where ~v⊥ = vxx̂+ vyŷ and ~v‖ = vz ẑ and respectively ~E = ~E⊥ + ~E‖, with
~E⊥ = Exx̂ + vyŷ and ~E‖ = Ez ẑ. From the above definitions and knowing that
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v2
⊥ = v2

x + v2
y and v2 = v · v∗ it is obtained:

v⊥1,2 = 1
2
(vx ∓ vy)

E⊥1,2 = 1
2
(Evx ∓ Ey)

v‖ = vz, E‖ = Ez

(B.5)

introducing B.5 in B.4 becomes:{
v⊥1,2 = iq

m

E⊥1,2

ω±ωc

v‖ = iq
m

E‖
ω

(B.6)

The current density can be written as:

~J = nq~v =
∂ ~P

∂t
(B.7)

where ~P is the polarization and can be expressed as

~P = εoχ~E (B.8)

with χ the medium susceptibility. Solving B.8 using the small perturbation

method it is obtained:

∂ ~P

∂t
= εoχ

∂ ~P

∂t
= −iωεoχ~E (B.9)

From B.6, B.7 and B.9 one can write:

χ⊥1,2 =
nq2

ε0m

1

ω(ω ∓ ωc)
=

ω2
p

ω(ω ∓ ωc)
(B.10)

and

χ‖ = − nq
2

ε0m

1

ω2
= −

ω2
p

ω2
(B.11)

where it is noted ωp = nq2

ε0m
(as defined in 1.10). Translating back to the cartesian

x, y, z coordinates one needs to solve the system:

− inq
ε0ω

vxvy
vz

 =

χx,x χx,y χx,z
χy,x χy,y χy,z
χz,x χz,y χz,z

ExEy
Ez

 (B.12)

Equation B.12 can be solved in the assumption that ω 6= 0 and ω±ωc 6= 0. Hence

the χij components can be determined:

χx,z = χy,z = χz,x = χz,y = 0 (B.13)
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χx,y = −χy,x =
i (χ⊥2 − χ⊥1)

2
= i

ω2
pωc

ω (ω2 − ω2
c )

(B.14)

χx,x = χy,y =
χ⊥2 + χ⊥1

2
= −

ω2
p

(ω2 − ω2
c )

(B.15)

and

χz,z = χ‖ = −
ω2
p

ω2
(B.16)

Knowing the relation:

~D = ε · ~E = ε0(1 + χ) · ~E (B.17)

one can determine the dielectric tensor ε:

ε = ε0


1− ω2

p

(ω2−ω2
c )

1 + i
ω2
pωc

ω(ω2−ω2
c )

0

1− i ω2
pωc

ω(ω2−ω2
c )

1− ω2
p

(ω2−ω2
c )

0

0 0 1− ω2
p

ω2

 (B.18)

Using the form of the dielectric tensor from B.18 it can be determined the influ-

ence of the magnetic field on the hairpin probe. It’s easily to observe that if the

magnetic field is zero the relation (B.18) becomes equivalent with (2.3).
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