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Abstract. Given much recent discussion and the shift in focus of the field, it is
becoming apparent that the incorporation of syntax is the way forward for the
current state-of-the-art in machine translation (MT). Parallel treebanks are a rel-
atively recent innovation and appear to be ideal candidatesfor MT training mate-
rial. However, until recently there has been no other means to build them than by
hand. In this paper, we describe how we make use of new tools toautomatically
build a large parallel treebank and extract a set of linguistically motivated phrase
pairs from it. We show that adding these phrase pairs to the translation model
of a baseline phrase-based statistical MT (PBSMT) system leads to significant
improvements in translation quality. We describe further experiments on incor-
porating parallel treebank information into PBSMT, such asword alignments.
We investigate the conditions under which the incorporation of parallel treebank
data performs optimally. Finally, we discuss the potentialof parallel treebanks in
other paradigms of MT.

1 Introduction

The majority of research in recent years in machine translation (MT) has centred around
the phrase-based statistical approach. This paradigm involves translating by training
models which make use of sequences of words, so-called phrase pairs, as the core trans-
lation model of the system [1]. These phrase pairs are extracted from aligned sentence
pairs using heuristics over a statistical word alignment. While phrase-based models have
achieved state-of-the-art translation quality, evidencesuggests there is a limit as to what
can be accomplished using only simple phrases, for example,satisfactory capturing of
context-sensitive reordering phenomena between languagepairs [2]. This assertion has
been acknowledged within the field as illustrated by the recent shift in focus towards
more linguistically motivated models.

Aside from the development of fully syntax-based models of MT, [3–6] to list a few,
there have been many extensions and improvements to the phrase-based model which
have endeavoured to incorporate linguistic information into the translation process. Ex-
amples of these can be seen in the work of [7] and [8] who make use of syntactic
supertags and morphological information respectively. [9, 10] describes a phrase-based
model which makes use of generalised templates while [11] exploit semantic infor-
mation in the form of phrase-sense disambiguation. All of these approaches have a
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common starting point: the set of phrase pairs initially extracted in the phrase-based
model.

Given this, we raise two questions: 1) would translation quality improve in a base-
line phrase-based system if the translation model includedlinguistically motivated,
constituent-based phrase pairs? and 2) would subsequent extensions to the phrase-based
model, such as those outlined above, improve even further ifthey were implemented on
a base of linguistically motivated phrase pairs? In this paper we will address the first
question, with the second question being discussed in termsof future work.

We have shown previously that, on a small scale, incorporating linguistically moti-
vated phrase pairs extracted from parallel treebanks can improve phrase-based statisti-
cal MT (PBSMT) systems [12]. We further examine this hypothesis by scaling up the
experiments of [12] by approximately 2 orders of magnitude.We then carry out a de-
tailed series of experiments to determine how to optimally use parallel treebank phrase
pairs within the phrase-based model. In addition to this, weinvestigate some alterna-
tive ways of incorporating the information encoded in parallel treebanks, such as word
alignments, into the translation process of a PBSMT system.

The remainder of this paper is outlined as follows: Section 2gives some background
on SMT phrase extraction and parallel treebanks. Section 3 describes the data used in
all experiments in this paper. Section 4 details the experiments carried out along with
results, analysis and discussion. Finally, we conclude andpresent some avenues for
future work in Section 5.

2 Background

At the core of any phrase-based SMT system lies a table of translationally equiva-
lent phrase pairs. These phrase pairs are extracted from parallel corpora, on a sentence
pair by sentence pair basis, using heuristics which operateon a set of high-recall word
alignments between the sentence pairs. The phrase pairs arethen scored in a log linear
model combining a number of different features. It was shownby [1] that restricting
the set of extracted phrase pairs to those which correspond to syntactic constituents
in a context-free phrase-structure tree harms translationaccuracy. We carried out ex-
periments previously [12], whereby rather thanrestrict the set of phrase pairs to those
corresponding to constituents, wesupplementthe phrase-based translation model with
all linked constituent pairs in a syntactically annotated version of the same parallel data
used to train the PBSMT system. This led to improved accuracyacross four translation
tasks. The results of these experiments are summarised in Table 1.

Config. en-es es-en en-de de-en
Baseline 0.1765 0.1754 0.1186 0.1622

+Tree0.1867 0.1880 0.1259 0.1687
Table 1.Summary of translation results reported in [12] in terms of Bleu score.



Initial Sentence Pair
Anthony likes Cleopatra↔ Cléopâtre plaı̂t à Antoine

S

NP1 VP

Anthony V NP2

likes Cleopatra

S

NP1 VP

Cléopâtre V PP

plaı̂t P NP2

à Antoine

Fig. 1. An example English–French parallel treebank entry for the given sentence pair.

The acquisition of such syntactically annotated parallel resources, so-called parallel
treebanks, has been the topic of much recent research [13–15]. A parallel treebank
comprises syntactically parsed aligned sentences in two ormore languages. In addition
to this, sentences are aligned below the level of the clause [16], i.e. there are alignments
between nodes in the tree pairs, which indicate translational equivalence between the
surface strings dominated by the linked node pairs. An example parallel treebank entry
is shown in Figure 1.

Until relatively recently parallel treebank acquisition was a manual task. It is a time-
consuming, error-prone process which requires linguisticexpertise in both the source
and target languages. This makes it an impractical task on a large scale, such as the
scale on which we may need to work in MT. For these reasons, parallel treebanks are
thin on the ground and those that are available are relatively small [17, 18]. However,
recent advances in technology, such as improvements in monolingual parsing and the
development of subtree alignment tools, such as those described in the work referred
to earlier in this section, have paved the way for the automatic creation of large high-
quality parallel treebanks. In the following section we detail the construction of the
parallel treebank used in our experiments.

3 Parallel Data

The principal resource used for the experiments described in this paper is the English–
Spanish section of the Europarl corpus. After cleaning, which involved the removal of
blank lines, erroneous alignments and sentences over 100 tokens in length, there were
729,891 aligned sentence pairs remaining. The process of building a parallel treebank
from this parallel corpus was completely automated. Firstly, each monolingual corpus
was parsed using freely available phrase-structure parsers. For the English corpus we
used the Berkeley parser [19]. The Spanish corpus was parsedusing Bikel’s parser [20]
trained on the Cast3LB Spanish treebank [21].



The final step in the annotation process was to automaticallyalign the newly parsed
parallel corpus at sub-sentential level. This is done by inserting links between con-
stituent node pairs in the tree which imply translational equivalence between the surface
strings dominated by the linked node pairs. Tree alignment is a precision-based task –
the goal is not to aggressively align as many nodes as possible in the tree. To leave
a node unaligned is not to say it has no translational equivalent. Instead, translational
equivalences for unaligned nodes are encapsulated in widercontexts by links higher up
in the tree pair. For example, looking back to the tree pair inFigure 1, although there
is no direct link from the source treeV node, dominatinglikes, to the target tree, does
not mean it has no translation in this sentence pair. Instead, its translational equiva-
lence to the non-constituentplaı̂t à is captured implicitly by the links between theS
nodes and theNP nodes. To insert these links between the parallel tree pairswe used
our own subtree alignment algorithm [22]. This algorithm automatically induces links
between nodes (at both word- and phrase-level) in a tree pairby exploiting statistical
word alignment probabilities estimated over the sentence pairs of the tree pairs to be
aligned.

Given the parallel treebank is built automatically, the issue of its quality arises. Of
course, there are parse errors and misalignments to be found, but we are satisfied that
the quality is high enough to demonstrate our hypothesis. The papers describing the
two parsers we use both report high accuracy: 90.05% labelled f-score for English, and
83.96% labelled f-score for Spanish. The reported accuracyof the sub-tree alignment
algorithm is also high. We refer the interested reader to theoriginal alignment paper for
a more detailed evaluation.

4 Experiments

This section reports on the various experiments we carried out in which we incorporate
phrase pairs extracted from the parallel treebank into a phrase-based SMT system. We
first describe how we use the parallel treebank phrase pairs directly in translation, in
Section 4.1. We follow this up in Sections 4.2–4.5 by examining a number of different
approaches to incorporating the information encoded in theparallel treebank into the
translation process.

For all translation experiments the setup included a development set of 1,000 sen-
tence pairs, a test set of 2,000 sentence pairs,1 all chosen at random, with the remaining
726,891 sentence pairs (and tree pairs where relevant) usedfor training. The baseline
MT system was built using Moses [23]. For the phrase-extraction step of the training
process, phrases pairs up to a maximum of 7 tokens in length were extracted using the
grow-diag-finalheuristic. 5-gram language modelling was carried out usingthe SRI
language modelling toolkit [24]. System tuning was performed on the development set
using minimum error-rate training as implemented in Moses.All translations were per-
formed from English into Spanish and were automatically evaluated using the metrics
BLEU [25], NIST [26] and METEOR [27]. Statistical significance was calculated using
bootstrap resampling [28] (with p=0.05 unless otherwise stated).

1 Test sentences were restricted in length to between 5 and 30 tokens.



4.1 Combining Phrase Resources

The first question we want to answer is: can linguistically motivated phrase pairs ex-
tracted from our parallel treebank improve translation when incorporated into a baseline
phrase-based SMT system? To find out we must first extract the set of phrase pairs from
the parallel treebank. These phrases correspond to the yields of all linked constituent
pairs in the treebank. We then add these phrase pairs to the translation model of the
baseline MT system and reestimate the phrase translation probabilities over the com-
bined set of phrase pairs. We will illustrate this process with an example. In Figure 2
we see an example sentence pair from an English–French parallel corpus. Figure 2(a)
illustrates the parallel treebank entry for this pair, while Figure 2(b) shows its statis-
tical word alignment according to the PBSMT system. The combined set of extracted
phrase pairs, to be added to the translation model, is given in Figure 2(c). We can see
that while there is overlap between the two sets of phrase pairs, there are also a cer-
tain number of phrase pairs unique to the parallel treebank.Our hypothesis is that these
unique constituent-based phrase pairs, along with the increase in probability mass given
to those overlapping phrase pairs, will improve translation quality.

Table 2 shows the results of translation experiments using different combinations of
data in the translation model.

Config. BLEU NIST % METEOR

Baseline 0.3341 7.0765 57.39
+Tree 0.3397 7.0891 57.82

Tree only 0.3153 6.8187 55.98
Table 2. Evaluation of combinations of data in translation models. Baseline = PBSMT phrase
pairs. Tree = phrase pairs from the parallel treebank.

We see that adding parallel treebank phrase pairs to the baseline model (+Tree)
significantly improves translation accuracy (1.68% relative increase in BLEU score)
across all metrics. We attribute this to the increase in coverage of the translation model
given the new phrase pairs combined with the increased probability mass of the phrase
pairs in common between the two sets. This effect is desireable as we would assume
those phrase pairs extracted by both methods would be more reliable. Of the treebank
phrase pair types added to the translation model, 77.5% of these were not extracted
in the baseline system. These ultimately constituted 16.79% of the total phrases in the
translation model. The remaining treebank phrase pairs which were also extracted in the
baseline system comprised 4.87% of the total phrase pairs. The full figures are provided
in Table 3.

Using the data from the parallel treebank alone (Tree only) leads to a significant
drop in translation accuracy (5.96% relative BLEU) compared the baseline. We attribute
the drop to the insufficient translation coverage of this model. This was to be expected
as we can maximally extract the number of phrase pairs from a tree pair as there are
linked node pairs. This number will never approach the number necessary to achieve
translation coverage competitive with that of the baselinesystem.



Training Sentence Pair
“Official journal of the↔ ”Journal officiel des
European Community” Communautés européennes“

NP S::NP

NP PP N AP::A PP

NNP NNP IN NP Journal officiel P NP

Official journal of DT JJ NNS des N AP::A

the European community Communautés europeénnes

(a)

(b)

† Official journal↔ Journal officiel
† Official journal of↔ Journal officiel des

∗ Official journal of the/↔ Journal officiel des/
European Communities Communautés européennes

∗ of ↔ des
∗ of the European Communities↔ des Communautés européennes

∗ the European Communities↔ Communautés européennes
∗ European↔ européennes

⋄ Communities↔ Communautés
⋄ Official ↔ officiel
⋄ journal↔ Journal

(c)

Fig. 2.Example of phrase extraction for the given sentence pair depicting: (a) the aligned parallel
tree pair; (b) the word alignment matrix (the rectangled areas represent extracted phrase pairs); (c)
the combined set of extracted phrase pairs where:⋄ = only extracted from (a);† = only extracted
from (b);∗ = extracted from both (a) and (b).



Resource #Tokens #Types
⋂

Baseline 72,940,465 24,708,527
1,447,505

Treebank 21,123,732 6,432,771
Table 3.Frequency information regarding the numbers of phrase pairs extracted from the baseline
system and from the parallel treebank.

⋂
is the number of phrase pair types extracted by both

methods.

We carried out one further experiment where we added only strict phrase pairs2

from the parallel treebank into the baseline phrase-based system. The motivation for
this was the discovery that of all the data extracted from theparallel treebank, 20.3%
were word alignments and 7.35% of these were alignments between function words and
punctuation that occurred more than 1,000 times. By removing these high-risk align-
ments we reduce the potential for search errors while keeping the vast majority of useful
translation units. The outcome of this experiment, presented in Table 4, was even fur-
ther significant improvement (2.18% relative increase in BLEU score) across all metrics
over the baseline phrase-based system than using all the parallel treebank data.

Config. BLEU NIST % METEOR

Baseline 0.3341 7.0765 57.39
+Tree 0.3397 7.0891 57.82

Strict phrases0.3414 7.1283 57.98
Table 4.Effect of using strictly phrase pairs from the parallel treebank.

Given these findings, which corroborate our findings in [12],we now describe fur-
ther experiments we carried out to investigate additional ways to exploit the information
encoded in the parallel treebank to use with the PBSMT framework.

4.2 Weighting Treebank Data

In the previous section we showed that we can improve over thebaseline PBSMT sys-
tem by simply adding parallel treebank phrases to the translation model. Our next set of
experiments investigate whether giving more weight to the syntactic phrase pairs in the
translation model will further improve performance. The motivation here is that the syn-
tactic phrase pairs may be more reliable, as we suggested in [12], and thus preferable for
use in translation. To do this we built 3 translation models –of the form Baseline+Tree
– in which we count the parallel treebank phrase pairs twice,three times and five times
when estimating phrase translation probabilities. The results of these experiments are
shown in Table 53.

2 A strict phrase pair is anm-to-nalignment where bothm andn are greater than 1.
3 A * next to a particular configuration in the table indicates the results reported are statistically

insignificantcompared to the baseline. We assume this to be the case in all proceeding tables.



Config. BLEU NIST % METEOR

Baseline+Tree0.3397 7.0891 57.82

+Tree x2* 0.3386 7.0813 57.76
+Tree x3 0.3361 7.0584 57.56
+Tree x5* 0.3377 7.0829 57.71

Table 5.Effect of increasing relative frequency of parallel treebank phrase pairs in the translation
model.

The findings here are slightly erratic. Doubling the presence of the parallel tree-
bank phrase pairs (+Tree x2) leads to insignificant differences compared to the baseline
across all metrics, while counting them three times (+Tree x3) leads to a significant
drop (p=0.02) in translation accuracy. Counting them five times (+Tree x5) again leads
to insignificant differences.

Given the ineffectiveness of this crude method of weighting, we built a system us-
ing two distinct phrase tables, one containing the baselinephrase-based SMT phrases
and the other containing the phrase pairs from the parallel treebank. This allows the
tuning process to choose the optimal weights for the two phrase tables and the de-
coder can chose phrase pairs from either table as the model dictates. Table 6 shows the
performance of this system relative to the Baseline+Tree configuration. Again, no im-
provement was found. We see a significant decrease in translation accuracy but it is not
uniform across the metrics.

Config. BLEU NIST % METEOR

Baseline+Tree0.3397 7.0891 57.82

Two Tables 0.3365 7.0812* 57.50
Table 6.Effect of using two separate phrase tables in the translation model.

We know from the experiments of Section 4.1 that adding parallel treebank data to
the baseline phrase-based system can improve translation quality. However, simply in-
creasing their frequency in the translation model has a detrimental effect on translation.
This may be due to the fact that we are also increasing the influence of those treebank
phrase pairs which are not as useful – such as those word alignments also mentioned in
the previous section – and this is having a negative effect.

A potential way to proceed along these lines may be to find a more balanced com-
promise between the two sets of phrase pairs in the translation model, but for now we
can conclude that when adding parallel treebank phrase pairs to the model, it is optimal
to add them a single time into the baseline model.



4.3 Filtering Treebank Data

Phrase pairs extracted in the baseline system were restricted in length to 7 tokens as pre-
vious experiments have shown that phrases longer than this yield little improvement and
are occasionally detrimental to translation quality [1]. In our previous experiments no
such restriction was placed on the parallel treebank phrasepairs. To investigate whether
longer treebank phrase pairs were harming translation quality, we built a translation
model – Baseline+Tree – including parallel treebank phrasepairs up to a maximum
of 7 tokens in length only. The filtered phrase table was 11.7%smaller than that which
contained unrestricted phrase pairs. The effect of this filtering on translation performace
is shown in Table 7 where we see statistically insignificant fluctuation across the met-
rics. This indicates that the longer phrases were inconsequential during decoding. Fur-
ther analysis confirms this, with longer phrases rarely being used in the Baseline+Tree
configuration, and only a small percentage (8%) of the sentences being translated dif-
ferently when filtering them out. From this we can conclude that when adding treebank
phrase pairs, we need only add in those phrase pairs of similar length to the ones in the
baseline model.

Config. BLEU NIST % METEOR

Baseline+Tree0.33977.0891 57.82

-Filtered* 0.33877.0926 57.67
Table 7.Effect of using filtering longer phrase pairs from the parallel treebank data.

4.4 Treebank-Driven Phrase Extraction

In this section we describe experiments in which we used the alignment information
encoded in the parallel treebank to seed the phrase extraction heuristic in the PBSMT
system.

One oft-cited reason for the inability of syntactic translation models to improve
upon the state-of-the-art is that only using constituent-based phrase pairs is too re-
strictive [1, 9]. Translation units such as the English–German pairthere is↔ es gibt
will never be extracted as a constituent phrase pair despitebeing a perfectly acceptable
translation pair. To attempt to overcome this problem, we sought some ways in which
to use the linguistic information encoded in the parallel treebank to extract a set of non-
constituent-based phrase pairs. By doing this we would have“linguistically informed”
phrase pairs as opposed to purely constituent phrase pairs.

In order carry this out, we built a translation model by seeding Moses’ phrase ex-
traction heuristic with the word alignments from the parallel treebank. The motivation
for this is that we have syntax-based word alignments in the parallel treebank guided
by the non-lexical links higher up in the tree [22] and thus subsequent phrases extracted
based on these would possibly have more of a linguistic foundation than those based on
statistical word alignments, and be potentially more reliable.



We also built a translation model using the union of the Mosesword alignments and
the parallel treebank word alignments. Finally, we built two more translation models
in which both of the models above were supplemented with the phrase pairs extracted
from the parallel treebank, as this was the original hypothesis we were examining. The
results of translation experiments using all of these models are presented in Table 8.

Config. BLEU NIST % METEOR

Baseline 0.3341 7.0765 57.39
+Tree 0.3397 7.0891 57.82

TBX 0.3102 6.6990 55.64
+Tree 0.3199 6.8517 5639

UnionX 0.3277 6.9587 56.79
+Tree 0.3384* 7.0508 57.88

Table 8. Evaluation of translations using different word alignments to seed phrase extraction.
TBX = extraction seeded by parallel treebank word alignments. UnionX = extraction seeded by
union of parallel treebank and Moses word alignments.

The first two rows in the table showing the results from Section 4.1 represent our
baseline here. In the third row (TBX), we see that seeding thephrase extraction with
the treebank alignments leads to a significant drop in translation performance compared
to the baseline. Adding the treebank phrase pairs (+Tree) tothis model significantly
improves performance as we would expect given our previous findings, however, it still
does not approach the performance of the baseline.

Seeding the phrase extraction using parallel treebank wordalignments leads to an
unwieldy amount of phrase pairs in the translation model – approximately 88.5 million
(92.9 million when including treebank phrase pairs)– many of which are useless e.g.
framework for olaf, in order that↔ marco. This is due to the fact that the parallel
treebank word alignments have quite low recall and thus the phrase extraction heuristic
is free to extract a large number of phrases anchored by a single word alignment.4 This
tells us that the parallel treebank word alignments are too sparse to be used to seed the
phrase extraction heuristics.

The intuition behind the next experiment – using the union ofthe parallel treebank
and Moses word alignments to seed phrase extraction – was to simultaneously increase
the recall of statistical word alignments and the precisionof the parallel treebank word
alignments and creating a more robust, reliable word alignment overall.

We see from the fifth row (UnionX) of Table 8 that using the union of alignments
led to a small, but significant, drop in translation accuracycompared to the baseline.
More interestingly we note that adding the parallel treebank phrase pairs to this model
(UnionX+Tree) led to comparable performance to the baseline. 5 This is interesting

4 In the exampleframework for olaf, in order that↔ marco the only word alignment was be-
tweenframeworkandmarco.

5 Differences were either statistically insignificant or inconsistent across the evaluation metrics.



as the baseline translation model including treebank phrases, Baseline+Tree, has ap-
proximately 29.7M entries. However, the UnionX+Tree translation model contains only
13.1M phrase pair entries. This constitutes a 56% decrease in translation model size
without any significant decrease in translation accuracy. These figures, and those for
the other models described in this section, are given in Table 9. This discovery is a
very positive by-product of these experiments. We can conclude that using the union of
statistical and treebank-based word alignments may be effective for producing smaller
translation models without suffering a reduction in translation performance. We intend
to investigate these findings in greater depth in the near future.

Word Alignment #Phrases #Phrases+Tree
Moses 24.7M 29.7M
Treebank 88.5M 92.89M
Union 7.5M 13.1M

Table 9. Comparison of the phrase table size for each model. #Phrase =number of phrases ex-
tracted using a given word alignment. #Phrase+Tree = size ofmodel when treebank phrases are
included.

4.5 Alternative Lexical Weighting

In this section we discuss experiments carried out in which we used the information
encoded in the parallel treebank to calculate the values forthe lexical weighting feature
in the log-linear model.

The translation model in a phrase-based SMT system, in addition to calculating a
phrase translation probability, calculates a lexical weighting score for each phrase pair.
This feature checks how well the words in the source and target phrases translate to
one another by scoring each phrase pair according to its wordalignment using the word
translation table extracted during training.

In order to potentially improve these lexical weighting scores, we recalculate them
according to the word alignments found in the parallel treebank, as opposed to the sta-
tistical word alignment. Firstly we reassign each phrase pair in the translation model
(Baseline+Tree) a word alignment according to the paralleltreebank word alignments.
We then estimate a word translation distribution over the word alignments in the par-
allel treebank and use this to calculate new lexical weightsfor the phrase pairs in the
translation model.

We then replicate this setup by assigning the phrase pairs new alignments according
to the union of the statistical and parallel treebank word alignments – as we did in
Section 4.4 – and scoring them from a word translation probability distribution over all
the word alignments from both resources. The results of these experiments are given in
Table 10.



Config. BLEU NIST % METEOR

Baseline+Tree0.3397 7.0891 57.82

TB words 0.3356 7.0355 57.32
Union words 0.3355 7.0272 57.41

Table 10. Effect of using linguistically motivated word alignments to calculate lexical weight-
ing for phrase pairs in the translation model. TBwords = lexical weights according to treebank
word alignments. Unionwords = lexical weights according to union of treebank and Moses word
alignments.

We see from these results that performance degrades slightly, but significantly, when
using the new lexical weights and that the results are almostidentical between the two
new methods of scoring.6

The ineffectiveness of this approach can be attributed to the fact the the majority of
the phrase-pairs, i.e. those extracted in Moses, were extracted according to the statistical
word alignments and thus would have a high-recall word alignment. To replace these
word alignments with the parallel treebank alignments, however precise, will give a
much lower recall word alignment between the extracted phrase pairs. This, coupled
with the fact that the lower recall word alignments give a less reliable word translation
table, leads to poorer lexical weights and, ultimately, a decrease in translation quality.

5 Conclusions and Future Work

Augmenting the standard phrase-based model with linguistically motivated phrase pairs
from a parallel treebank can improve translation quality. Some ongoing work we are
carrying out along these lines involves investigating the effect of the treebank phrase
pairs on translation performance as the size of the trainingset increases. Early results
seem to indicate that increasing the training set leads to a decrease in the influence of
the treebank phrases.

As per the second question we raised in Section 1, it would be interesting to inves-
tigate whether some of the approaches mentioned in the introduction, which improved
over the standard model, would yield further improvement bybuilding on the treebank-
induced model described here.

In Section 4.2 we saw that simply increasing the relative frequency of the treebank
phrases in the model did not help, nor did using separate phrase tables. But we be-
lieve there is still a better compromise to be found between all the phrase resources in
the model. Section 4.3 indicated that filtering the phrase table has negligible effect on
translation accuracy.

We saw in Sections 4.4 and 4.5 that variations on incorporating the parallel tree-
bank data, specifically the word alignments, did not lead to any improvements. The
phrase-based model is tailored to high-recall statisticalword alignments and reductions

6 This is not to say there was no difference between them. 18.5%of the sentences in the test set
were translated differently.



in recall as seen here, regardless of the precision, do not lend themselves to improved
translations. However, we also saw that we can induce much smaller translation models
from the parallel treebank without a significant drop in MT performance.

Finally, what we have described here is only scratching the surface in terms of the
exploitability of parallel treebanks in MT. We are currently working on the extraction
of generalised translation templates and translation rules from parallel treebanks with
a view to evaluating their performance in more syntax-awaremodels of MT, such as
those of [4] and [6]. Such models are illustrative of the potential of this linguistically
rich resource.
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