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Abstract

This thesis examines traffic control options available in two existing routing solutions
in packet-switched networks. The first solution is the shortest path hop-by-hop routing
deployed with the OSPF or IS-IS routing protocol and the IP forwarding protocol. This
is the initially deployed and still the most popular routing solution in the Internet. The
second solution is explicit routing implemented with the RSVP-TE or CR-LDP signalling
protocol and the MPLS forwarding protocol. This is the latest solution to have become
widely deployed in the Internet. The thesis analyses the limitations of the two routing
solutions as tools for traffic control and yields new insights that can guide the analysis and
design of protocols involved in the process. A set of recommendations for modifications
of the existing protocols is provided which would allow for a range of new traffic control
approaches to be deployed in packet-switched networks.

For future routing solutions which comply with the proposed recommendations two
new algorithms are presented in the thesis. They are called the Link Mask Topology
(LMT) algorithm, and the Link Cost Topology (LCT) algorithm. The two algorithms
define a set of routing topologies and assign network traffic to routes available in these
topologies aiming to simultaneously achieve high network throughput and fair resource
allocation. While there are similarities in the operation of the two algorithms, their ap-
plicability is different as they allocate resources to multiple paths between two network
nodes which are available in the defined routing topologies according to a different rule
set. The LMT algorithm directs traffic sent between any pair of network nodes to a single
route. The LCT algorithm directs traffic sent between a pair of network nodes to a num-
ber of routes. The performance of the two proposed algorithms is evaluated in the thesis
with calculations comparing them to the shortest path routing algorithm in a number of
test cases. The test results demonstrate the potentials of the two proposed algorithms in
improving the performance of networks which employ shortest path routing.
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List of Terms

routing solution: the set of tasks which have to be performed so that traffic in a network

can reach its destination

forwarding topology: a topology formed by a set of unidirectional network edges, and a

set of network nodes, along which packets are forwarded through the network

leaf node: a node in a forwarding topology with no incoming edges

root node: a node in a forwarding topology with no outgoing edges

directed line: the forwarding topology with a single leaf node and a single root node

directed tree: the forwarding topology with multiple leaf nodes and a single root node

directed ring: the forwarding topology without the root node and with no leaf nodes

forwarding table entry: a record for a particular node of the only outgoing edge that

node has in a particular forwarding topology

forwarding table: the set of forwarding table entries for a single node

routing assignment: an assignment to a forwarding topology, for a particular node in

that topology, of an address(es) reachable from another node in that topology

relevant routing assignment for a node: any routing assignment made at other nodes in

the same network which causes packets to traverse that node.

entry node: a node in a forwarding topology with a routing assignment defined for that

topology

exit node: a node in a forwarding topology with a reachable address(es) which appears

in a routing assignment at another node in the same topology

routing table: the set of routing assignments for a single node

routing granularity: the factor which defines what is mapped to a forwarding topology in

a single routing assignment, whether it is a single destination address, a set of destination

addresses, or a single and destination address
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coarse routing granularity: an indicator that a set of destination addresses is mapped to

a forwarding topology in a single routing assignment

base routing granularity: an indicator that a single destination address is mapped to a

forwarding topology in a single routing assignment

fine routing granularity: an indicator that a single source and destination address is

mapped to a forwarding topology in a single routing assignment

routing algorithm: a set of rules for assigning destination addresses reachable from

nodes in a forwarding topology to that forwarding topology

forwarding layer: a forwarding topology and the set of entry and exit nodes defined in

that topology by all the routing assignments made for that forwarding topology

point-to-point forwarding layer: a forwarding layer with a single entry node and a

single exit node

multipoint-to-point forwarding layer: a forwarding layer with multiple entry nodes and

a single exit node

point-to-multipoint forwarding layer: a forwarding layer with a single entry node and

multiple exit nodes

multipoint-to-multipoint forwarding layer: a forwarding layer with multiple entry

nodes and multiple exit nodes

routing topology: an aggregate of a set of forwarding topologies

splitting algorithm for a routing topology: the algorithm that splits the routing topology

into a set of forwarding topologies

routing state: a state of network and network traffic for which a single set of routing

assignments is defined

routing state response algorithm: the algorithm that specifies the destination addresses

reachable from the nodes in each forwarding topology in the current routing state

routing frequency: the frequency of updates of routing assignments in a running network

forwarding protocol: the protocol that forwards packets through the network by follow-

ing forwarding instructions

routing protocol: the protocol that monitors routing state changes and provides forward-

ing instructions for the forwarding protocol in the current routing state.
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forwarding instruction: an instruction for a single node indicating the outgoing edge

of a node in a particular forwarding topology where a packet which carries particular

information in its forwarding header needs to be forwarded

control protocol: the protocol that distributes configuration information from the net-

work control centre to all network nodes and gathers routing state data for the network

control centre

routing topology algorithms: algorithms which determine routing topologies for a single

routing state in a routing solution for packet-switched networks

hop-by-hop IP routing: routing solution for packet-switched networks realized with the

OSPF or IS-IS routing protocol and the IP forwarding protocol

explicit MPLS routing: routing solution for packet-switched networks realized with the

RSVP-TE or CR-LDP signalling protocol and the MPLS forwarding protocol

label: an identifier
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Chapter 1

Introduction

Packet-switched networks transfer information for network users between specified des-

tinations. The largest existing packet-switched network, the Internet, is becoming the

main means of communication on the planet within a short time of its establishment. The

most significant function performed by packet-switched networks is routing of traffic to

its destination. The most challenging task within the routing function is traffic control.

The constant increase in demands in packet-switched networks, and in particular the

increase in demands for a high quality service, have instantiated extensive research for

novel, sophisticated traffic control techniques which would ensure efficient, reliable, and

fair network operation. There is a high demand for additional traffic control options in the

existing routing solutions which would enable efficient traffic engineering [1] and Quality

of Service (QoS) routing [2, 3, 4, 5]. The majority of potential obstacles in traffic control

can be avoided by ensuring that, given the current demands for the network service, there

are sufficient network capacities. However, this is not necessarily the most economical

solution, and it is not always possible. The network capacities must be increased ahead of

any potential increase in demands. As the accuracy of predictions regarding the growth

in demands cannot be guaranteed, a severe over-provisioning is usually the safest bet for

ensuring high quality network performance. The ongoing research for alternative options

has lead to many new traffic control features in the existing routing solutions, but there

are still many outstanding problems whose solutions remain to be found.
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1.1 Motivation

The primary objective in controlling traffic in packet-switched networks is to address

traffic oriented performance requirements, such as delay, delay variation, packet loss, and

throughput, while ensuring that network resources are used economically and reliably.

A major difficulty in achieving this goal lies in inconsistency of optimization objectives.

Optimization objectives may change over time as new requirements appear, as new tech-

nologies emerge, and as new insights on the underlying problems are reached. Also, dif-

ferent networks may have different optimization objectives depending on their business

models, capabilities, and operating constraints. So, the process of network performance

improvement is not a one time goal. It is a continual and iterative process. To be prepared

for possible changes of optimization parameters in time it is safest to have a flexible rout-

ing solution. That is, it is safest to look for a solution which imposes minimal limitations

on traffic control in general.

The existing routing solutions have a limited set of options for traffic control purposes.

Some of the imposed limitations have not yet been examined, and whether they can be

avoided and the exact benefit of their removal is still unknown. This thesis examines

traffic control options available in two routing solutions in the Internet. The first solution

is the shortest path hop-by-hop routing deployed with the OSPF or IS-IS routing proto-

col and the IP forwarding protocol. This (IP) is the initially deployed and still the most

popular routing solution in the Internet. The second solution is the explicit routing im-

plemented with the RSVP-TE or CR-LDP signalling protocol and the MPLS forwarding

protocol. This is the latest solution to have become widely deployed in the Internet. The

objective of the research is to identify major limitations in the examined routing solu-

tions so that techniques and tools which minimally limit traffic control in packet-switched

networks can be developed. The focus is on techniques applicable in intra-area Internet

routing. As there are advantages and disadvantages in both examined routing solutions,

a potential third routing solution is to be considered which could draw from strengths of

these two existing solutions.

The most popular routing approach in the Internet is shortest path routing. When

networks implement this routing approach traffic is routed exclusively along the shortest
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network paths. This is beneficial as it conserves network resources, but it does not nec-

essarily ensure that network resources are maximally utilised. There are cases when the

capacity of some shortest paths is insufficient for the traffic demands on the paths, leading

thus to congestion on these paths. Alternative paths may then exist, which are not used,

with sufficient capacity to take over some traffic on these critical shortest paths so that

the congestion can be avoided. Solutions to enable use of such alternative paths so that

network throughput is increased and congestion is avoided are considered in this thesis.

1.2 Contributions

The contributions of the research presented in this thesis are as follows.

• A common basic framework to describe existing routing solutions is identified and

described in the thesis. When different routing solutions are compared using that

framework weaknesses in these solutions are highlighted that are otherwise hard to

spot.

• The major limitations which two popular routing solutions impose on network

providers in controlling network traffic are identified in this thesis. The thesis pro-

vides a deeper understanding of the significance of these limitations and yields new

insights that can guide the analysis and design of protocols involved in traffic con-

trol in packet-switched networks.

• Modifications of the existing protocols are recommended which would allow for a

range of new traffic control approaches to be deployed in packet-switched networks.

In particular, it is advocated that a number of routing and forwarding topologies of

any type should be used when specifying traffic routes, with no constraints regard-

ing the type of traffic in each topology.

• Two new routing topology algorithms based on these principles are proposed in

this thesis. These algorithms define a set of routing topologies to be used in a

single routing state and assign network traffic to routes available in these topologies

so that network resources are efficiently and fairly used. Both algorithms base
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their calculations on the physical network topology and traffic demands expected

between network nodes. But the applicability of the two algorithms is different.

The first algorithm, called the Link Mask Topology (LMT) algorithm, maintains

traffic exchanged between any two network nodes on a single route exclusively.

The second algorithm, called the Link Cost Topology (LCT) algorithm, distributes

traffic exchanged between every two network nodes onto a number of routes, one

in each routing topology it creates.

• A key performance objective of the LMT and LCT algorithms is to simultaneously

achieve high network throughput and fairness in resource allocation. The perfor-

mance of the two proposed algorithms is evaluated in the thesis in a number of test

cases through calculations comparing them to the shortest path routing algorithm.

The test results show potentials for the two proposed algorithms to considerably

improve the performance of networks.

1.3 Thesis Outline

The remainder of this thesis is organized as follows.

Chapter 2 describes two existing routing solutions for packet-switched networks. The

first solution is the shortest path hop-by-hop routing deployed with the OSPF or

IS-IS routing protocol and the IP forwarding protocol, and the second solution is

the explicit routing implemented with the RSVP-TE or CR-LDP signalling protocol

and the MPLS forwarding protocol. For brevity, the two solutions are referred to

as hop-by-hop IP routing and explicit MPLS routing, respectively, in the thesis.

The limitations of these routing solutions are described in this chapter, and research

directions for their solutions.

Chapter 3 presents a common framework to describe routing solutions for packet-switched

networks. The presented framework is identified by the author of this thesis in an

in-depth analysis of existing routing solutions. Understanding of the core opera-

tion of routing solutions in general is the crucial first step in the search for efficient

traffic control techniques in packet-switched networks.
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Chapter 4 describes the two existing routing solutions examined in the thesis, hop-by-

hop IP routing and explicit MPLS routing, according to the identified common

framework of routing solutions for packet-switched networks. Viewing of existing

routing solutions from different perspectives helps in gaining better understanding

of their operation and the limitations they have, which is the next major step in the

search for efficient traffic control techniques in packet-switched networks.

Chapter 5 summarizes the recommendations of the author of this thesis in designing

an improved routing solution for packet-switched networks. This chapter intro-

duces two routing topology algorithms designed by the author of this thesis. They

are called the Link Mask Topology (LMT) algorithm and the Link Cost Topology

(LCT) algorithm. The motivation for the two algorithms was the potential ineffi-

ciency in network resource utilisation of using shortest path routing. The algorithms

aim to maximize network throughput while maintaining fairness in the distribution

of network resources.

Chapter 6 presents results of a set of performance tests carried out for the two routing

topology algorithms introduced in the thesis by the author of the algorithms.

Chapter 7 gives a summary of the work presented in this thesis and concludes the thesis.
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Chapter 2

Existing Routing Solutions

The largest existing packet-switched network, the Internet, is divided into Autonomous

Systems. Each Autonomous System (AS) is a collection of networks under the control of

a single authority. Larger Autonomous Systems are typically divided into multiple areas,

as shown in Fig 2.1, which are relatively small in size. According to a survey the number

of routers in one area ranges from 20 to 350 with 100 being the median and 160 being

the mean [6]. Traffic in the Internet is in the form of IP packets. The network delivers

them to their destinations. The responsibilities to carry out tasks required in achieving this

are divided between human operators and network protocols, performed by routers. The

most commonly deployed routing solution within an area, called hop-by-hop IP routing,

and another which is widely deployed, called explicit MPLS routing, are described in this

chapter.

Autonomous System

Global IP Network

Area 

traffic source 

traffic(IP packets) 

traffic destination 

Hosts 

Figure 2.1: Structure of the Internet
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2.1 Routing Information

A simplified area network example is shown in Fig. 2.2. To be able to route IP packets

through the network, an IP router has to know the base network topology and which

addressing spaces (IP prefixes) are reachable from which edge routers (edge routers in a

network are routers which communicate with routers outside that network or with hosts).

This information is referred to as routing information. It is provided to routers by human

operators and by a link state routing protocol, either Open Shortest Path First (OSPF) [7]

or Intermediate System-Intermediate System (IS-IS) [8].

 
143.*.*.*/ 8

R1 R5

R4

R3

R6

R7

R2

143.8.*.*/16

Addressing Spaces
Edge Router

Link Cost 1

Cost 5

Host: 143.8.2.6

Figure 2.2: Area Network Example

2.1.1 Network Topology

The base network topology is defined by the set of network routers and links, and the link

costs. The cost of a link is a metric which is assigned to the link, commonly by human

operators but also possibly by automated tools. It can be regarded as the distance between

routers connected by the link, whose value may be determined, for example, based on the

link delay, capacity, or load on the link. Most commonly, the link cost is set to be inversely

proportional to the link capacity, as suggested by Cisco [9], which ensures that higher

capacity links which deliver packets with less delay have lower costs. In the OSPF and

IS-IS standards, two byte protocol fields are reserved for the link costs. Routers and links

have identifiers that are 4 bytes long. A router commonly has an identifier which is the

same as the identifier of one of its links. The base topology information is provided to IP

routers by human operators. The routers maintain it in the Topology Database (Fig. 2.4).
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The network topology changes when a router or a link fails or when it is restored. To

detect topology changes, neighbouring routers exchange hello messages at regular time

intervals. A lack of a hello message from a neighbouring router is an indication that the

neighbouring router and/or the link to that router has failed. The recovery is indicated by

the next arrival of a hello message. Routers record such occurrences as different states of

the corresponding links, i.e. as non-active and active link states, respectively. All routers

advertise the states of their links in link state routing protocol messages periodically and

when the link states change. The information provided in the link state messages re-

ceived from other network routers is maintained at each router in the Routing Information

Base (RIB) (Fig. 2.4). By examining current link states routers infer the feasible network

topology, i.e. the network topology which contains currently active routers and links only.

2.1.2 Addressing Spaces

Addressing spaces which can be reached from an edge router are distinguished by their

IP prefix addresses. The format of an IP prefix is {IP address/mask}. The mask specifies

which bits in the given 4 byte long IP address define the addressing space [10]. These are

consecutive bits starting from the first bit. An example is shown in Fig. 2.3. The standard

method of writing an IP address is as the decimal value of each of the four bytes in the

address, separated by full stops. The mask can be represented with the same notation, or

by the number of bits which define the network (Fig. 2.3). Exceptions exist [10]. Hosts in

an addressing space have 4 byte long IP addresses of the format {IP Prefix.Host}, e.g. in

the addressing space whose IP prefix is 143.8.*.*/16, hosts have IP addresses 143.8.*.*.

IP prefixes cover arbitrary territories which may overlap, as shown in Fig. 2.2. Hence a

11111111 11111111 00000000 00000000Mask

10001111 00000111 00000000 00000000IP Address

IP Prefix (IP Address/ Mask):      143.8.0.0 / 255.255.0.0  [ 143.8.*.* / 16 ]

Prefix

Figure 2.3: IP Prefix Address

host can belong to more than one addressing space. In such cases it is considered that
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the host belongs to the addressing space whose IP prefix is the longest, as that prefix has

the most precise address information. In the example given in Fig. 2.2 host 143.8.2.6.

belongs to addressing space 143.8.*.*/16 because its IP prefix is longer (16 bits) than the

IP prefix of addressing space 143.*.*.*/8 (8 bits).

Edge routers advertise reachable IP prefixes in link state routing protocol messages.

There is a cost metric associated with each IP prefix which is reachable from an edge

router. It can be viewed as the distance between the edge router and the addressing space

identified by that IP prefix. This metric is set by human operators, or by edge routers

based on the external routing information, i.e. based on the routing information provided

by link state routing protocols in neighbouring area networks or by the path-vector routing

protocol Border Gateway Protocol (BGP) [11]. BGP is an inter-area routing protocol, i.e.

it distributes routing information between Autonomous Systems. The set of IP prefixes

which an edge router can reach may change, for example, due to topology changes in

other area networks. Each edge router detects this by examining the external routing

information it has, and it advertises detected changes in link state messages network wide.

2.2 Hop-by-hop IP Routing

In hop-by-hop IP routing, IP routers make routing decisions independently by following

the same strictly defined rules. An IP packet which traverses a network is routed inde-

pendently at each hop, hence the name hop-by-hop routing. An alternative common name

for this routing solution is shortest-path routing, because each IP router commonly routes

packets along shortest paths to their destinations.

2.2.1 Protocols Used in Hop-by-hop IP Routing

The protocols required in hop-by-hop IP routing are a link state routing protocol, i.e.

OSPF or IS-IS, and the forwarding protocol IP [12]. They are organized as shown in

Fig 2.4. Their responsibilities in IP traffic control are as follows.

The routing protocol determines the current states of network links and advertises

them periodically and when they change network wide. It also determines which edge
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IP routers can reach which IP prefix and advertises that information network wide (sec-

tion 2.1). Based on all routing information which is available at each IP router, this

protocol establishes IP routing tables with forwarding instructions for IP.

IP forwards packets in compliance with the forwarding instructions which the rout-

ing protocol provides. It is also responsible for fragmenting packets whose size does not

comply with the maximum packet size (Maximum Transmission Unit (MTU) [13]) which

can be accepted on a link, and to subsequently reassemble those packets.

IP

IP Routing Table

Routing 
Information Base

Link State 
Advertisements

Packet Fragmentation 
and Reassembly

Packet Forwarding

Data Link Protocol

OSPF or IS-IS  
Rotuing Information

Topology 
Database

OSPF or IS-IS 
Hop-by-hop Routing

Figure 2.4: Protocol Stack in Hop-by-hop IP Routing

In its operation IP relies on feedback about the problems in the network provided by

the Internet Control Message Protocol (ICMP) [14]. ICMP is considered to be an integral

part of IP, though it operates on top of IP. Since its role in traffic control is minor when

compared to the other two protocols, its operation will not be discussed here.

2.2.2 Shortest Path Algorithm

Forwarding paths in hop-by-hop IP routing are the shortest paths in the feasible network

topology which are determined by routers using a shortest path algorithm. Most com-

monly that is Dijkstra’s algorithm [15]. In general, Dijkstra’s algorithm solves the single-

source shortest path problem for a directed graph with nonnegative edge weights, i.e.

costs. In an area network whose topology (the set of routers and links and the link costs)

is known, Dijkstra’s algorithm is used to determine the shortest paths, i.e. the minimum
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cost paths, from a source router (s) to every other network router. The algorithm’s opera-

tion can be described as follows.

The input of the algorithm is the network topology. It is denoted by T (R,CL), where

R is the set of routers in the network, and CL is the set of link costs. The cost of link l(i, j)

between routers Ri and R j is a positive value. It is denoted by c(i, j), where(c(i, j) ∈
[0,∞],∀i, j).

The algorithm works by recording for each router v, the cost c(v) of the shortest path

found so far between the source s and v, and the previous hop or predecessor router on the

path p(v). This information defines the currently established shortest path (SP) tree from s

through the network. The algorithm maintains two sets of routers, S and Q. Set S contains

routers currently on the SP tree, while set Q contains routers not yet added to the tree.

Initially, set S is empty, and c(v) is set to 0 for s (c(s)← 0), and to ∞ for every other router,

since the costs of paths to these routers are unknown (c(v)←∞,∀v∈Q,v 6= s). There is no

previous hop information, hence p(v)← 0,∀v∈Q. The router with the minimal c(v), that

is s, is then added to the SP tree, i.e. it is shifted from set Q to set S, and new c(v) values

are calculated. If there is a link from router u on the SP tree (in set S) to router v which

is not on the SP tree (in set Q), a temporary c(v) is determined as c(v)← c(u)+ c(u,v).

If the temporary c(v) is lower than the current value of c(v), the current value of c(v) is

replaced with the temporary c(v) and the previous hop for v is set to be u (p(v)← u). The

router with the minimal c(v) in set Q is then shifted to set S, which results in router v and

link l(p(v),v) being added to the SP tree. This process is repeated until set Q is empty,

i.e. until all network routers are on the SP tree.

A high level view of the algorithm operation is given in Desc.1. To illustrate its

operation, the SP tree establishment in the topology shown in Fig. 2.5 when the source

router is R1 is shown in Fig. 2.6.

R1 R4

R3

R5

5

1

1

1

R2

1 2
3

Figure 2.5: Network Topology Example
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R1 R4

R3

R5

5

1

1

1

R2

1 2
3

R1 R4

R3

R5

5

1

1

1

R2

1 2
3

4. 
d[R1] <- 0 
d[R2] <- 1 
d[R3] <- 2 
 
d[R4] <- 4 
d[R5] <- 3 

5. 
d[R1] <- 0 
d[R2] <- 1 
d[R3] <- 2 
d[R5] <- 3 
 
d[R4] <- 4 
 

1. 
d[R1] <- 0 
d[R2] <- inf 
d[R3] <- inf 
d[R4] <- inf 
d[R5] <- inf 

2. 
d[R1] <-  0 
 
d[R2] <-  1 
d[R3] <-  inf 
d[R4] <-  5 
d[R5] <-  inf 

3. 
d[R1] <-  0 
d[R2] <- 1 
 
d[R3] <- 2 
d[R4] <- 4 
d[R5] <- inf 

R1 R4

R3

R5

5

1

1

1

R2

1 23

R1 R4

R3

R5

5

1

1

1

R2

1 2
3

R1 R4

R3

R5
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1
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Figure 2.6: Shortest Path Tree Establishment for Router R1

The running time of the simplest implementation of Dijkstra’s algorithm is O(n2),

where n is the number of routers in the network. When the number of links per router is

significantly lower that the number of routers in the network, i.e. in sparsely connected

networks, this time can be improved to O((m + n) logn) by using binary heaps [16], and

to O(m + n logn) by using Fibonacci heaps [17], where m is the number of links in the

network. In recent years impressive speed-up techniques for Dijkstra’s algorithm have

been developed [18, 19, 20, 21, 22].

Desc.1: Dijkstra’s Algorithm
INPUT: Network Topology T (R,CL)

Source Router s
OUTPUT: Shortest Path Tree for s SPT (s)
PROCEDURE: S← 0;Q← R; p(v)← 0;c(v)← ∞,∀v ∈ Q;

c(s)← 0;
1. Determine minimal c(u) and shift u from Q to S.
2. Determine new c(v),∀v ∈ Q:

if (c(v) > c(u)+ c(u,v)) then {
c(v)← c(u)+ c(u,v);
p(v)← u;

}
3. Repeat steps 1 to 2 while Q 6= 0.
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2.2.3 IP Routing Tables

Each IP router in an area independently determines paths through the network to every

reachable IP prefix, i.e. to every reachable external destination, based on the routing

information available to it, and stores the results in its IP routing table. In the process of

building the IP routing table the following two steps can be identified.

In the first step an IP router determines the feasible network topology based on the

information in its routing information base (RIB) (section 2.1), and the shortest paths in

that topology from itself to all IP routers in the network, i.e. to all internal destinations.

For each path the IP router records the identifier of the destination router and the identifier

of the next link on the path, and the path cost. This information is shown in Table 2.1,

which is referred to as the Network Paths table.

Table 2.1: Network Paths
Internal Destination Shortest Path Distance
Area Router ID Next Link ID Cost

In the second step, the router determines the shortest paths to all IP prefixes, i.e. to

all external destinations. To determine these paths the IP router first examines its routing

information base (RIB) to find out which edge network routers have advertised which IP

prefixes as reachable and with what cost metrics (section 2.1). This information is shown

in Table 2.2, which is referred to as the Reachable External Destinations table.

Table 2.2: Reachable External Destinations
External Destination Advertised by Edge Router Distance
IP Prefix Area Router ID Cost

Based on the information in Table 2.1 and Table 2.2, the IP router determines the costs

of paths to IP prefixes, and the next links on these paths, as follows. The cost of a path to

an IP prefix in Table 2.2, is the sum of the cost given in Table 2.2 for that IP prefix, and

the cost of the network path in Table 2.1 to the edge router which has advertised that IP

prefix in Table 2.2. The next link on the path is the next link on the network path to that

edge router which is given in Table 2.1. The IP router records the IP prefix, the relevant

next link and the total cost in Table 2.3, which is referred to as the External Paths table.

When an IP prefix is advertised as reachable by more than one edge router, more than one
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path exists to that IP prefix. In such cases only the path with the lowest total cost, i.e. the

shortest path, and the next link on that path are recorded in Table 2.3.

Table 2.3: External Paths
External Destination Shortest Path Distance
IP Prefix Next Link ID Cost

Based on the information in Table 2.3, the IP router then creates an IP routing table

of the format shown in Table 2.4. It contains all reachable IP prefixes. For each IP prefix,

the identifier of the next link on the shortest path to that IP prefix is provided.

Table 2.4: IP Routing Table
External Destination Next Link
IP Prefix Next Link ID

The IP routing tables are updated whenever the content of Table 2.1 and Table 2.2

changes. When the routing protocol reports that the states of some network links have

changed, new network paths are determined and Table 2.1 is modified. Table 2.2 changes

when edge routers advertise that the connectivity to some IP prefixes has been lost or

restored.

2.2.4 Packet Forwarding

After the IP routing tables are established at each router, as described in section 2.2.3,

packets are forwarded through the network as follows. Each IP packet carries its IP desti-

nation address in its IP header (section 2.2.11) which the source of the packet creates and

adds to the packet. Each router reads this address for every IP packet, and determines the

longest IP prefix in its IP routing table which matches the address. It then forwards the

packet to the next link associated with the determined IP prefix in its IP routing table.

The longest prefix IP routing table lookup which IP routers perform in the forward-

ing process is complex. The time required for such a table lookup used to be a major

bottleneck of IP routing. However advanced lookup schemes have subsequently been de-

veloped which are sufficiently fast for link speeds of several Gigabit/sec [23, 24], and so

sufficiently fast for current needs.
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2.2.5 Congestion Control

Congestion in a packet-switched network occurs when a link or node is carrying so much

data that its quality of service deteriorates. The packets may then be delayed or lost,

and new connections may be blocked. In order for these negative effects to be avoided,

congestion control techniques are applied.

The level of TCP traffic on forwarding paths in IP networks is controlled with con-

gestion control techniques which inform sources of packets to reduce the transmission

speed. Network routers request a lower transmission speed when they detect that too high

a level of traffic is routed over their links given the links capacities. Traditionally, TCP/IP

networks signal congestion by dropping packets. This concept has subsequently been

replaced with ECN [25] congestion control, which allows end-to-end notification of net-

work congestion without dropping packets. ECN is only used when both endpoints signal

that they want to use it. When ECN is successfully negotiated, an ECN-aware router may

set a bit in the IP header instead of dropping a packet in order to signal the beginning

of congestion. The receiver of the packet echoes the congestion indication to the sender,

which must react as though a packet drop were detected. ECN uses two bits of the TOS

field in the IP header.

The need for congestion control in the Internet, what constitutes correct congestion

control, and the dangers of neglecting to apply proper congestion control are explained

in [26, 27].

2.2.6 Path Restoration

In hop-by-hop IP routing forwarding paths are modified when a network router or a link

which is on a shortest path fails and when it is restored following a failure. As described

in section 2.1, routers detect that a neighbouring router or a link to that router has failed

or is restored, based on hello messages, which the neighbouring router sends periodically.

Every router which detects that the state of one of its link has changed (from non-active

to active and vise versa), advertises that in a link state message network wide. Upon

receiving such a message, routers determine the feasible network topology, and calculate

new shortest paths for the feasible topology, i.e. they update Table 2.1. Subsequently,
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they update the IP routing table (Table 2.4) as well.

The feasible topology differs from the one for which the shortest paths had previously

been determined in the number of routers and/or links, and thus it has a different set of

shortest paths. The paths between some routers remain the same, but some paths are

modified - it can be said that a new set of forwarding paths is established. This path es-

tablishment process ends after a link state message generated by the router which has de-

tected a topology change reaches the most distant router, and after that router determines

its shortest paths in the new feasible topology. It can be substantially prolonged when

topology changes are frequent, because the path revisions triggered by the last change of

link state will not have been completed before link state changes again. During this time

routers operate with inconsistent topology information. The shortest paths they calculate

are inconsistent as well, and packets may then be rerouted at each hop from one path to

another. Since inconsistent paths may form a loop, some packets can thus end up looping

for a while through the network. To prevent this, the number of hops a packet can take is

limited. Each packet has a one byte long Time To Live (TTL) field in its IP header where

the number of remaining hops it can take is maintained. This field is set by the source

of the packet, and decremented in the forwarding process by IP at each hop. If zero is

reached, the packet is discarded.

2.2.7 Path Protection

Recently a number of solutions has been proposed to improve the performance of hop-

by-hop IP routing following topology changes by providing pre-established backup paths

in additional virtual network topologies [28, 29, 30, 31, 32, 33]. These so-called backup

topologies are defined centrally, based on knowledge of the base (real) network topology

either by excluding links or by modifying link costs in the base topology. The shortest

paths in these topologies are the backup paths which should be used for forwarding pack-

ets in case a primary path in the base topology fails. Studies have shown that from three

to six topologies were necessary to achieve full fault tolerance (in the tested topologies)

for link [31] and router [29] failures.

Means for distributing backup topology information exist in early versions of OSPF [7].
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Recently extensions for the routing protocols OSPF and IS-IS have been proposed for so-

called multi-topology routing in [34] and in [35], respectively. OSPF and MT-OSPF allow

links to have multiple link costs, one for each topology. M-IS-IS reserves one bit mask

for each link in each topology. The mask of a link in a topology indicates if the link

exists or not in that topology. After the link costs or masks are defined for the backup

topologies by human operators or by an integrated network management system, and set

at each router, routers advertise the states of their links in all topologies, i.e. in a number

of backup topologies and in the base topology. Subsequently all routers determine the

shortest paths in all topologies and establish either a separate IP routing table for each

topology, or an IP routing table with a number of next link entries, one for each topology,

as is shown in Table 2.5. A set of backup paths is thus established network wide, in addi-

tion to the primary paths, to every external destination, i.e. to every reachable IP prefix. In

this case traffic can simply be switched to a backup path, when a primary path fails, and

thus the potentially lengthy path establishment process discussed in the previous section,

is avoided. This is called path protection.

Table 2.5: Multi-Topology IP Routing Table
External Destination Next Link, Topology 1 Next Link, Topology 2
IP Prefix Next Link ID Next Link ID

It is not specified in [34, 35] how packet forwarding should be performed in multi-

topology networks, although it is claimed in [35] that this technique is used by many

Internet Service Providers (ISPs) today. M-IS-IS suggests using different topologies for

different destination addresses, or using the Type-of-Service (TOS) field in the IP header

(section 2.2.11) as the topology number.

2.2.8 Equal-Cost Multi-Path Routing

There may be more than one shortest path to an external destination. In hop-by-hop

IP routing there is an option for IP routers to split traffic among such paths by using

equal-cost multi-path (ECMP) routing [36]. If packets belonging to a single session (i.e.

packets sent by a single application from a source to a destination) are routed differently,

the transport protocol [37] may have some difficulties in calculating round-trip delay and
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the maximum packet size along the packets’ path. The number of packets which are

delivered out of order is increased as well. To prevent this IP routers take care to split only

traffic from different sessions among different paths, i.e. they send packets of a particular

session always onto the same path. Packets in a single session have the same IP source and

destination address, and the same value in the protocol field of their IP headers. Hence,

in ECMP routing, routers also maintain the information shown in Table 2.6 and Table 2.7.

The square brackets in Table 2.7 indicate that the router can have some locally defined

short identifiers which unambiguously define each session, and which can be determined

by examining the fields in the brackets in the IP header of each IP packet.

Table 2.6: IP Routing Table with Multiple Equal-Cost Shortest Paths
External Destination Next Link, Shortest Path 1 Next Link, Shortest Path 2
IP Prefix Next Link ID Next Link ID

Table 2.7: ECMP Routing Table
Session Next Link

[Source, Destination, Protocol ] Next Link ID

The number of forwarding instructions in ECMP routing is clearly substantially higher

than in traditional hop-by-hop IP routing. A justification for its deployment is that by

splitting traffic along equal-cost shortest network throughput can be increased.

2.2.9 Optimizing Link Costs

Using only the shortest paths as the forwarding paths in a network may mean that the net-

work handles less traffic than it could, given its resources and the current traffic demands.

Congestion may happen despite the presence of under-utilised non-shortest paths in the

network which are not used, but which could take over some traffic on the shortest paths so

that the congestion is avoided. To increase network throughput and lower the probability

of congestion it has been proposed to optimize link costs based on a network wide view of

traffic and network topology so as to arrive at the best set of shortest paths to carry a par-

ticular pattern of demands, i.e. the one that would enforce an approximately even traffic

distribution on network links. A number of schemes for determining link costs based on

fixed known demands have been experimentally evaluated on real networks, showing that
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it is possible to find a set of link costs which allows significantly more demands (50%-

110% ) to be supported in the network when compared to the Cisco’s inverse-capacity

costs [38, 39, 40, 41, 42, 43, 44]. Some schemes aim for a link setting that performs well

also in the presence of link failures [45, 46, 47]. However, it is relatively simple to find

demands and a topology where the performance of this scheme is not satisfactory [39].

The control of link costs is intended to be performed rarely, for example, when the

network topology is extended or when the demands change significantly [48]. In general,

an integrated network management system could automate the entire process of detecting

congestion, selecting suitable costs and effecting the configuration changes. There are

however some major issues with modifying link costs, since such changes will lead to a

period of routing instability as the routing protocol converges on the new topology [49].

Every single link cost change has to be reported to all routers. After being informed

about the new costs, routers have to calculate shortest paths and to update their IP routing

tables. So it may take seconds before the shortest paths defined by a new set of costs

are established. In the meantime packets are routed in an unpredictable manner and may

consequently be delivered out of order or be lost. This is particularly critical when a

number of new link costs needs to be advertised network wide [48].

A link cost can also be a quantity that varies with the link utilisation. While a fixed

cost needs to be distributed only when a link goes down or when it recovers, variable

costs need to be distributed more frequently, periodically, or by using triggered messages.

The routing protocol overhead is thus increased. In contrast to periodic updates, triggered

messages complicate the provisioning of network resources since rapid fluctuations in

available capacity can generate a large number of link-state updates, unless a reasonable

hold-down timer is used [50]. Frequent link-state updates may lead to undesired traf-

fic fluctuations in the network. If all network routers are informed that a link is overly

utilised, they will route traffic away from the link. This will however drastically reduce

the utilisation of that link and it will then be advertised as a low-utilised link. All the

rerouted traffic will then be shifted back to the link. The link may then again become

overly utilised and the cycle starts again [51].
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2.2.10 Providing More Forwarding Paths

When network links on shortest paths have insufficient capacity for all traffic which is

routed along these paths, it may happen that longer paths exist with sufficient capacity

to take over some traffic on the shortest paths. However, IP routers record routing in-

structions for shortest paths only. This implies that inefficient resource utilisation in IP

networks primarily occurs because there is a low number of available forwarding paths.

The number of forwarding paths in IP networks can be increased by defining a number

of virtual network topologies, which have different sets of routers, links and/or link costs,

and thus different sets of shortest paths as well, and by enabling routers to determine

shortest paths in each virtual network topology, i.e. by enabling multi-topology routing.

When a number of paths is provided between network routers, the problem arises of

how network routers assign traffic to one of the available paths in response to traffic

dynamics, so that network resources are efficiently used. This traffic control solution has

been neglected in research circles. Early works on this topic can be found in [52, 53, 54].

2.2.11 IP Header

The format of the IP header is shown in Fig. 2.7. It is at least 20 bytes long. The numbers

at the top represent byte positions. The field definitions are given below. In general, only

the fields marked in the figure are necessary in the packet forwarding process.

Source Address

Destination Address

Options Padding

Time To Live Protocol Header Checksum

Identification Fragment OffsetFgs

Total LengthTOSVer IHL

1 2 3 4 bytes

Figure 2.7: IP Header Format
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• Version is the Internet Protocol version number. In IP which is considered here it is

set to 4.

• IHL, Internet Header Length, is the length of the IP header in 32 bit units.

• Type of Service was originally intended to define parameters of the type of service

desired. Currently 2 of the bits of this field are used in ECN [25] congestion control.

The remaining bits are used by DiffServ [55].

• Total Length is the length in octets of the packet (fragment), including the IP header.

• Identification is a value assigned by the sender to be used in packet reassembling.

• Flags are control flags used in packet fragmentation and reassembly. One bit is

reserved and must be set to 0. The other two bits are:

DF - don’t fragment, and

MF - more fragments.

• Fragment Offset is the offset of this fragment in the original packet, in 64-bit units.

• Time to Live is the number of hops a packet may take on its way to a destination.

• Protocol determines the next level protocol used in the data portion of the IP packet.

• Checksum is a checksum performed on the header only.

• Source Address is the IP address of the source of the packet.

• Destination Address is the IP address of the destination of the packet.

• Options are optionally present, used for security, source routing and other functions.

• Padding is a zero padding to ensure that the IP header ends on a 32 bit boundary.

21



2.3 Type of Service

Traditionally in hop-by-hop IP routing all IP packets are regarded to be of equal im-

portance. Network resources are fairly shared by packets from different sessions and

when the network is overused, the service degrades equally for all customers. No guar-

antees regarding packet loss, delay and order of packet delivery are provided, i.e. hop-

by-hop IP routing provides best-effort packet delivery only. In recent years a wide range

of communication-intensive, real-time multimedia applications have appeared. Unpre-

dictable delays and possible out-of-order packet delivery are undesirable for real-time

traffic, so new requirements have been placed onto the network to meet various service

requirements traffic can have. The set of service requirements to be met by the network

while transporting a flow is referred to as Quality of Service (QoS) [2]. Routing of traf-

fic flows while insuring that their QoS requirements are met is called Quality-of-Service

(QoS) routing. A possible need for QoS routing was considered from the very beginning

of IP network development. The Type of Service (TOS) field was reserved in the IP header

(section 2.2.11) for this purpose. However techniques for using this field are still under

development. In past two decades two models for QoS support in IP networks have been

developed: Integrated Services (IntServ) [56] and Differentiated Services (DiffServ) [55].

There were also proposals for inter-connecting these two service models in [57, 58, 59]. It

was expected that the resulting model would draw from the strengths of both models. Fur-

ther research on this topic has led to the development of MPLS networks [60, 61, 62, 63]

which are described in section 2.4.

2.3.1 Integrated Services

In the Integrated Services (IntServ) model in addition to the best-effort service two more

service classes are defined. They are:

guaranteed service [64] - for applications requiring bounded packet delivery time, and

controlled load service [65] - for applications that can tolerate some delay and are sen-

sitive to traffic overload condition.
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The IntServ model is based on the following assumption: routers have to be able to reserve

resources a priori for a traffic flow in order for a required QoS for that flow to be provided,

which then further implies that routers have to maintain flow-specific states [56]. The ad-

ditional components required for enabling IntServ in IP networks are: a signaling protocol

(e.g. RSVP [66]), an admission control routine, a packet classifier and a packet sched-

uler. The role of the signalling protocol is to setup a path for a given traffic flow and to

reserve resources along that path in accordance with the given QoS requirements before

data transmission starts. The admission control routine decides whether the requested ser-

vice can be granted. The classifier places packets into different service queues and they

are then scheduled appropriately by the scheduler.

The IntServ architecture is computationally very demanding and it does not scale well.

The amount of state information increases proportionally with the number of flows and

this number can be tremendous in the IP network core.

2.3.2 Differentiated Services

The Differentiated Services (DiffServ) model aims to avoid scalability issues which exist

in the IntServ model by aggregating traffic flows which require the same treatment, and

thus reducing the flow-specific state information which routers have to maintain. These

flow aggregates are then to be treated differently, according to the given requirements. A

customer might have to register for DiffServ with its Internet provider network. A Service

Level Agreement (SLA) [67, 68] is then reached between the customer and the network

which defines classifier rules as well as metering, marking, discarding and shaping rules.

Examples of additional service classes beside the best-effort service in the differenti-

ated services model are:

assured service [69] - for applications which require reliable transport, and

premium service [70] - for applications which require low delay and low jitter.

IP packets are classified, and possibly policed, at the ingress of the DiffServ network.

Packets which require different types of service are distinguished by the value of the

Differentiated Services (DS) field in the IP header [55]. The DS field is a 6-bit part of the

TOS field. The ongoing research on DiffServ is extensive [71, 72, 73, 74, 75, 76].
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2.4 Explicit MPLS Routing

When the lookup speed of IP routing tables was identified to be the major bottleneck in

IP routing, proposals appeared to trade packet header for packet processing, i.e. to enable

a new faster forwarding solution within independent IP network areas by deploying a new

forwarding protocol which operates with a short packet header [77, 78]. Newly developed

fast longest prefix lookup schemes have made the deployment of a new forwarding pro-

tocol less necessary. However, requirements to support QoS routing in IP networks have

appeared. To fulfill these requirements it has been necessary to modify the current IP for-

warding process. The proposal to deploy a new forwarding protocol has then been merged

with the proposal to deploy a new signalling protocol for establishing paths and reserv-

ing resources along the paths to support QoS routing which was previously proposed in

the IntServ model. A new forwarding protocol, called Multiprotocol Label Switching

(MPLS) [60] and new signalling protocols, CR-LDP [61] and RSVP-TE [62], were de-

veloped and subsequently widely deployed in the Internet. The forwarding concept in

MPLS networks to a great extent resembles cell switching across virtual paths which is

deployed in ATM networks [79]. It is described in this section.

2.4.1 Terminology of MPLS

In the MPLS specification [60], a set of routers implementing MPLS that are in the same

routing or administrative domain is called an MPLS domain. Routers which support

MPLS are called Label Switching Routers (LSRs). LSRs that communicate with routers

outside the MPLS domain or hosts are referred to as Label Edge Routers (LERs).

Traffic is routed through an MPLS domain along so-called Label Switched Paths

(LSPs). Depending on the position of LSRs on LSPs in the domain, the following types

of LSRs are defined:

• An Ingress LSR is the first LSR on an LSP in the MPLS domain and it handles IP

packets as they enter the domain.

• An Egress LSR is the last LSR on an LSP in the MPLS domain and it handles IP

packets as they leave the domain.

24



• A Transit LSR is an LSR between the first and the last LSR on an LSP in the MPLS

domain and handles IP packets as they travel through the domain.

Hence any LSP starts with an ingress LSR and ends on an egress LSR. Ingress and egress

LSRs are always edge routers, i.e. LERs. A transit LSR may or may not be an edge router.

MPLS is enabled in IP networks by enabling IP routers to support MPLS, in addition

to IP which they already support. Hence each LSR is also an IP router. Provided that all

IP routers in an IP network area support MPLS, that area network is an MPLS domain.

2.4.2 Protocols

In an MPLS domain it is the responsibility of a signalling protocol, either CR-LDP or

RSVP-TE, to provide the forwarding protocol MPLS with the forwarding instructions by

building the MPLS forwarding table at each router. When performing these tasks the pro-

tocol relies on the routing information provided by whichever routing protocol is deployed

in the network (section 2.1). The signalling protocol is also responsible for monitoring

the states of the established paths and for reporting detected failures to routers along the

paths (e.g. by sending refreshing messages, section 2.4.6). Packets are forwarded through

the network by MPLS in compliance with the decisions of the signalling protocol.

The interacting protocol stack in MPLS networks which operate with the signalling

protocol RSVP-TE is shown in Fig. 2.8. CR-LDP operates on top of TCP [37], which

operates on top of IP.

Explicit Routing

Data Link Protocol

MPLS 
Packet Forwarding

IP 
Packet Forwarding, 

Fragmentation and Reasembly

OSPF or IS-IS 
Routing Inf.

Shortest Path  
Routing

IP Routing Table

Routing Information Base

Link State 
AdvertisementsPath State 

Advertisements

Path 
Establishment

MPLS Forwarding Tables

RSVP-TE 
Traffic Control

Figure 2.8: Protocol Stack in Explicit MPLS Routing
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2.4.3 MPLS Forwarding Tables

Forwarding tables for LSRs in an MPLS domain are established as follows.

Incoming IP packets which enter the MPLS domain are classified by ingress LSRs

into Forwarding Equivalence Classes (FECs). A FEC represents a group of packets that

should be forwarded in the same way through the MPLS domain. The classification into

FECs is done using packet filters that examine IP header fields such as source and desti-

nation IP address, Type-of-Service, etc.

Using a signalling protocol, each ingress LSR then initiates label assignment to each

FEC in the domain down an explicit path determined by the ingress LSR. In this process

each LSR along the path assigns a label, i.e. a short fixed value identifier, to the FEC and

informs the predecessor router which label it has chosen. Labels have local significance.

A label identifying one FEC in one LSR, may identify another FEC in another LSR.

Each LSR along the path stores the label it has assigned to the FEC, i.e the incoming

label, the label assigned by the next LSR on the path, i.e. the outgoing label, and the iden-

tifiers of the previous and the next interface on the path in a Next Hop Label Forwarding

Entry (NHLFE) table (Table 2.8). The ingress LSR stores the label assigned by the next

LSR on the path and the identifier of the next interface on that path in an Incoming Label

Map (ILM) table (Table 2.9). It also stores the FEC identifier and the label assigned to

the FEC in a FEC-to-NHLFE (FTN) table (Table 2.10). The egress LSR records in its

NHLFE table that it is the last router on the defined path.

The ingress LSRs can also initiate label assignment down the paths which are used in

hop-by-hop IP routing [60]. This is called hop-by-hop MPLS routing.

Table 2.8: NHLFE Table
Incoming Interface Incoming Label Outgoing Label Outgoing Interface
Previous Link ID Local FEC ID FEC ID at Next LSR Next Link ID

Table 2.9: ILM Table
Label Next Interface
FEC ID at Next LSR Next Link ID

Table 2.10: FTN Table
FEC Label
Local FEC ID FEC ID at Next LSR
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2.4.4 Packet Forwarding

Once the MPLS forwarding tables are created as described in section 2.4.3 (Tables 2.8, 2.9

and 2.10), IP packets are forwarded through the MPLS domain as follows.

Each ingress LER determines the FEC for each incoming IP packet and the label

associated with it in its FTN forwarding table by examining the packet’s IP header. It

creates a short MPLS header, stores the label in this header and adds the header to the

packet, in front of the IP header. The packet is then forwarded to the next interface

associated with this label in the ingress LSR’s FTN forwarding table.

Each LSR on the packet’s path examines the label in the packet’s MPLS header. The

label determines the NHLFE forwarding table entry containing the record of where to

forward the packet, and with which outgoing label. The LSR replaces the label in the

MPLS header with the outgoing label recorded in the table and it forwards the packet to

the next LSR on the path.

The egress LSR removes the MPLS header from the packet and then forwards the

packet to a router in the next domain or to a host as an IP packet, i.e. it examines the

packet’s IP destination address and it follows the forwarding instructions provided in its

IP routing table.

2.4.5 Label Switched Paths

A Label Switched Path (LSP), the path through one or more LSRs that packets in a partic-

ular FEC follow in an MPLS domain, is determined and established by the ingress LSR.

The signalling mechanisms for LSP setup permit specification of QoS attributes for the

LSP. The ingress LSR can set these attributes according to the demands regarding band-

width, delay and/or packet loss which are specified, for example, for a particular type of

traffic between a source and a destination in a customer Service Level Agreement (SLA)

(e.g. streaming multimedia may require guaranteed throughput to ensure that a mini-

mum level of quality is maintained, Voice over IP (VOIP) may require strict limits on

jitter and delay, Video Teleconferencing (VTC) requires low jitter and latency). Packets

of the specified type are then assigned to a single FEC, and they are forwarded along a

constraint-based LSP for that FEC. This is commonly referred to as QoS routing.
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An example of how an ingress LSR can determine a path through the MPLS domain

which satisfies a bandwidth demand between a source, s, and a destination, d, follows.

This demand is denoted by b(s,d). To be able to determine a path which can support

the demand b(s,d), the ingress LSR has to be informed of the current residual bandwidth

on each network link. The residual bandwidth on a link is the difference between the

bandwidth of the link and the LSP demands that are routed on that link. It can be obtained

from routing protocol extensions, such as in [80, 81, 82]. By pruning the links with

insufficient residual bandwidth to support the demand from the base topology, the ingress

LSR determines the feasible topology for the demand. This topology is called here the

constraint-based topology. The shortest path to the egress LSR for the demand in the

constraint-based topology, which is determined using Dijkstra’s algorithm (section 2.2.2),

is the path through the MPLS domain for that demand. The ingress LSR establishes it as

an LSP using the signalling protocol and it reserves bandwidth b(s,d) along that LSP.

This is the simplest constraint-based path algorithm [62] used in explicit MPLS

routing. An outline of the algorithm operation is given in Desc.2. Aiming to improve

the efficiency of explicit routing, other constraint-based path algorithms have been pro-

posed [83, 84, 85, 86]. Some take more information into account when determining paths,

such as the network ingress-egress points [87, 88, 89], and the estimated future demands

for bandwidth on paths between the network ingress-egress points [90]. These algorithms

differ from that described above only in how they determine the constraint-based topol-

ogy, either by excluding links in the base topology or by modifying the link costs, prior

to the calculation of shortest paths using Dijkstra’s algorithm.

Desc.2: Constraint-Based Path Algorithm
INPUT: Base Network Topology T (R,CL)

Residual Link Bandwidth BL
Bandwidth Demand b(s,d)

OUTPUT: Constraint-Based Topology CT (R′,CL′)
PROCEDURE: Exclude all links l if bl < b(s,d) from T (R,CL)

to generate CT (R′,CL′)
INPUT: Constraint-Based Topology CT (R′,CL′)

Ingress LSR i
OUTPUT: Shortest Path Tree for i SPT (i)

Path (i,e) between ingress and egress LSR for b(s,d)
PROCEDURE: Dijkstra’s Algorithm
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2.4.6 Path Protection

An LSP has to be modified when a router or a link which is on the LSP fails. In such

cases the signalling protocol informs the ingress LSR on the LSP which LSP has failed,

and the ingress LSR then determines and establishes a new LSP to replace the failed one.

In the MPLS domain which operates with RSVP-TE [62] the egress LSR on an LSP sends

periodic refreshing messages to the ingress LSR on that LSP. The lack of these messages

indicates to the ingress LSR that the LSP has failed. When the signalling protocol is CR-

LDP [61] the transit LSR which has detected a failure of an LSP informs the ingress LSR

on that LSP about the LSP failure.

After the ingress LSR has determined the new LSP, it establishes the LSP by sending

a signalling protocol message to the LSRs on the new LSP. This LSP is established after

the signalling message generated by the ingress LSR has reached the egress LSR on the

LSP. If a link or a router on the new LSP fails during this process, all the above has

to be repeated. Hence providing a new LSP might take a long time, particularly when

topology changes are frequent. To avoid this a set of backup LSPs can be pre-established

in the MPLS domain for the primary LSPs. In the 1+1 protection approach, traffic is sent

simultaneously over the primary and the backup LSP. In the 1:1 protection approach the

backup path is used only if the primary path fails, so that backup path resources may be

shared by different backup paths that are activated in different failure scenarios [33].

When the backup paths already exist, traffic on primary paths can be rerouted faster

following topology changes. However, when a primary path fails due to the failure of a

link or a router somewhere along the path, the primary path failure has to be signalled

first to the ingress LSR on the path, which should then reroute the traffic on this path to a

backup path. This procedure takes some time. Thus fast rerouting requires a backup path

starting at each router along the primary path [91], but such a solution entails tremen-

dously many paths in the network. This can be reduced by a so-called facility backup

option where each link or router failure is protected by separate backup paths. The facil-

ity backup deviates many primary paths at once around the failure locations. These paths

are then reconnected after the failure locations.
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2.4.7 Label Space

With the 20 bit long label which is used in explicit MPLS routing it is possible to dis-

tinguish up to 220 label switched paths (LSPs) at any single label switched router (LSR)

in an MPLS domain. Substantially more LSPs could be distinguished within the entire

domain depending on the network topology. However, the number of LSPs which are

established over an LSR equals the number of entries in its forwarding table. The more

paths are established, the larger the forwarding table is. This has raised concerns about

the table size requirements in explicit MPLS routing and has motivated proposals to min-

imize these requirements. Given that LSRs assign a label to each LSP that they are on,

the number of labels an LSR uses is also equal to the number of entries in its forwarding

table. The problem of minimizing forwarding table size is thus discussed as the problem

of reducing the label space usage by label switched paths in [92]. Larger label space is

also related to a longer lookup delay in [93] and to a lower network utilisation in [94].

The label space usage in explicit MPLS routing can be reduced by using multipoint-

to-point egress routed label switched trees (LSTs) instead of LSPs. These trees can be

defined by merging LSPs previously defined by some existing constrained-based path

algorithm or independently based on the network topology and estimated traffic demands.

Examples can be found in [95, 93, 96, 97].

2.4.8 Label Stack

When there is a number of MPLS domains in an MPLS network which are on different

hierarchy levels, a packet may carry more than one MPLS header while traversing the

network. The MPLS headers are then organized as last-in first-out stack called the label

stack [98]. The number of label stack entries determines the stack depth. In an MPLS

domain LSRs make forwarding decisions based on the labels of the same depth in the

label stack. Processing of the labeled packet is always based on the label in the top MPLS

header, and thus in such cases LSRs in an MPLS domain might have to perform additional

stack operation in the forwarding process, e.g. they have to add an MPLS header to the

stack or to remove it. The instructions for performing such operations are recorded in

their forwarding tables when the tables are established. This mechanism can be used to
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support tunnelling.

The label stack feature can also be used in connection with link failures. An LSR may

push a label representing a detour around the failed link on the stack of packets which

have previously been routed to that link [99]. LSRs in an MPLS domain then do not

necessarily make forwarding decisions based on the labels of the same depth in the stack.

2.4.9 MPLS Header

The format of the MPLS header is given in Fig. 2.9. It is 4 bytes long. The numbers at

the top represent bit positions. The field definitions are given below.

TTLSEXPLABEL

 0    1    2    3    4    5    6    7    8    9    0    1    2    3    4    5    6    7    8    9    0    1    2    3    4    5    6    7    8    9    0    1
 0                                                          1                                                          2                                                          3

Figure 2.9: MPLS Header

• Label, a 20-bit field with the actual value of the label,

• EXP, a 3-bit field reserved for experimental use (used by DiffServ [55]),

• S, which indicates the bottom of the label stack (the packet payload immediately

follows the label stack entry which has the S bit set),

• TTL, Time to Live.

The MPLS header is either encapsulated between the data link header and the network

header (IP header) or uses an existing field in the data link header or the network header.

2.4.10 Time To Live

In the IP header the TTL field contains the number of hops a packet is allowed to take in

the network. It is decremented at each hop and the packet is discarded if zero is reached.

The field is a way of protecting against forwarding loops that may happen, for example,

due to inconsistency of the routing tables following topology changes. Since within an

MPLS domain no IP header examination is done, MPLS provides a way to keep the value

of the field as it would be if the packet were IP routed. This is done by copying the TTL
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field from the IP header of the packet into the TTL field of the MPLS header, as the packet

enters the MPLS domain, and by decrementing it at each hop along an LSP. As the packet

emerges from its LSP, the field is copied back to the TTL field of the packet’s IP header.

If the TTL value reaches zero somewhere along the path, the packet is discarded.

2.5 Tunnelling

Tunnelling or encapsulation is handling of protocol A’s packets, complete with A’s header

information, as data carried by protocol B [100]. An encapsulated protocol A packet has

a protocol B header, which is followed by a protocol A header, and then followed by the

information that protocol A carries as its own data. Protocols A and B may be the same

protocol. Two examples are shown in Fig 2.10. An IP packet is tunnelled through an

MPLS domain as an MPLS packet. It can also be tunneled through an IP network area as

another IP packet.

IP Packet Header

IP Packet Header IP Packet Header

 protocol B 
 

MPLS

 protocol A 
 

 protocol A payload 
 

Figure 2.10: Tunneling or Encapsulation

2.6 Recommended Reading

More information on operations of packet-switched networks in general, and in par-

ticular on hop-by-hop IP routing, can be found in the excellent book by Radia Perl-

man called Interconnections: Bridges, Routers, Switches and Internetworking Proto-

cols [100]. Grenville Armitage has summarized the key differences between hop-by-hop

IP routing and explicit MPLS routing in the article MPLS: The Magic Behind the Myths

[101]. More detailed descriptions of protocols mentioned in this chapter can be found at

http://www.ietf.org.
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Chapter 3

A Generalised Model of IP Routing

Comparing the two approaches to IP routing discussed in chapter 2 is complicated by the

inconsistent terminology used in the literature to describe them. A common framework

and terminology to describe IP routing is developed below.

3.1 An Overview of Traffic and Networks

A routing solution is the set of tasks which have to be performed so that traffic in a network

can reach its destination. The network consists of nodes and edges. Traffic consists of

traffic units. Traffic units transport their payload between specified destinations. They

may have different priorities, in which case low(er) priority traffic units can be delayed or

stopped in order to reduce delays of high(er) priority traffic units.

The traffic units in packet-switched networks are packets. Their payload is informa-

tion. A large amount of correlated information can be sent to a destination in a continuous

stream of packets. The network nodes are routers, the network edges are links, and des-

tinations are hosts. Any type of connectivity between a host and a router is an access

edge. A router is a container for information and protocols at each node. Protocols are

software and hardware modules which perform operations required in the network. They

are deployed in a layered architecture. The protocol(s) on layer k provides services for the

protocol(s) on layer k + 1. A packet header of level k is reserved for recording informa-

tion that the protocol(s) on level k require. It encapsulates the packet and all of the packet

headers of level k+ i, i > 0. In the layered protocol architecture, protocols on the network
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protocol layer are responsible for routing and packet forwarding.

3.2 A High Level Description of Packet-Switched Net-

works

In packet-switched networks the set of destinations and the network characterise two func-

tionally different strata. The destination stratum sets above the network stratum, as shown

in Fig. 3.1. The requests for transport of some payload between specified destinations are

generated in the destination stratum. The transport is performed in the network stra-

tum. Connections between destinations and network nodes are called access edges, either

ingress or egress. They form the interface between the destination and the network strata.

The concept of a destination stratum allows addressing issues to be incorporated in the

routing model.

Destination Stratum

Network Stratum

Interface 
(Access Edges)

A
B

transport request: 
(from A to B)

Figure 3.1: Destination Stratum and Network Stratum

3.2.1 The Destination Stratum

Destinations have hierarchical addresses. An example is shown in Fig. 3.2. There are

hierarchical territorial divisions on the destination stratum into destination zones. A des-

tination zone of level k has an identifier, e.g. France. There are smaller destination zones

on a zone of level k which belong to level (k−1). Their identifiers start with the identifier

of the zone of level k that they are on, e.g. Paris in France has address France.Paris. Indi-

vidual destinations are on level zero. The address of a destination starts with the identifiers

34



 

 

  

 

 

 

130.25.1.*/24 

130.25.1.2  (32 bits) 
            

130.*.*.*/8           

Endpoint Address:  
France, Paris, Luvre, Mona Lisa

130.25.*.*/16    

Level 1 Prefix:  
France, Paris, Luvre

Level 2 Prefix: 
France, Paris

Level 3 Prefix:  
France

 (address / prefix length in bits)

Figure 3.2: Hierarchical Destination Addresses

of the higher level destination zones that the destination is on, e.g. Mona Lisa’s address

is France.Paris.Louvre.MonaLisa. An address prefix is a notation used for identifying all

destination addresses in a destination zone whose identifier appears in the address prefix,

e.g. France.* covers all destinations in France. The representation of destination ad-

dresses in packet-switched networks is numerical. An example is shown on the righthand

side in Fig. 3.2, where sets of bits of different sizes (with 32 bits being the maximum in

the example) are reserved for addressing destination zones on different levels. The ad-

dresses are binary numbers, but their decimal notation is given in the figure. Each four bit

chunk of a binary number is represented with a decimal number.

3.2.2 The Network Stratum

The network is divided into areas which are controlled and maintained by different parties.

There are hierarchical territorial divisions within the network stratum into network zones.

They define polices on borders between network areas. On the border between two areas

in a single network zone the policies of that zone apply. The border between two areas

in two different network zones of level k is controlled by the policies of the network

zone of level k +1 to which both belong. For example, each city and the intercity area in

France are individual network areas in network zone France. France and Germany are two

network zones in a higher level network zone Europe. French policies apply between the
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network areas within France. European policies apply on the border between a network

area in France and a network area in Germany.

In the largest existing packet-switched network, the Internet, the hierarchical territo-

rial divisions on the destination level and the network level do not correspond to those

presented on world maps, and used in the examples above. Instead, to use the same ex-

ample, prefix France is missing in Mona Lisa’s address.

The networks within single areas are small in size, in the approximate range of a

hundred to two hundred nodes. They can be presented as shown in Fig. 3.3. The example

in the figure is taken from [102]. In the example, a set of destinations, whose address

prefix is City*, is reachable over access edges from each node City, e.g. the addresses of

destinations which are reachable from node Vienna start with prefix Vienna*. The access

edges are not shown in the figure. Each shown edge represents two unidirectional network

edges. There are in total n nodes, m edges and d destinations. Each edge has a capacity

of c.

Copenhagen

Milan

Zurich Vienna

Luxembourg

Prague

Berlin

Paris

Brussels

London
Amsterdam

Figure 3.3: Network Stratum

3.3 Forwarding Topologies

Packets are forwarded through the network along forwarding topologies. A forwarding

topology contains a set of unidirectional network edges, and a set of network nodes. Each

node has at most one outgoing edge. That is the edge by which a packet which follows
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the forwarding topology leaves that node. Three examples of forwarding topologies are

shown in Fig. 3.4. Nodes with no incoming edges are called leaf nodes. Nodes with no

outgoing edges are called root nodes. Topologies with a single leaf node and a single root

node are called directed lines. Topologies with multiple leaf nodes and a single root node

are called directed trees. Topologies with neither a root node nor leaf nodes are called

directed rings.
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a)  Directed Line  b)  Directed Tree c)  Directed Ring 
     

Figure 3.4: Forwarding Topologies

Examples of directed lines in existing networks include shortest paths and label switched

paths (LSPs). Examples of directed trees include multipoint-to-point trees.

3.4 The Forwarding Table

A forwarding topology is established by providing at each node in that topology a record

of the outgoing edge of that node used in that topology. The set of such records at a single

node for all forwarding topologies that traverse that node is called the forwarding table.

A forwarding table entry records the following mapping:

forwarding topology → outgoing edge of the node.

3.5 Routing Assignments

When a packet enters the network (at the entry node), two decisions must be made in order

to route the packet. The first is the choice of exit node from the nodes in that network.
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A node must be chosen from which the destination address is reachable to be the exit

node. If the network is multi-homed (i.e. possesses more than one gateway to external

networks) there may be more than one choice of exit node. In such cases mechanism for

selecting only one of the available exit nodes must be provided. Having chosen the exit

node, a path from the entry node to the exit node must be selected. Using the abstraction

of section 3.3, this corresponds to choosing a forwarding topology.

For example, in the scenario shown in Fig. 3.4 traffic from Milan.* to Vienna.* will

follow forwarding topology a when destination addresses Vienna.* are assigned to for-

warding topology a at node Milan.

Traffic with destination address D, which enters network at node I, will be routed on

forwarding topology F to exit node E, if a record is maintained at node I, listing D among

the set of destination addresses reachable from node E in F . The process of mapping D

to F at node I in this way is called routing assignment.

3.6 The Routing Table

The set of records of routing assignments at an entry node is called the routing table.

A routing table entry records the following mapping:

destination address, exit node → forwarding topology.

Prior to any routing assignment for a forwarding topology being made it must be

confirmed that the destination address in that assignment is reachable from the exit node

in that forwarding topology.

3.7 Routing Granularity

Different values can be mapped onto forwarding topologies in routing assignments. Three

examples are:

• destination address prefixes,
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• destination addresses, and

• source and destination addresses.

Routing granularity in these three cases is considered to be respectively coarse, base, and

fine.

3.8 The Routing Algorithm

A routing algorithm is a set of rules which defines how destination addresses reachable

from nodes in a forwarding topology are assigned to that forwarding topology, i.e. which

defines how the routing assignments are made. Its output is the routing table.

3.9 Forwarding Layers

All routing assignments made for a single forwarding topology define a set of entry and

exit nodes in that topology. That forwarding topology, and that set of entry and exit nodes

define a forwarding layer. The options for the set of entry and exit nodes in a forwarding

topology are:

• a single entry node and a single exit node,

• multiple entry nodes and a single exit node,

• a single entry node and multiple exit nodes, and

• multiple entry nodes and multiple exit nodes.

They correspond, respectively, to:

• point-to-point forwarding layers,

• multipoint-to-point forwarding layers,

• point-to-multipoint forwarding layers, and

• multipoint-to-multipoint forwarding layers.
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Note that the existence of multiple exit nodes does not mean that a packet is delivered

to multiple destinations. It means that some packets enter the forwarding topology at the

same entry node, but they exit that topology at different exit nodes. Only unicast routing

is considered here.

An example of each type of forwarding layer is given in Fig. 3.5. The three forwarding

topologies shown in Fig. 3.4 are used. They are identified as Fa, Fb, and Fc, respectively.

The shown routing assignments are provided for the marked entry node(s). Each assign-

ment shows the destination addresses reachable from the exit nodes in the forwarding

topology which are assigned to that forwarding topology.
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Figure 3.5: Forwarding Layers
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Notation * (exit node) → forwarding topology implies that all destination addresses

reachable from the exit node are assigned to the indicated forwarding topology.

Notation (all \entry) indicates all nodes except for the entry node for which the as-

signment is provided.

The routing algorithms used are as follows.

Point-to-point Routing Algorithm, Fig. 3.4a) (directed line): All addresses reachable

from the root node are assigned to the forwarding topology at the leaf node.

Multipoint-to-point Routing Algorithm, Fig. 3.4b) (directed line or directed tree): All

addresses reachable from the root node are assigned to the forwarding topology at every

other node.

Point-to-multipoint Routing Algorithm, Fig. 3.4c) (directed line or directed tree): All

addresses reachable from every node but the leaf node are assigned to the forwarding

topology at the leaf node.

Multipoint-to-multipoint Routing Algorithm, Fig. 3.4d), (directed line, directed tree

or directed ring): All addresses reachable from nodes which are at most µ hops away are

assigned to the forwarding topology at every node.

Each described algorithm is applicable only for the type(s) of forwarding topologies

specified in the brackets, which were defined in section 3.3.

A forwarding layer is a way of recording that the destination addresses reachable from

the nodes in a forwarding topology are assigned to that forwarding topology by using the

given routing algorithm.

3.10 Routing Topologies

Routing topologies are aggregates of forwarding topologies. For every routing topology

there is an algorithm which splits that routing topology into a set of forwarding topologies.

That algorithm is here called the splitting algorithm.

Three examples of routing topologies, called line, tree and ring, are shown in Fig. 3.6.

Each topology has n nodes. The line in Fig. 3.6a) can be split into n(n−1) directed lines

by identifying the single paths between every two nodes. The tree in Fig. 3.6b) can be

split into n directed trees by identifying, for each node, the set of single paths from all
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Figure 3.6: Routing Topologies

other nodes to that node. The ring in Fig. 3.6c) can be split into two directed rings by

separating its edges into two sets depending on their direction at each node (to or from).

The network topology in Fig. 3.3 can also be a routing topology. Dijkstra’s algorithm

(section 2.2.2) determines a set of single shortest paths between every two nodes in a given

network topology, and a set of shortest path trees, one for each node, i.e. this algorithm

splits any given n-node network topology into n(n−1) directed lines, and into n directed

trees, provided that the connectivity between every two nodes exists.

3.11 Routing States

Routing assignments are made for a specified state of network and traffic. A routing

assignment may become inapplicable when the state of a network element to which it

routes traffic changes from active to inactive, i.e. when the network state changes. A

set of routing assignments which route traffic to an active network element may become

inadequate when traffic on that element increases above the level that can be handled by

that element (overload occurs), i.e. when the traffic state changes. Failures to modify

routing assignments when they become inapplicable or inadequate result in degradation

of quality of service. Packets routed to an inactive network element are lost, so the quality

of service for all traffic routed to an inactive network element during the time that element

is inactive is severely degraded. The excess packets routed to an active network element

during the time that the element is overloaded are dropped, and the remaining packets
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may be delayed in queues. The quality of service may be degraded for all traffic sent to

an overloaded network element during the time that element is overloaded.

A routing state is a set of network and traffic states for which a constant specified set

of routing assignments applies.

The network state is defined by the states of network elements. Every edge and every

node has two states: active and inactive. From the perspective of traffic a node being

inactive is equivalent to all of the node’s edges being inactive, so all network states can

be expressed through the states of network edges only. When there are m network edges,

there are in total 2m possible network states.

3.12 Routing State Response Algorithm

Overall, a limited set of forwarding layers is used in the network. In a single routing state

traffic follows a subset of forwarding layers in this set. In response to routing state changes

the sets of destination addresses which are reachable in (and which will be assigned to) the

forwarding topologies of these forwarding layers are modified by using different routing

state response algorithms. A routing state response algorithm specifies the destination

addresses reachable from the nodes in each forwarding topology in the current routing

state. The reachable addresses are then assigned to forwarding topologies by the routing

algorithm and the routing table is so created for the node where the routing algorithm is

applied. This causes traffic shifts between paths in different forwarding topologies.

3.13 Routing Frequency

Updates of routing assignments as routing state changes ultimately causes traffic shifts

across the network. Routing assignments can be updated whenever the routing state

changes, or on particular transitions between two routing states only, e.g. when rout-

ing state changes from i to j, but not when it changes from j to i. The frequency of

updates of routing assignments is the routing frequency.

The routing frequency impacts the quality of service and the efficiency in using net-

work resources. Longer delays in updating routing assignments may cause a higher packet
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loss. Instant updates of routing assignments which cause traffic from a long path through

the network to be shifted to a short path may cause out of order delivery of information

which is sent in a stream of packets. Frequent shifts of traffic between a number of paths

which form a loop may cause out of order and delayed delivery of information sent in

a stream of packets, and waste of network resources, as some packets may end up loop-

ing through the network for a long time. Frequent updates of routing assignments which

require network protocol information to be exchanged between network nodes increase

waste of network resources on network protocol traffic.

3.14 Participants and Responsibilities

The participants in executing tasks in a routing solution are:

• the network provider, and

• the network protocols, which are:

– the forwarding protocol,

– the routing protocol, and

– the control protocol.

The responsibilities are divided between the participants as follows.

The network provider plans, establishes, maintains and modifies the network, and

provides the configuration information.

The forwarding protocol forwards packets in the order of their priority by following

the forwarding instructions.

The routing protocol monitors routing states, and provides the forwarding instructions

for the forwarding protocol in the current routing state at each network node. The forward-

ing and routing tables are created first by applying algorithms at each node which process

the configuration information provided and the monitored routing state information. The

information in the forwarding and routing tables is subsequently used for creating the

forwarding instructions in the current routing state at that node.
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The control protocol distributes configuration information from the network control

centre to all network nodes, and it gathers routing state data for the network control centre.

The forwarding protocol and the routing protocol operate in a distributed manner,

meaning that they perform an identical set of operations at each network node. The control

protocol operates in a centralized manner. It distributes requests from a single node, where

the network control centre accesses the network, and gathers feedback to that node.

3.15 Traffic Control

Traffic routes are selected:

• by planning the network, and

• by choosing a routing strategy, i.e. by defining:

– the routing states, and the routing frequency,

– the forwarding topologies in every routing state, possibly by defining routing

topologies in every routing state, and

– the routing assignments in every routing state, or the routing algorithm and

the routing state response algorithm.

The listed decisions ultimately drive and control network traffic. They are realized through

various traffic control mechanisms.

The routing strategy is chosen by the routing authority, which is a body which defines

standards and policies, and/or the network provider. It is imposed by formulating:

• the configuration information, to be provided at each node directly, and remotely,

from the network control centre,

• the network protocols, and

• the algorithms to be deployed by the network protocols.
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The network users can be allowed to use the network according to their preferences.

Users express their preferences by specifying demands. A demand states the traffic source

and destination address, the level of quality of service requested, and the amount of net-

work resources required. The routing authority defines rules for mapping a demand into a

routing assignment in the current routing state for the destination specified in the demand,

given the current state of network resources. The user requests are queued and served

until network resources are exhausted. The traffic specified in every approved demand

is marked (prioritized) according to the quality of service requested in that demand. If

more traffic ends up on a network element than that network element can handle, i.e. if

a network element becomes overloaded, the quality of service is degraded for the low(er)

priority traffic on that network element during the time that element is overloaded. The

high(er) priority traffic which is within the traffic level that can be handled is not affected.

3.16 Protocol Specifications

The procedures which have to be specified in network protocol specifications are:

• the forwarding procedure, and

• the procedure for providing forwarding instructions.

The set of operations required in providing forwarding instructions for a single routing

state includes:

• establishment of forwarding tables,

• establishment of routing tables, and

• establishment of tables with forwarding instructions.

Providing forwarding instructions for a set of routing states requires:

• monitoring of routing states, i.e.

– monitoring of network states, and
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– monitoring of traffic states,

• update of forwarding tables,

• update of routing tables, and

• update of tables with forwarding instructions.

The operations required for allowing network users to use the network according to

their preferences are:

• mapping of demands into routing table entries,

• management of network resources, and

• prioritization of packets, which includes

– providing instruction for marking of packets, and

– marking of packets according to their priorities.

The last operation can be accomplished on the network protocol layer, or on the layer

above in the layered protocol architecture.

3.17 Network Planning and Maintenance

The minimum information that the network provider needs in planning the network is a

rough estimate of:

• the number and locations of destinations that are expected to exchange traffic across

the network, and

• the expected traffic demands between the destinations.

If the network provider is not the routing authority, the routing authority also has to spec-

ify the planned paths in every routing state.

The network provider defines the network so that there are sufficient resources for η

times the expected traffic on the planned paths in the most likely network states, where

η≥ 1 is the over-provisioning factor. Examples can be found in [103, 104, 105].
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The routing state depends largely on the network provider.

Changes in network state are rare, and result from unexpected accidents and pre-

planned maintenance. It is the responsibility of the network provider to ensure that any

maintenance is carried out quickly. With that condition fulfilled, the likelihood for the

network to have k inactive edges decreases as k increases. It is unlikely for the network to

have k > ν inactive edges. Provided that traffic estimates were sufficiently accurate, traffic

on every planned path between every two nodes is likely to be below the level of expected

traffic on that path in the initial long time interval. As new users join the network and new

opportunities for the network service application arise, the demands on the planned paths

increase gradually over time. It is the responsibility of the network provider to provide

gradually more network resources, according to the newly estimated requirements. With

that condition fulfilled, traffic on the planned paths is likely to be maintained within the

expected boundaries.

Given the responsibilities the network provider has, its performance greatly depends

on the speed and quality of the feedback that is required for these responsibilities to be

carried out. For ensuring that maintenance of network elements is carried out fast an

immediate feedback on the network state changes needs to be provided. For ensuring

that more resources are provided in the network in a timely fashion as need arises a slow

feedback on traffic states on the planned paths is needed, e.g. on a daily basis. As network

planning has to be based on traffic estimates which might turn out to be significantly

wrong, the network provider should be able to modify the initially planned traffic routes.

Also, for minimizing the risk taken in deploying a routing strategy, options should be

provided for the network provider to modify the routing strategy relatively simply and

fast.

In summary, the performance of the network provider greatly depends on the existence

of mechanisms for fast and efficient central control of traffic routes, as well as for central

control of the overall network operation. A control protocol is necessary which would

distribute commands and requests to all network nodes from a single location, i.e. from

the network control centre, and gather feedback to that single location.
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3.18 The Forwarding Protocol

The role of the forwarding protocol in packet-switched networks corresponds to the role

of professional drivers on the roads. The forwarding protocol guides each packet from

one destination to another. For its operation this protocol requires knowledge of:

• the table(s) with forwarding instructions at each node, and

• the forwarding header in each packet.

3.18.1 Tables with Forwarding Instructions

A forwarding instruction at a node specifies the outgoing edge of that node where each

packet with specified information in its forwarding header has to be forwarded. The

instruction may also specify which information has to be recorded to or removed from the

forwarding header of the packet prior to that packet is forwarded.

A packet which enters the network has to be sent along a forwarding topology from

the entry node to the exit node for that packet in that forwarding topology. At subsequent

nodes in respect to the entry node in the forwarding topology that the packet follows

the packet has to either exit the forwarding topology, or continue in the direction of that

forwarding topology. Upon exiting the forwarding topology the packet either begins to

follow another forwarding topology, or exits the network. Overall, the packets which

arrive at a node may:

• enter a forwarding topology at that node (after entering the network or exiting an-

other forwarding topology),

• exit a forwarding topology at that node, or

• continue down the same forwarding topology (i.e. neither enter nor exit a forward-

ing topology) at that node.

These packets are called respectively the incoming packets, the outgoing packets, and the

transit packets. The same packet forwarded through the network is the incoming packet

at the entry node, the transit packet on its subsequent hops, and the outgoing packet at the
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exit node. The incoming and the outgoing packets are also referred to in this thesis as the

non-transit packets.

3.18.2 The Forwarding Header

In the forwarding header of a packet the forwarding protocol records the information that

it needs along the way to deliver that packet to its destination. Which information is

needed depends on how the forwarding instructions are formulated. At the start of the

packet’s journey, the forwarding protocol records the relevant information available at

the packet’s source. At the entry node to a forwarding topology, and possibly at the other

nodes in that topology, the forwarding protocol may record some information that it needs

for guiding that packet down that forwarding topology which is obtained at these nodes.

For every item of information that needs to be recorded, a field has to be provided in the

forwarding header. The location and the processing of the fields for the information that

the nodes in a forwarding topology provide may differ. Three examples follow.

• These fields are reserved in the forwarding header at the source of the packet, at an

arbitrary position in the header, as shown in Fig. 3.7b).

• The forwarding header provided at the source of the packet is extended at the end by

a set of fields when the packet reaches a forwarding topology, at the entry node, as

shown in Fig. 3.7c). These fields are removed before the packet exits the forwarding

topology, at the exit node.

• The forwarding header provided at the source of the packet is extended in front by

a set of fields when the packet reaches a forwarding topology, at the entry node, as

shown in Fig. 3.7d). These fields are removed at the exit node.

Two options where the information that the forwarding header has been extended,

when that is the case, can be carried in the layered protocol architecture are:

• on the network protocol layer, or

• on the layer below the network protocol layer.
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Figure 3.7: Forwarding Header

The choice between these two options affects the speed of the forwarding process.

Suppose that there is a set of basic fields in the forwarding header of a packet at

the packet’s source, and that additional fields (defined either as a general set or as a

standardized set of fields) are added to this header when the packet reaches a forwarding

topology, at the entry node, to be removed from the header before the packet exits the

forwarding topology, at the exit node. The information that these additional fields exist is

of relevance to the forwarding protocol, and, if one is to comply with the layered protocol

architecture, it should be carried on the network protocol layer where this protocol resides.

This can be achieved by recording in one of the basic fields in the forwarding header that

a set of additional fields had been placed behind the basic fields at the entry node. In

that case, for the additional fields to be examined at subsequent hops, their existence has

to be confirmed first by examining the basic fields, i.e. both the basic and the additional

fields have to be examined for the information in the additional fields to be retrieved. The

examination of the additional fields can be sped up by placing the additional fields in

front of the basic fields, and by sending the information that such a placement of fields

had been performed in the forwarding header on the layer below the network layer in the

layered protocol architecture, i.e. by breaking the layered protocol architecture. With the

additional fields placed first, the basic fields can be ignored when only the information

from the additional fields is needed. So, the described manipulations can speed up the
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header examination in the forwarding process for transit packets.

Handling of a packet that belongs to one protocol by another protocol which for its

operation uses a separate header placed in front of the packet is called encapsulation or

tunnelling. The additional fields placed in front of the basic fields in the forwarding header

can be viewed as a separate packet header, and so the forwarding protocol which operates

with that way organized forwarding header can be considered a tunnelling mechanism. A

forwarding protocol which operates with the alternatively organized forwarding header is

not a tunnelling mechanism. This does not imply that its forwarding speed is lower. That

depends on the duration of all other operations involved in the forwarding process. The

benefit of tunnelling is in speeding up the forwarding header processing.

3.19 Summary

A high level summary of the operations involved in routing of packets in packet-switched

networks in general, including a common framework that existing routing solutions fol-

low, as seen by the author of this thesis, has been presented in this chapter. The aim of this

chapter was primarily to establish grounds for a more detailed analysis, and to present the

terminology used in succeeding chapters.
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Chapter 4

A Comparative Analysis of IP and

MPLS

Two of the intra-area routing solutions described in chapter 2 are described in this chap-

ter using the common basic framework presented in chapter 3. The focus in the analysis

is on the forwarding protocol, routing strategy, and the establishment and update of for-

warding and routing tables. The major differences between these routing solutions are

subsequently summarized in the chapter.

4.1 The Forwarding Protocol

As discussed in section 3.18, the forwarding protocol requires for its operations:

• the table(s) with forwarding instructions at each node, and

• the forwarding header in each packet.

At each node there are up to three streams of packets for which forwarding decisions have

to be made. They are the incoming packets, the outgoing packets, and the transit packets

at that node, as defined in section 3.18.1.

The choices made in forwarding protocols IP and MPLS are examined in this section.

53



4.1.1 IP

In the IP forwarding protocol used in hop-by-hop IP routing the following restriction is

imposed on the routing strategy.

A destination address reachable from an exit node which is assigned to a forwarding

topology at an entry node must be assigned to the same forwarding topology at every

node on the path from the entry node to the exit node in that forwarding topology.

This restriction ensures that the incoming and transit packets which go to a single

destination merge onto a single forwarding topology at each node.

The forwarding protocol is then provided with:

• a field in the forwarding header for recording the source and destination address of

the packet at the packet’s source, and

• a table with forwarding instructions at each node for both transit and non-transit

packets at that node.

A forwarding instruction in this table contains the following mappings:

destination address prefix → outgoing edge of the node.

It indicates the outgoing edge of the node where each packet with the destination

address that matches the specified destination prefix has to be forwarded.

The instructions are made based on the information in the routing and forwarding ta-

bles, and based on the destination addresses known as reachable from each egress edge

of the node. The instructions for the outgoing packets which exit the network at the node

are a copy of the destination addresses reachable from each egress edge of that node. The

routing table gives the forwarding topology which each incoming packet with the spec-

ified destination address has to follow. The forwarding table gives for each forwarding

topology the outgoing edge of the node where the packet has to be forwarded. Provided

that the specified restrictions are obeyed, the forwarding instructions for the incoming

packets apply for the transit packets too.

The forwarding header for the IP forwarding protocol is organized as follows. There
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is a standardized set of b basic fields of a fixed length, `b. Any set of additional fields

of variable length, `a, can be added to the forwarding header as the packet traverses the

network, and be placed behind the standardized set of b basic fields. The total length of

the forwarding header, `a + `b, must then be recorded in one of the basic fields.

Note: There is only one table with forwarding instructions in IP and it is called the

routing table. The forwarding header is called the IP header.

4.1.2 MPLS

In MPLS forwarding protocol used in explicit MPLS routing there is a separate table with

forwarding instructions for incoming, for outgoing, and for transit packets.

For forwarding an incoming packet this forwarding protocol requires:

• a field in the forwarding header for recording the source and destination address of

the packet at the packet’s source, and

• a table with forwarding instructions at each node for incoming packets at that node.

There is flexibility in the choice of routing granularity in routing assignments. A

forwarding instruction in the table with forwarding instructions for incoming packets may

contain the following mappings:

destination address prefix, outgoing label → outgoing edge of the node, or

destination address, outgoing label → outgoing edge of the node, or

source and destination address, outgoing label → outgoing edge of the node.

It indicates the outgoing edge of the node where each packet either with the destination

address that matches the specified destination prefix, or with the specified destination ad-

dress, or with the specified source and destination address, has to be forwarded. The

instructions are made based on the information in the routing and forwarding tables, and

the destination addresses known to be reachable from each egress edge of that node. The
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outgoing labels are identifiers specified in the process of label binding and label distri-

bution. The forwarding header of the packet has to be prefixed with a set of fields at the

entry node, and the corresponding outgoing label has to be recorded in the added fields

before the packet is forwarded.

Let a relevant routing assignment for node Ni be any routing assignment made at other

network nodes N j, j 6=i which causes packets to traverse node Ni. The corresponding for-

warding topology is the forwarding topology in that relevant routing assignment. For the

labels in the tables with forwarding instructions to be provided, the following restriction

is imposed on the procedure for providing forwarding instructions.

A label has to be assigned independently for each node Ni to every relevant routing

assignment for node Ni. That label also has to be provided at the predecessor node(s) in

the corresponding forwarding topology as an outgoing label.

This operation of label binding and label distribution maps the routing table entries

into one or two labels. At each node there is an outgoing label for each routing table

entry at that node. There are two labels for each routing table entry of other nodes which

contain relevant routing assignments for that node: the label, and the outgoing label.

The forwarding protocol is then provided with:

• a field in the forwarding header for recording at each node in the forwarding topol-

ogy that the packet follows the outgoing label, and

• a separate table with forwarding instructions at each node for transit packets at that

node.

A forwarding instruction in this table contains the mappings:

label, outgoing label → outgoing edge of the node.

It indicates the outgoing edge of the node to which each packet with the specified label

has to be forwarded. The provided outgoing label has to be recorded instead of the label in

the forwarding header of that packet. This forwarding instructions are made based on the

labels and the outgoing labels which were assigned during label binding and distribution
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to the relevant routing assignments, and based on the forwarding table at the node which

has records of the node’s outgoing edges in corresponding forwarding topologies.

The existence of the additional fields in the forwarding header of a packet, which

were provided at the entry node, identifies that packet as a transit or an outgoing packet

at subsequent nodes in the forwarding topology that the packet follows. A packet with

the extended forwarding header is a transit packet if for the label that it carries there is an

outgoing label in the table with forwarding instructions for transit packets. Otherwise, the

packet is recognized to be an outgoing packet. The forwarding instruction for the packet

is then retrieved from the table with forwarding instructions for outgoing packets.

A forwarding instruction in the latter table contains the following mappings:

destination address prefix → outgoing edge of the node.

It indicates the outgoing edge of the node to which each packet with the destination ad-

dress that matches the specified destination prefix has to be forwarded. The additional

fields which were added to the forwarding header of the packet at the entry node have to

be removed before the packet is forwarded.

The forwarding header for the MPLS forwarding protocol is organized as follows.

There is a standardized set of b basic fields of a fixed length. A variable number κ of

identical standardized sets of a additional fields, each of a fixed length, la, are added in

front of this basic set of fields as the packet enters the network. A one-bit flag in the

first set of a additional fields is reserved for recording whether κ equals one or not, i.e.

whether the total length of the additional fields is no more than la. This flag has to be

updated accordingly if the processing of the additional fields results in a different value

of κ.

Note: The set of basic fields of the forwarding header is that used in IP and it is

called the IP header. A single set of a additional fields is called the MPLS header. The

MPLS forwarding protocol can be regarded as a tunnelling mechanism. The table with
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forwarding instructions for outgoing packets in the MPLS forwarding protocol is the IP

routing table . The remaining tables with forwarding instructions are called the forwarding

tables.

4.1.3 Comparison of the Protocols

The major novelties introduced in the MPLS forwarding protocol when compared to the

IP forwarding protocol are in:

• the forwarding header processing,

• the identification of next hops in tables with forwarding instructions, and

• the label binding and label distribution schemes.

MPLS has traded packet header for packet processing. Within the four bytes it adds

to the forwarding header of each packet this protocol records a short identifier, called a

label (which is associated to the routing assignment that guides forwarding of that packet)

thus increasing the forwarding header overhead. The benefit of this is in speeding up

processing of the forwarding header compared to IP where a header twenty bytes long

must be examined (see also section 3.18.2). The newly introduced labels are used in

MPLS for the identification of next hops in tables with forwarding instructions whereas

for the same purpose address prefixes are used in IP. The benefit of the former solution

is that an exact match table lookup can be performed in the forwarding process, which

is faster than the longest prefix matching lookup required in the latter case. However, by

having the labels defined in MPLS independently for each node so that the label a packet

carries must be changed at each hop, as opposed to having them defined so that the label

is identical while the packet traverses a particular forwarding topology (or area), hop-

by-hop header modifications are introduced in the forwarding process in MPLS which

are not necessary in IP. Also a need for various label management schemes has been

created. Whether the benefits of having the labels locally defined justify this overhead is

questionable.

Due to the choice of forwarding instructions for the forwarding protocol and the defi-

nition of the forwarding header in IP and MPLS, these two protocols differ in:
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Table 4.1: IP vs. MPLS

IP MPLS
Forwarding header overhead: s+d s+d + r∗N
Forwarding instructions overhead: x x+ r∗N
Overhead in Providing Instructions: none some
Limitations on Routing Strategy: some none
Forwarding delay, incoming packets: tl pl tl pl + thm
Forwarding delay, transit packets: tl pl tl + thm
Forwarding delay, outgoing packets: tl pl tl + thm + tl pl

• the overhead of the forwarding header,

• the forwarding instruction overhead at each node,

• the overhead in providing forwarding instructions,

• the limitations imposed on the routing strategy, and

• the speed of the forwarding process.

The parameters affecting the performance of the two forwarding protocols are shown

in Table 4.1, where s is the source address, d is the destination addresses, r∗N is the number

of relevant routing assignments for a given node, s, d, r∗N are the lengths of their identifiers,

respectively, x is the overhead of forwarding instructions for non-transit packets, tl pl is the

time required for a table lookup using longest prefix matching, thm is the time required for

modification of a field in the forwarding header, and tl is the duration of a simple table

lookup, which is faster than the longest prefix lookup (i.e. , tl < tl pl).

The choices made in IP have led to a lower overall overhead, but limitations on the

routing strategy are introduced. MPLS avoids these limitations on the routing strategy,

but the overall overhead introduced to achieve this is significant. The label management

which MPLS requires in the process of providing forwarding instructions is complex. It

increases network protocol message overhead, it introduces additional header manipula-

tions in the forwarding process, and its implementation depends on the type of forwarding

topologies used. The forwarding speed in the two cases depends primarily on the speed

of lookups of the tables with forwarding instructions and on the speed of network links.
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4.2 Routing Strategies

As discussed in section 3.15, the routing strategy is specified by choosing:

• the routing states, and the routing frequency,

• the forwarding topologies in every routing state, possibly by defining routing topolo-

gies in every routing state, and

• the routing assignments in every routing state, or the routing algorithm and the

routing state response algorithm.

The initially made choices of routing strategies in hop-by-hop IP routing and explicit

MPLS routing are examined in this section.

4.2.1 Shortest Path Routing and a Virtual Network Model of Link

Costs

So-called shortest path routing is the routing strategy most commonly used in hop-by-

hop IP routing. Traffic is in this case directed to the shortest paths through the network.

That is, at each node, all destination addresses reachable from a node are assigned to the

shortest path through the network to that node. The shortest paths to a node from every

other node form a directed tree or a directed line forwarding topology. All destination

addresses reachable from its root node are assigned to that forwarding topology at every

other node. So, there are n multipoint-to-point forwarding layers that traffic follows,

where n is the number of nodes in the network. The length or cost of each edge in physical

network topology is unity.

Routing state changes are modelled using virtual networks. The virtual network topol-

ogy contains the same network elements as the physical network topology, but the lengths

of network edges in these two topologies differ. An edge in a virtual network topology

can have 2χ different lengths, where χ = 16 if link costs are recorded in two bytes. There

are (2χ)m possible virtual networks that can be derived from the physical network, where

m is the number of edges.
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When the routing state is fixed all traffic is assigned to a single virtual network. The

selection of traffic routes in a single routing state requires:

• the sets of destination addresses which are reachable from each node in the network,

• one of the (2χ)m virtual network topologies to be used as the routing topology,

• the Dijkstra’s algorithm as the splitting algorithm (section 3.10), and

• the multipoint-to-point routing algorithm (section 3.9).

Traffic is thus directed to up to n virtual correlated multipoint-to-point forwarding layers.

Each virtual multipoint-to-point forwarding layer maps into a physical multipoint-to-point

forwarding layer in the physical network which traffic actually follows.

In response to changes in routing state traffic is switched to a different virtual network,

which may cause traffic in the physical network to be shifted from one set of multipoint-

to-point forwarding layers to another. Many of the available virtual topologies will result

in the same outcome when Dijkstra’s algorithm is applied. Thus a change in a routing

state, and thus a migration to a new virtual topology, may not result in traffic shifts in

the physical network. Inactive edges of the physical network are mapped to edges of

maximum length in the corresponding virtual topology.

4.2.2 Constraint-Based Routing

So-called constraint-based routing was one of the first routing strategies considered in

explicit MPLS routing. In this case traffic between a source and a destination is directed

to a path through the network which fulfils a set of given constraints, as follows.

If d destination addresses are reachable from the nodes in each of the (2χ)m virtual

networks used in shortest path routing (section 4.2.1), each of these virtual networks is

expanded into d virtual networks which have only a single destination reachable from

each exit node. The number of available virtual networks in thus increased to (2χ)m×d.

The increment of traffic between two destinations can be predictable or unpredictable.

Predictable traffic increments are announced by network users in their demands. Traffic

is assigned to a virtual network when a traffic increment is guaranteed by a network user,
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i.e. when a demand arrives from a network user for network service of a particular quality.

The selection of the route for this traffic requires:

• the single destination address in that demand which is reachable from a node in the

(2χ)m virtual networks,

• the selection of a virtual network topology as the routing topology,

• Dijkstra’s algorithm as the splitting algorithm, and

• the point-to-point routing algorithm (section 3.9).

4.2.3 Multiple Topology Routing

So-called multi-topology routing extensions have recently been considered in IP net-

works. In this case all traffic is assigned to a set of up to 2ϕ virtual networks in a single

routing state, out of the (2χ)m virtual networks available in shortest path routing, where

typically ϕ = 8 and χ = 16. These 2ϕ virtual networks have different topologies. Hence

traffic is directed to up to 2ϕ×n virtual multipoint-to-point forwarding layers.

An alternative to the constraint-based routing in MPLS networks is to use multiple

forwarding layers concurrently within a single routing state. These are defined centrally.

The minimum number of point-to-point forwarding layers in such a set is n(n−1). Traffic

on a forwarding layer affected by a change in network state is switched to a pre-defined

backup forwarding layer.

4.2.4 Comparison of Routing Strategies

A major difference between the described routing strategies is in the type of forwarding

layer used. For providing connectivity between nodes in an n-node network a single rout-

ing topology is sufficient in shortest path routing, and n(n− 1) directed line forwarding

topologies are needed in constraint-based routing, and so a substantially lower number of

topologies is needed in the former case. As the routing granularity in shortest path rout-

ing is coarse, and in constraint-based routing is fine, the number of routing assignments

is substantially lower in the former case, too. But, only with point-to-point forwarding
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layers, used in the latter case, is it possible to modify routing assignments independently

at arbitrary network nodes and cause traffic shifts from one route to another without dis-

rupting the remaining network traffic. Such actions are not possible when only a single

routing topology is used. Traffic control options are thus fairly limited in the latter case.

The minimum number of forwarding layers of a single type which is required for

providing connectivity between every two nodes in a single routing state in an n-node

network is:

• n(n-1) point-to-point forwarding layers,

• n point-to-multipoint forwarding layers,

• n multipoint-to-point forwarding layers, and

• 1 multipoint-to-multipoint forwarding layer.

At least double this number of layers is needed if connectivity is to be maintained when-

ever any single edge becomes inactive.

A single ring topology which connects all network nodes aggregates two multipoint-

to-multipoint forwarding layers which are sufficient for providing connectivity between

all nodes, and for ensuring that the connectivity exists when any single edge becomes

inactive. But, it is likely that some traffic would then have to take an excessively large

number of hops to traverse the network. A single routing topology which connects all

network nodes may aggregate up to:

• n(n-1) point-to-point forwarding layers, or

• n point-to-multipoint forwarding layers, or

• n multipoint-to-point forwarding layers.

These correlated forwarding layers are sufficient for providing connectivity between all

nodes. But, additional forwarding layers are needed for ensuring that connectivity is

maintained when any single edge becomes inactive.
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4.3 Providing Forwarding Instructions

The overhead incurred in providing forwarding instructions in IP and MPLS networks

will now be considered.

4.3.1 Hop-by-hop IP Routing

The establishment of tables with forwarding instructions in hop-by-hop IP routing re-

quires the following operations.

Establishment of forwarding tables: Forwarding topologies are established, i.e. for-

warding table entries are created, by specifying for each node the set of edges of

that node in a routing topology. Subsequently:

• each node periodically advertises its edges in each routing topology in the

network to all other network nodes,

• the routing topologies are reconstructed at each node based on the advertise-

ments received from all other nodes,

• the routing topologies are split into forwarding topologies at each node, and

• the forwarding table entries are created for each node.

All relevant information is distributed to all network nodes by being flooded across

all network edges.

Update of forwarding tables: Forwarding topologies are established periodically. The

periodic establishment of forwarding topologies introduces delay which may be

critically prolonged when network state changes are frequent and the establishment

of forwarding topologies is restarted a number of times. During that time traffic on

routes that have become invalid due to network state changes is randomly routed

through the network. This leads to an unnecessary waste of network resources and

to an out of order and delayed delivery of information sent in a stream of packets,

i.e. to a degraded quality of service.
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Monitoring of network states: Network state changes are monitored by monitoring the

states of network nodes and edges, which is accomplished by sending periodic test

messages along each network edge.

Establishment and update of routing tables: Once the destination addresses reachable

from each network node are specified, network nodes periodically advertise the

destination addresses reachable from themselves. Based on that information and the

known forwarding topologies, routing assignments are periodically made at each

node by applying the multipoint-to-point routing algorithm.

4.3.2 Explicit MPLS Routing

The establishment of tables with forwarding instructions in explicit MPLS routing re-

quires the following operations.

Establishment of forwarding tables: Forwarding topologies are established, i.e. for-

warding table entries are created, by specifying for a single node the forwarding

topologies that contain that node. At each node the forwarding table entries are

then created for that node.

Information is distributed to network nodes in a network protocol message together

with an ordered list of nodes which specifies the sequence of nodes to receive that

information. Each node forwards that message to its successor in the sequence of

nodes, and confirms the receipt of the information to its predecessor in the sequence.

Update of forwarding tables: Whenever a forwarding topology becomes inapplicable a

new forwarding topology is established to replace that forwarding topology. The

establishment of forwarding topologies introduces delay which may be critically

prolonged when network state changes are frequent and the establishment of for-

warding topologies is restarted a number of times. During that time traffic on inap-

plicable routes is dropped which degrades quality of service.

Monitoring of network states: Changes of network states affect forwarding topologies

and routing assignments made in the affected forwarding topologies. Network state

changes are monitored either:
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• by monitoring the states of routing assignments and forwarding topologies,

which is accomplished by sending periodic test messages upstream in each

forwarding topology in current use (opposite the direction of its edges) for

each routing assignment made in that topology, or

• by monitoring the states of network nodes and edges, which is done by sending

periodic test messages along each network edge, and then by sending upstream

notifications along each affected forwarding topology for each routing assign-

ment made in that topology whenever state changes of network elements in

that topology are detected.

Establishment and update of routing tables: Once the destination addresses reachable

from each network node are specified, network nodes advertise destination ad-

dresses reachable from themselves network wide periodically. Based on that in-

formation and the known forwarding topologies, routing assignments are made at

each node by applying the point-to-point routing algorithm. Whenever the state of a

routing assignment changes, or sets of reachable destination addresses change, the

routing table entry for that routing assignment is updated.

Label binding and distribution: The process of label binding and distribution, described

in section 4.1.2, is performed whenever routing tables are updated. In this process

the labels associated with routing assignments are recorded in the corresponding

tables with forwarding instructions.

4.3.3 Comparison of Overheads

The operations that precede the establishment of tables with forwarding instructions differ

significantly in hop-by-hop IP routing and explicit MPLS routing. These differences are

primarily a consequence of the choice of forwarding layers in the two cases, which leads

to a considerable difference in the number of topologies required to establish forward-

ing tables in the two cases. In hop-by-hop IP routing a single routing topology which

aggregates n directed tree forwarding topologies is sufficient to specify the forwarding

tables for a single routing state in an n-node network, whereas in explicit MPLS routing
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at least n(n−1) directed line forwarding topologies are needed, where n is the number of

network nodes. Another important difference is in routing granularity, which is coarse in

hop-by-hop IP routing, and fine in explicit MPLS routing. So the number of routing as-

signments in the latter case is much higher. Consequently, there is a substantial difference

in the information overhead, processing overhead, and message overhead in the two cases.

Significantly less protocol messages are required for monitoring network states in hop-by-

hop IP routing than in explicit MPLS routing, and the forwarding tables, routing tables

and tables with forwarding instructions are significantly smaller in size. Extra complex-

ity and message overhead is incurred by the label binding and label distribution needed

in explicit MPLS routing. In both routing solutions the delay in establishing forwarding

topologies in response to changes in the current routing state leads to a degradation of

quality of service, and proposals have been made to minimize such negative effects by

diverting traffic to pre-established backup forwarding topologies following network state

changes (sections 2.2.7 and 2.4.6). The proposed solutions for the establishment of such

backup forwarding topologies in the two cases differ significantly.

4.4 Improving Routing Protocols

A comparative analysis of two existing intra-area routing solutions has been conducted in

this chapter. The analysis has shown the following.

Hop-by-hop IP routing has traded off flexibility in traffic control against simplicity

in network management and data overhead, which is achieved by using only one routing

topology and coarse routing granularity. This solution offers very limited traffic control

options. Explicit MPLS routing requires complex network management and considerable

data overhead, as it supports any number of directed line forwarding topologies and fine

routing granularity. This allows much flexibility in traffic control, but there is scope for

improvement. In both solutions there are types of forwarding layers which cannot be

used. Options are lacking for the establishment of all types of forwarding topologies and

the use of routing topologies in this process, and packet forwarding cannot be performed

along any type of forwarding topology. While the presence of point-to-point forwarding

layers is important for providing flexibility in traffic control, the presence of other types
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of forwarding layers and the use of routing topologies are important for reducing the

information overhead and for simplifying the network management.

Many improvements for both solutions have been proposed in recent years. In hop-

by-hop IP routing, in order to speed up update of forwarding tables and for the traffic

control options to be increased, it has been proposed to start using a number of routing

topologies in a single routing state instead of only a single routing topology (sections 2.2.7

and 2.2.10). In explicit MPLS routing changes were considered so that the update of for-

warding tables is sped up by diverting traffic to backup pre-established forwarding topolo-

gies following network state changes (section 2.4.6). Additional modifications were pro-

posed in order for the information overhead and complexity of network management to

be reduced, and for the scalability issues to be avoided (section 2.4.7).

In the reminder of this thesis a routing solution is proposed which allows fine traffic

control with moderate overhead.

4.5 Design Principles for a New Routing Protocol

Many different routing strategies for packet-switched networks can be defined. The net-

work provider may use simulations to choose among these. Such simulations are ex-

tremely complex given that, for example, the number of probable routing states is exces-

sive, and traffic state reports and estimates used in simulations may be inaccurate. To

minimize the risk the network provider takes in deploying a routing strategy, it should

be possible for any chosen routing strategy to be readily modified. The routing solu-

tions considered here do not provide such flexibility. To achieve this, mechanisms have

to be provided for modifying in a centralized manner (in a control protocol) factors that

affect traffic routes, and a forwarding protocol compatible with any type of forwarding

topologies is needed. Such protocols are proposed in the next chapter.
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Chapter 5

New Routing Solutions for IP Networks

The need was identified in the previous chapter for new network protocols and new routing

strategies so as to provide flexible traffic control with modest overhead. A new forwarding

protocol, a new control protocol, and new routing strategies which make use of them

are described below. Also described are two new routing topology algorithms for traffic

control purposes in networks which deploy the described protocols.

5.1 The Forwarding Protocol

This is based on the MPLS forwarding protocol (section 4.1.2) so as to retain its ad-

vantage of fast header processing. As in MPLS, each packet carries a short identifier in

the field prefix of its forwarding header, which is recorded there at the entry node of a

forwarding topology and which guides that packet down that forwarding topology. But,

unlike in MPLS, the short identifier which a packet carries does not change as the packet

hops down the forwarding topology. It is a unique identifier for a particular forwarding

topology. The uniqueness of the forwarding topology identifiers is assured by imposing

a set of rules. This avoids the complex label binding and distribution schemes of MPLS

that inhibit its capacity to support novel routing strategies if their implementations require

new label binding and distribution schemes. A more detailed description of the proposed

forwarding protocol follows.

The forwarding protocol treats differently the incoming packets, the outgoing packets,
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and the transit packets (as defined in section 3.18.1). It requires two tables with forward-

ing instructions, one for non-transit packets and one for transit packets.

For forwarding non-transit packets this forwarding protocol is provided with:

• a field in the forwarding header for recording the source and destination address of

the packet at the packet’s source, and

• a table with forwarding instructions at each node for non-transit packets at that

node.

For forwarding transit packets the forwarding protocol is provided with:

• two fields in the forwarding header for recording at the entry node to a forwarding

topology:

– the identifier of the forwarding topology that the packet follows, and

– the identifier of the exit node for that packet in that topology, and

• a separate table with forwarding instructions at each node for the transit packets at

that node.

The forwarding protocol allows flexibility in the choice of routing granularity in rout-

ing assignments. A forwarding instruction in the table with forwarding instructions for

non-transit packets may contain the following mappings:

destination address prefix, exit node, forwarding topology → outgoing edge of the node

destination address, exit node, forwarding topology → outgoing edge of the node

source and destination address, exit node, forwarding tpl → outgoing edge of the node

It indicates the outgoing edge of the node where each packet either with the destination

address that matches the specified destination prefix, or with the specified destination

address, or with the specified source and destination address, has to be forwarded. The

instructions are made based on the information in the routing and forwarding tables, and
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on the destination addresses specified as reachable from that node. The forwarding header

of the packet has to be prefixed with a set of fields at the entry node. The corresponding

identifier of the forwarding topology which the packet follows and the identifier of the

exit node for that packet in that topology have to be recorded in the added fields. This has

to be done before the packet is forwarded.

A packet with the extended forwarding header is either a transit or an outgoing packet

at subsequent nodes in the forwarding topology that the packet follows. If, at a subse-

quent node, a comparison of the identifier of the exit node in the packet’s forwarding

header with the identifier of the node confirms that they are identical, the packet is an

outgoing, i.e. a non-transit packet at that node. Otherwise, it is a transit packet. The

forwarding instruction for the packet is then retrieved from the corresponding table with

forwarding instructions. The additional fields which were added to the forwarding header

of the packet at the entry node have to be removed before the forwarding instruction for

the outgoing packet is retrieved.

The table with forwarding instructions for transit packets is a copy of the forwarding

table of that node. An instruction contains the mappings:

forwarding topology → outgoing edge of the node.

It indicates the outgoing edge of the node where a packet which follows the specified

forwarding topology, according to the identifier of the forwarding topology in the packet’s

forwarding header, has to be forwarded.

An alternative method of determining when a packet has reached the exit node in-

volves tracking the number of hops to that exit node. This requires that for every entry

node, the number of hops from that node to every exit node in every forwarding topol-

ogy that contains it must be determined. The forwarding process is then as follows. The

number of hops to the exit node, rather than the exit node identifier, is recorded in the

forwarding header of a packet before that packet is forwarded at the entry node. The re-

maining hop count is decremented at each subsequent node and compared to zero. Once
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zero is reached, the packet is an outgoing packet at that node. Otherwise it is a transit

packet. The outcome indicates which of the two tables with forwarding instructions con-

tains the forwarding instruction for that packet.

The rules for defining uniquely the identifiers of forwarding topologies depend on

the routing strategy used and are open for modifications. In hop-by-hop IP routing, for

example, where directed trees are used as forwarding topologies, and where each directed

tree in use has a different root node, each forwarding topology can be distinguished by

the identifier of its root node, i.e. ForwardingTopologyID = RootNodeID. In this case

the root node of a forwarding topology is also the exit node for the packets which follow

that topology, so a single field for recording the exit node identifer and the forwarding

topology identifer is sufficient in the forwarding header. Directed trees are also used as

forwarding topologies in multi-topology routing, but then more than one directed tree

forwarding topology may exist which share the same root node. Additional information,

beside the root node identifier, is then needed to distinguish each forwarding topology

in use, e.g. ForwardingTopologyID = [SequenceNumber,RoodNodeID]. In constraint-

based routing the forwarding topologies used are directed lines, and a number of them

may share the same root node and the same leaf node. Following the above principles, the

identifier of a forwarding topology in use could then be, e.g. ForwardingTopologyID =

[SequenceNumber,Lea f NodeID,RoodNodeID]. Again, the root node identifier and the

exit node identifier are identical, and that can be used for reducing the information carried

in the forwarding header. When forwarding topologies in use are managed centrally the

identifiers with no internal structure can be used.

Note: As there are less then 256 nodes in an IP area network, a single byte is sufficient

to identify the network nodes.

Overall, the forwarding protocol proposed in this section has the same advantages

over IP as has MPLS, that is, it allows for:

• faster forwarding header examination, and

• faster lookup of tables with forwarding instructions,
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and it also has a number of advantages over MPLS, in particular:

• hop-by-hop header modifications in the forwarding process of transit packets are

avoided,

• the overhead of label distribution is avoided, and

• the need for modifying the label binding scheme depending on the routing strategy

deployed is avoided.

5.2 The Control Protocol

The control protocol provides a centralised mechanism for controlling factors that affect

traffic routes. Its functions include:

• the establishment of forwarding topologies of any type,

• the use of routing topologies in management of forwarding topologies, and

• the specification of routing assignments:

– by activating appropriate network protocol algorithms,

– by explicitly defining a particular routing assignment, and

– by modifying sets of addresses specified as reachable from network nodes.

The control protocol uses flooding in distributing topology information to network nodes.

The forwarding and routing topologies in use are defined compactly in respect to the

network topology. This compact record is a flag for each network edge which indicates

if that edge exists or not in the defined topology. The protocol distributes the network

topology information initially. Subsequently, when a need for a particular forwarding or

routing topology arises, its compact information is distributed network wide. This is a fast

and reliable solution which introduces minimum information overhead when compared to

the solutions used in IP and MPLS networks described in section 4.3.
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5.3 Routing Strategies

The above described protocols facilitate the deployment of a range of new routing strate-

gies. A simple example of such a routing strategy, called ordered routing, is given below.

In ordered routing each forwarding layer that has been established is defined by its

type (point-to-point, point-to-multipoint, multipoint-to-point, multipoint-to-multipoint)

and its forwarding topology. The forwarding topologies are either directed lines or di-

rected rings.

The order of establishment of forwarding layers is defined, either for all routing states,

or for particular network states. It is the order of assignment of destination addresses to

the forwarding topologies in a defined ordered set of forwarding topologies, which is

done at each entry node. At an entry node, the destination addresses reachable from an

exit node are assigned to the first forwarding topology in the ordered set which provides

connectivity to the exit node. If, for example, a link or a node failure means that some

destinations are no longer reachable using that topology, they are assigned to the next

forwarding topology in the ordered set with the necessary connectivity. Hence traffic is

rapidly diverted to valid routes when, e.g., a link fails.

A number of illustrative examples follow.

Suppose that in Fig. 5.1a) every single network edge is defined as a single point-to-

point forwarding layer, and that these single hop layers are always established first. The

two directed rings in the clockwise and anticlockwise directions in the highlighted ring

topology become the Fc and Fa multipoint-to-multipoint forwarding layers, respectively.

Parameter µ of their multipoint-to-multipoint routing algorithm is defined as µ = (n−
1)/2. Provided that the assignment of destination addresses to forwarding topologies is

done in the following order: {single edge forwarding topologies, Fc, Fa}, all one hop

traffic follows the network topology, and all remaining traffic is split between the two

directed rings.

Let the directed ring and line in the clockwise direction in the routing topology in

Fig. 5.1b) be F I
c , and the directed ring and line in the anticlockwise direction be F I

a , all

multipoint-to-multipoint forwarding layers, with µ = 2. By using F I
c and F I

a in front of Fc

and Fa in the ordered list, traffic between the nodes they contain that are two hops away
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Figure 5.1: An Example of Ordered Routing

is diverted from Fc and Fa to the newly introduced layers.

If the two directed rings in Fig. 5.1c) are added as multipoint-to-multipoint forwarding

layers F II
c and F II

a with µ = (n−1)/2 at the end of the list, any failure of a single network

element in Fc and Fa will result in the affected traffic on these rings being diverted onto

F II
c and F II

a .

5.4 The Link Mask Topology and Link Cost Topology Al-

gorithms

Two new routing topology algorithms are introduced below. The purpose of a routing

topology algorithm is to determine a set of routing topologies for packet-switched net-

works, based on some traffic engineering criterion. The two algorithms maximize net-

work throughput while maintaining fairness in distribution of network resources. They

are called the Link Mask Topology (LMT) algorithm, and the Link Cost Topology (LCT)

algorithm.

The two algorithms differ in following different sets of rules for the allocation of re-

sources to multiple paths between a pair of network nodes which may arise from the

routing topologies generated by the algorithm. Their common features are described be-

low.

The input data for both algorithms is the network topology and the demand matrix.

The network topology comprises the set of network nodes and edges, and the capacities

of the network edges. The demand matrix contains the values of the expected traffic
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demands between every pair of network nodes. This might, for example, be generated

offline from historical records of network traffic.

The output of the two algorithms is a set of routing topologies and a capacity matrix

for each routing topology in that set. The capacity matrix of a routing topology specifies

the capacities of all the paths available in that routing topology. The paths applicable in

routing are those with non-zero capacity only.

The set of routing topologies generated always includes one with a set of network

elements matching those of the input network topology, where the length of each edge is

inversely proportional to the capacity of the corresponding network edge. That routing

topology is referred to as the base topology. It is identical to the single routing topology

that is most commonly used in hop-by-hop IP routing.

The paths that an output routing topology provides are the shortest paths in that topol-

ogy, as determined by using Dijkstra’s algorithm. Any ties in calculation of path costs

during the calculation of shortest path tree are resolved based on the node identifiers, the

node with the lower identifier being preferred.

Before discussing the details of each algorithm, their common approach to bandwidth

allocation will be described.

5.4.1 Bandwidth Allocation in the LMT and LCT Algorithms

The LMT and LCT algorithms allocate resources in a topology to a set of paths by using a

novel resource allocation approach called prioritized max-min bandwidth allocation. The

idea for this research allocation approach comes from the max-min bandwidth allocation

scheme initially proposed in [106]. Further research on that topic can be found in [107,

108].

Max-min Bandwidth Allocation

Max-min bandwidth allocation is a resource allocation technique which allocates re-

sources to paths in a topology in an equal share while it fully utilises the edge capacities

whenever possible. The term max-min indicates that this technique maximizes the band-

width allocated to the paths that receive the minimum bandwidth among all paths. The
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following are two of its basic properties.

• At each edge e, every path on that edge, p ∈ P(e), is allocated an equal share of the

edge capacity. A path p may thus be allocated different bandwidths at the edges

it passes. The edge where the minimum bandwidth is allocated to that path is its

bottleneck edge. It dictates the resulting bandwidth allocated to path p.

• The entire capacity of edge e is allocated to the paths that pass that edge, P(e),

unless one or more paths, p ∈ P(e), have a bottleneck edge elsewhere which limits

the bandwidth that path p can receive to a lower value.

The resource allocation is performed as follows. The maximal minimal (max-min)

bandwidth of each path is determined by the path’s bottleneck edge. A global bottleneck

edge eb is the edge with the smallest bandwidth per path. As such it is the bottleneck for

each path that passes that edge, p ∈ P(eb). Initially, an equal share of edge eb capacity,

ceb , is allocated to all the paths that pass that edge, that is
ceb

|P(eb)| . Subsequently, all of

these paths are removed from the topology by reducing the capacities of the edges they

pass by the value allocated to the paths,
ceb

|P(eb)| . The above procedure is then repeated

until resources are allocated to every path and all paths are removed from the topology.

Prioritized Max-min Bandwidth Allocation

Prioritized max-min bandwidth allocation is a resource allocation technique which allo-

cates resources to paths in a topology in proportion to the traffic demands on each path

while seeking to fully utilise the edge capacities. The novelty introduced here when com-

pared to the standard max-min bandwidth allocation is in the following.

• At each edge e, every path on that edge pi, j between nodes i and j is allocated a

share of the edge capacity, in proportion to the traffic demands on that path, di, j. The

edge where the minimum bandwidth is allocated to a path determines the resulting

bandwidth allocated to that path.

The following property is shared with the earlier resource allocation technique.
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• The entire capacity of edge e is allocated to the paths that pass that edge, P(e),

unless one or more paths, p ∈ P(e), have a bottleneck edge somewhere else which

limits the bandwidth that path p can receive to a lower value.

The prioritized max-min resource allocation is done as follows. The maximal minimal

(max-min) bandwidth of each path is determined by the path’s bottleneck edge. The

global max-min bandwidth, bmm, is determined by the global bottleneck edge eb , which

is the edge that allows the smallest max-min bandwidth for the set of paths P(eb) on that

edge. Assuming that the capacity of edge eb is ceb , bmm is determined by the following

expression:

bmm =
ceb

∑
∀pi, j∈P(eb)

di, j

where di, j are the demands on paths pi, j. Capacities and demands may be expressed in

bandwidth units. Initially, the entire capacity of the global bottleneck edge is allocated to

the paths traversing that edge. The bandwidth allocated to path pi, j is:

bi, j = di, jbmm

All the paths with allocated bandwidth are subsequently removed from the topology by

reducing the capacities of the edges these paths traverse by the value allocated to the

paths. The above process is then repeated until resources are allocated to all paths, and all

paths are removed from the topology.

5.4.2 The LMT Algorithm

Traditionally in hop-by-hop IP routing traffic is routed along shortest paths. While this

approach conserves network resources, it may also critically limit network throughput.

For example, a number of shortest paths may overlap on a network edge, causing conges-

tion on that edge, or the capacity of the shortest path may be insufficient for the demands

on that path. At the same time alternative paths may exist with sufficient capacity to

take over some traffic on the critical shortest paths. The aim of the Link Mask Topology
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(LMT) algorithm is to find such paths and to assign some traffic on the shortest paths to

the found paths, so that congestion is avoided and network throughput is increased.

Thus the LMT algorithm finds additional longer paths in a set of routing topologies

it defines. These routing topologies are defined based on the input network topology and

the estimated traffic demands so that they do not contain critical network edges. Critical

edges are the edges where congestion may be expected when traffic is routed exclusively

along shortest paths through the network. The additional paths that the LMT algorithm

provides are the shortest paths in a set of routing topologies that the algorithm defines.

However, as these topologies contain only a subset of network edges, the paths they pro-

vide are not necessarily the shortest paths through the network.

A simplified example of the operation of the LMT algorithm is presented in Fig. 5.2.

In the network shown all network edges have unit capacities, and unit lengths. Traffic

demands d1,7, between nodes N1 and N7, and demands d2,6, between nodes N2 and N6,

are non-zero and equal. The demands between all other pairs of nodes are zero.

In step 1 in Fig. 5.2 the network topology is used as a routing topology. All traffic is

routed along the shortest paths through the network, and the resulting traffic distribution

is shown. The two shortest paths used overlap on edge e(3,5), which in turn limits the

capacities of the two paths to 0.5 units of bandwidth. This edge is the global bottleneck

edge in the network, as no other edge limits the capacities of the two paths to a lower

value.

In step 2 an additional routing topology, topology 2, is created which does not contain

the identified global bottleneck edge. The shortest paths for the pairs of nodes with non-

zero traffic demands are found in this topology. Traffic on path p1(1,7) between nodes N1

and N7 in the network, i.e. in the first routing topology, is then assigned to path p2(1,7)

in topology 2. The new traffic distribution across two routing topologies is shown in

the figure. It can be seen that this new distribution allows for one bandwidth unit to

be allocated for the two pairs of nodes with non-zero traffic demands. That is twice

the capacity than these pairs of nodes could have been allocated when only the shortest

network paths were used.
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If the new traffic distribution had shown that no improvement in resource allocation

could have been achieved by shifting traffic from path p1(1,7) to path p2(1,7), then an

attempt would have been made to shift traffic from path p1(2,6) to path p2(2,6). No

traffic shifts are made unless an increase in the resources allocated to the pairs of nodes

with non-zero demands is confirmed.

A detailed description of the operation of the LMT algorithm operation is given below.

The LMT algorithm is initialized by creating the base topology, Tk,k=1, based on the

input network topology, T . The base topology has a set of nodes and edges identical to the

network topology. The length of each edge is inversely proportional to the edge capacity.

The shortest paths between the nodes with non-zero traffic demands in the base topology

are initially marked as active paths.

The algorithm starts by allocating network resources to active paths and then locating

global bottleneck network edges. The bandwidth bi, j of the active path pi, j between nodes

i and j, is:

bi, j = di, jbmm

where bmm is the maximal minimal (max-min) bandwidth, and di, j are the bandwidth

demands between nodes i and j. Max-min bandwidth bmm is determined by the global

bottleneck edge eb , i.e. by the edge that allows the smallest bmm for the set of path P(eb)

on that edge. Assuming that the capacity of edge eb is c(eb), bmm is determined by the

following expression:

bmm =
ceb

∑
∀i, j∈P(eb)

di, j

The utilisation ue of every edge e is subsequently determined as the ratio of the band-

width that has been allocated to the active paths and the total capacity of that edge. That

is, utilisation ue is calculated according to the following expression:

ue =

∑
∀i, j∈P(e)

di, jbmm

ce
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where P(e) defines the set of paths pi, j on edge e, and ce is the capacity of edge e. Edge e is

considered to be critical if the proportion of network edges which have a lower utilisation

exceeds η, where η is a configurable parameter in the range 0 < η≤ 1.

After the critical network edges have been determined, a new routing topology, Tk+1,

is created by removing these edges from the base topology. The algorithm aims to in-

crease the max-min bandwidth bmm by deactivating the paths in the previously created

routing topologies (which contain the critical edges), and by activating the correspond-

ing paths, if they exist, in the new routing topology (which does not contain the critical

edges). There is a set of the LMT algorithm conditions that must be fulfilled so that a

currently active path can be replaced by an alternative path. They are listed below.

The LMT Algorithm Conditions:

A new path, pi, j(Tk+1), between nodes i and j in topology Tk+1, if available, is ac-

tivated, and an old path, pi, j(Tl,l∈[1,k]), between the two nodes in a previously created

routing topology is deactivated, if and only if:

• the old path, pi, j(Tl,l∈[1,k]), contains a critical edge,

• when traffic on the old path, pi, j(Tl,l∈[1,k]), is redirected to the new path, pi, j(Tk+1),

no edge on that old path has a higher utilisation than the most utilised edge on the

new path, and

• the new path, pi, j(Tk+1), is no more than ∆hmax hops longer than the old path,

pi, j(Tl,l∈[1,k]),

where ∆hmax, a positive integer, is a configurable parameter.

Applying these conditions ensures that a new path is activated, and the old one is

deactivated, only if such changes do not lead to a worse traffic distribution in the network.

The third condition above is introduced to prevent the selection of excessively long paths,

as such paths consume excessive resources and increase delay.

The paths are processed sequentially. The paths which originate from a node with a

lower identifier are processed prior to those which originate from a node with a higher
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identifier. The paths which terminate at a node with a lower identifier are processed prior

to those which terminate at a node with a higher identifier.

The above procedure is repeated until no further increase in max-min bandwidth bmm

can be achieved, i.e. ∆bmm = 0, or the maximum number of routing topologies, kmax, has

been reached. Network bandwidth is then allocated to active paths by using the prioritized

max-min bandwidth allocation described in section 5.4.1.

The operation of the LMT algorithm is summarized below.

The LMT Algorithm
INPUT: Network Topology: T

Traffic Demands: D
OUTPUT: Routing Topologies: T1, T2, ... , Tk

Capacities of Paths: CT1 , CT2 , ..., CTk

PROCEDURE: k = 1;
Tk = T ;
Mark as active path pi, j in topology Tk if demand di, j > 0;
1. Determine critical edges;
2. Create Tk+1 by removing critical edges from Tk;
3. Deactivate paths in Tl,l∈[1,k] which contain critical edges,

activate corresponding paths with no critical edges in Tk+1
if and only if the LMT algorithm conditions are fulfilled;

4. k++; Repeat steps 1 to 3 while (k < kmax) and (∆bmm > 0);
5. Allocate bandwidth to active paths by using

prioritized max-min bandwidth allocation.

A note on the name of the algorithm. In a packet-switched network the nodes and

edges are routers and links, respectively. The LMT algorithm creates a set of routing

topologies by removing a subset of network edges from the base network topology. That

is, this algorithm masks a number of links in the network and that way it creates a set of

routing topologies. Hence it is called the Link Mask Topology (LMT) algorithm.

5.4.3 The LCT Algorithm

As the growth in demand has made network service less reliable, network users have

expressed a readiness to pay more for a guaranteed quality of service. In a request for

such a guarantee, a user might be asked to specify the amount of network resources that

it needs. An agreement could then be reached between the network provider and the user,
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which obliges the network provider to reserve the specified amount of network capacity

for that user, but which also obliges the user to ensure that the traffic it generates is within

the requested boundaries. Knowledge of the actual sizes of individual traffic flows can be

used to infer the distribution of traffic across set multiple paths. The Link Cost Topology

(LCT) algorithm relies on the existence of such information. Like the LMT algorithm,

the LCT algorithm looks for alternative paths which could potentially accept some traffic

from the shortest paths, so that congestion is avoided and network throughput is increased.

However, the LCT algorithm assigns resources to a number of paths between any two

network nodes with non-zero traffic demands. In doing so this algorithm directs traffic

between any such pair of nodes to multiple paths, whereas the LMT algorithm directs this

traffic only to a single path.

The LCT algorithm finds additional longer paths in a set of routing topologies it de-

fines. These routing topologies are defined based on the input network topology and the

estimated traffic demands so that the length of any critical network edge is increased.

A simplified example of the operation of the LCT algorithm is given in Fig. 5.3. All

network edges in the example network have unit capacities, and unit lengths. Traffic

demands d1,7, between nodes N1 and N7, and demands d2,6, between nodes N2 and N6,

are non-zero and equal. The demands between any other two nodes are zero.

In step 1 the network topology is used as a routing topology. The resulting traffic

distribution when all traffic is routed along the shortest paths through the network is shown

in Fig. 5.3. As the two used shortest paths overlap on edge e(3,5), the capacity of these

two paths is limited to 0.5 units of bandwidth by the unit capacity of edge e(3,5). This

edge is the global bottleneck edge in the network, as no other edge limits the capacities of

the two paths to a lower value. The maximal minimal capacity of 0.5 bandwidth units is

allocated for the two paths in the routing topology in step 1. The residual capacity is then

calculated for each edge as the difference in the total edge capacity and the value of the

edge capacity allocated to the two paths.

In step 2 an additional routing topology, topology 2, is created. This topology contains

a set of nodes and edges identical to the initial routing topology, i.e. the network topology,

84



N1

N2

N4

N3 N5

N6

N7

N1

N2

N4

N3 N5

N6

N7

N1

N2

N4

N3 N5

N6

N7

N1

Edge lengths: 1

N4

N3 N5

N6

N7

Step 1:

Step 2:

Network:

1/2

1/2

1/2

1/2

1/2

1/2

Topology 1:

Topology 2:
Edge lengths:  
l(1,3) = 2 
l(2,3) = 2 
l(3,4) = 1 
l(3,5) = inf 
l(4,5) = 1 
l(5,6) = 2 
l(5,7) = 2 

N2

Edge lengths: 1

Residual capacities:  
cr(1,3) = 1/2 

cr(2,3) = 1/2 

cr(3,4) = 1 

cr(3,5) = 0 

cr(4,5) = 1 

cr(5,6) = 1/2 

cr(5,7) = 1/2 
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but the edge capacities and their lengths are different. The capacity of each edge is set

equal to the residual capacity of that edge in the initial routing topology, as calculated in

step 1. The edge length is inversely proportional to the edge capacity. The resulting edge

lengths in topology 2 are listed in the figure, and the shortest paths in topology 2 for the

two pairs of nodes which have non-zero traffic demands are shown. The two shortest paths

now overlap on edges e(3,4) and e(4,5). The unit capacities of the two edges in topology

2 limit the capacity of each path to 0.5 bandwidth units. All the other edges which these

two paths pass limit the capacities of the two paths to this same value, so there are six

global bottleneck edges in this case. The newly found maximal minimal capacity of 0.5

bandwidth units is allocated for the two paths in topology 2.

With 0.5 units of bandwidth allocated to the two pairs of nodes with non-zero traffic

demands in the two defined routing topologies, there is in total one unit of bandwidth for

each such pair of nodes. That is twice the capacity that could have been assigned to the

two pairs of nodes when only the shortest network paths were used. Traffic between a

pair of nodes can now be split across two paths. When only the shortest paths are used

that traffic follows a single path only.

A detailed description of the LCT algorithm operation follows.

The LCT algorithm is initialized by creating the base topology, Tk,k=1, based on the

input network topology, T . This topology has a set of nodes and edges identical to the

network topology. The length of each edge is inversely proportional to the edge capacity.

The algorithm starts by allocating a bandwidth:

bi, j = di, jbmm(k)

to the shortest paths in Tk. Bandwidth bmm(k) is the max-min bandwidth dictated by the

global bottleneck edge eb(k) in Tk, which is the edge that allows the smallest value of

bmm(k) for the set of path P(eb(k)) on that edge in Tk. Assuming that the capacity of edge
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eb(k) in Tk is ceb(k), bmm(k) is determined by the following expression:

bmm(k) =
ceb(k)

∑
∀i, j∈P(eb(k))

di, j

The residual capacities of edges in topology Tk are then determined, and a new routing

topology, Tk+1, is created. Topology Tk+1 has a set of nodes and edges identical to topol-

ogy Tk, but the edges in the two topologies have different capacities and lengths. Each

edge in topology Tk+1 has a capacity equal to the residual capacity of the corresponding

edge in topology Tk. It is determined by the following expression:

ce(k +1) = ce(k)− ∑
∀i, j∈P(e)

di, jbmm(k)

where ce(k +1) is the capacity of edge e in topology Tk+1, and also the residual capacity

of that edge in Tk, ck(e) is the capacity of edge e in topology Tk, and P(e) is the set of

paths pi, j on edge e in Tk. The length of edge e in topology Tk+1 is equal to the reciprocal

value of the edge capacity in Tk+1, that is:

le(k +1) =
1

ce(k +1)

The above procedure is repeated for the newly created topology, Tk+1. So the max-min

bandwidth bmm(k + 1) of the global bottleneck edge eb(k + 1) is determined in topology

Tk+1, and a bandwidth bi, j = di, jbmm(k+1) is allocated to the shortest paths in that topol-

ogy. Topology Tk+2 is then created, and another cycle of the same procedure starts.

The described procedure is repeated for as long as the max-min bandwidth bmm(k+ i)

determined for topology Tk+i exists, i.e. while bmm(k+ i) > 0, or until the maximum num-

ber of routing topologies, kmax, has been generated. In the final topology, Tk+i, capacities

are assigned to paths by using the prioritized max-min bandwidth allocation process de-

scribed in section 5.4.1. That is, the resources in topology Tk+i are allocated to the paths

in Tk+i by the LCT algorithm in proportion to traffic demands on each path.

The operation of the LCT algorithm is summarized below.
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The LCT Algorithm
INPUT: Network Topology: T

Traffic Demands: D
OUTPUT: Routing Topologies: T1, T2, ... , Tk

Capacities of Paths: CT1 , CT2 , ..., CTk

PROCEDURE: k = 1;
Tk = T ;
1. Determine max-min bandwidth bmm(k) in topology Tk, and

allocate bandwidth di, jbmm(k) to shortest paths pi, j in Tk;
2. Create topology Tk+1 where:

edge e capacity: ck+1(e) = residual ck(e) in Tk,
edge e length: lk+1(e) = 1/ck+1(e).

3. k++; Repeat steps 1 to 2 while (k < kmax) and (bmm(k) > 0);
4. Allocate bandwidth to paths provided in Tk by using

prioritized max-min bandwidth allocation.

A note on the name of the algorithm. The network nodes and edges in packet-switched

networks are routers and links, respectively. The LCT algorithm creates a set of routing

topologies by modifying the lengths of edges in the base network topology. The edge

length is commonly referred to as the link cost. Therefore, this algorithm changes the

costs of a number of links in the network and so it creates a set of routing topologies.

Hence it is called the Link Cost Topology (LCT) algorithm.

5.5 Summary

A novel forwarding protocol has been described in this chapter, which is inspired by

MPLS but avoids the overhead of label binding and distribution. A simple control pro-

tocol has also been described which allows new routing strategies to be deployed. Two

routing topology algorithms for traffic control purposes have been presented: the LMT

algorithm and the LCT algorithm. These algorithms aim to prevent congestion and to

increase the throughput in networks beyond that achievable with shortest path routing by

discovering alternative paths for some traffic which would alternatively be routed along

the shortest paths. The LMT algorithm ensures that traffic between any two network

nodes follows a single path, whereas the LCT algorithm splits traffic between any two

network nodes onto a number of paths. So, the LCT algorithm relies on the existence

of more sophisticated traffic tuning techniques in the network than the LMT algorithm.

Two simple examples of these algorithms were given in this chapter to show that they can
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significantly improve network throughput while maintaining fairness in resource alloca-

tion. However, an accurate evaluation of the performance of the two algorithms requires

extensive tests on different networks. The results of a set of executed performance tests

of the LMT and LCT algorithms will be presented and discussed in the next chapter.
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Chapter 6

Evaluation of the LMT and LCT

algorithms

Two routing topology algorithms, called the LMT algorithm and the LCT algorithm have

been introduced in chapter 5. The two algorithms define a set of routing topologies, and

select routes in the defined topologies. A key performance objective of these algorithms

is to maximize network throughput while maintaining fairness in distribution of network

resources. The performance of the two proposed algorithms has been compared to the

shortest path routing algorithm by their author through calculations in a set of test cases.

The results obtained in a number of test cases are presented and discussed in this chapter.

6.1 The Network Model

Two reference networks have been used in the evaluation of the LMT and LCT algo-

rithms. They are shown in Fig. 6.1 and Fig. 6.2. The performance of the routing algo-

rithm proposed in [87, 88, 89, 90] has been evaluated on the network shown in Fig. 6.1.

The performance of the LMT and LCT routing topology algorithms on this network has

also been investigated. The example in Fig. 6.2 has been used in the performance eval-

uation of routing algorithms in [109, 110, 111], where this network topology is referred

to as the Internet Service Provider (ISP) topology. The results of the LMT algorithm for

a set of tests performed on this network have been published in [53]. They are shown in

section 6.3.4.
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Figure 6.1: Network Example 1

Figure 6.2: Network Example 2 (The ISP Topology)

6.2 Performance Metrics and Representation

Performance evaluation of the LMT algorithm and the LCT algorithm has been done by

monitoring the bandwidth allocated by the two algorithms to each pair of nodes which

has non-zero traffic demands in the network under study. Such a pair of nodes will be

referred to as an active node pair in the following. The allocated bandwidth values change

depending on the number of routing topologies that each algorithm defines.

The algorithms aim to simultaneously achieve:

• high throughput,

• fairness in assigning the network bandwidth, and

• high utilisation of network bandwidth.

These values are measured by observing the overall utilisation of network bandwidth,
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and a set of metrics which describes the bandwidth values allocated to each active node

pair. This set of metrics includes:

• the minimum allocated value,

• the median value, which is the smallest value in the ordered set of allocated values

such that at least half of the remaining values are not greater than it,

• the lower quartile value, which is the smallest value in the ordered set of allocated

values such that at most a quarter of the remaining values are lower than it,

• the upper quartile value, which is the largest value in the ordered set of allocated

values such that at most a quarter of the remaining values are higher than it,

• the maximum allocated value,

• the median range, which is the difference between the upper quartile value and the

lower quartile values and so contains at least half of the allocated values,

• the mean allocated value, i.e the average bandwidth allocated to active node pairs,

• the variance of allocated values, and

• the aggregate bandwidth allocated to all active node pairs.

The performance of either the LMT and LCT algorithm when using only one topology

(the base topology) is equivalent to the performance of the shortest path routing algorithm.

Hence comparing the capacities allocated to active node pairs in a number of output rout-

ing topologies and in the base topology only shows any improvement in performance over

networks which operate with shortest path routing.

The metrics obtained will be summarized in a set of tables. The following values will

also be presented graphically:

• the minimum allocated bandwidth value, and

• all the bandwidth values allocated to each active node pair.
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Box plots are used to present the set of bandwidth values allocated to each active node

pair. An example of such a box plot is shown in Fig. 6.3. The plot shows the minimum

value (min), the lower quartile value (q1), the median value (median), the upper quartile

value (q2), and the maximum value (max) in the monitored data set. The lower quartile

value, q1, and the upper quartile, q2, define a box. This box contains at least half of the

values in the monitored data set. The box size defines the median range since at most a

quarter of the set membership lies in the ranges (min,q1) and (q2,max) respectively.

maxq2medianq1min

data

Figure 6.3: Box Plot

The box plot presentation is a convenient visual indication of the fairness of the routing

topology algorithms under study. Larger boxes indicate less fair distributions.

6.3 Scenario 1: Balanced Load and Network

The first set of test results that are presented in this chapter is obtained by providing the

following input information to the routing topology algorithms.

Network Topology: The input network topology is shown in Fig. 6.4. The shown topol-

ogy consists of n = 15 nodes and m = 28 bidirectional edges. Each edge has a

capacity of C = 100 bandwidth units.

Traffic Demands: Every two network nodes exchange an equal amount of traffic. The

estimated traffic demand di, j for any pair of nodes Ni and N j,i 6= j is di, j = k, where k

is a positive value.
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Figure 6.4: Network Topology, Scenario 1

Note that the enumeration of the nodes in Fig. 6.4 may affect the output of the algo-

rithms since the node identifiers are used to resolve ties when multiple shortest paths exist

(section 5.4).

The parameters η and ∆hmax are set to 0.75 and 3 respectively. These parameters were

defined in section 5.4.2.

6.3.1 The LMT Algorithm

The results obtained with the LMT algorithm in scenario 1 are presented graphically in

Fig. 6.5 and Fig. 6.6. The numerical values of the observed metrics are given in Ta-

bles 6.1 and 6.2. The prioritized max-min bandwidth allocation technique used by this

algorithm seeks to fully utilise network capacities whenever possible, and the network is

fully utilised in this scenario.

Fig. 6.5 shows box plots of the bandwidth values allocated to the active node pairs de-

pending on the number of routing topologies defined by the LMT algorithm. For clearer

box plot presentation, extreme values of allocated bandwidth, above 20 units, are ex-

cluded. The figure shows an increase in fairness in bandwidth allocation, as the number

of output routing topologies increases up to three. There is a reduction of the median

range by 66% with two output routing topologies, and by 79% with three output routing

topologies when compared to the case with a single output routing topology.

The minimum capacities allocated to the active node pairs depending on the number

of routing topologies defined by the LMT algorithm are shown in Fig. 6.6. Starting from
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Figure 6.5: LMT Algorithm, Scenario 1 - Allocated Capacities

 0

 2

 4

 6

 8

 10

1 2 3

M
in

im
um

 N
od

e-
P

ai
r 

C
ap

ac
ity

Number of Topologies

LMT Algorithm

Figure 6.6: LMT Algorithm, Scenario 1 - Minimum Capacity

a single output routing topology, this minimum capacity is increased by 33% with one

additional routing topology, and by 45% with two additional routing topologies defined by

the LMT algorithm. No further increase of the minimum capacity was obtained by adding

output routing topologies. When the number of routing topologies is three, the minimum

capacity allocated to the active node pairs, and the minimum bandwidth allocated to a

path, is 9.09 bandwidth units, much less than the edge capacity of 100 units. However,

each edge will belong to multiple paths, so that the aggregate bandwidth of traffic on the

edge approaches 100 units, or maximum utilisation.
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capacities for active node pairs (in bandwidth units)
no. of topologies minimum median maximum median range

1 6.25 10.21 79.72 10.54
2 8.33 10 72.73 3.62
3 9.09 10 69.62 2.24

Table 6.1: LMT Algorithm, Scenario 1 - Box Plot Data

capacities for active node pairs (in bandwidth units)
no. of topologies mean variance aggregate

1 14.88 11.93 3125.04
2 13.55 9.9 2844.61
3 13.22 8.85 2777.11

Table 6.2: LMT Algorithm, Scenario 1 - Additional Data

The LMT algorithm tends to fully utilise available capacities. As it creates more

routing topologies, the algorithms shifts traffic from the shortest path to the longer ones.

This leads to a decrease in the aggregate bandwidth allocated for active node pairs, as

shown in Table 6.2.

6.3.2 The LCT Algorithm

The results obtained with the LCT algorithm in scenario 1 are shown in Fig. 6.7 and

Fig. 6.8. The numerical values of the observed metrics are given in Tables 6.3 and 6.4.

As the prioritized max-min bandwidth allocation technique used by this algorithm tends

to fully utilise network capacities whenever possible, the network is again fully utilised in

this scenario.

Fig. 6.7 shows box plots of the bandwidth values allocated to the active node pairs,

depending on the number of routing topologies defined by the LCT algorithm. Once

again, any allocated bandwidth values above 20 units are excluded. The figure shows a

reduction of the median range by 74%, by 82%, and by 83%, with two, three, and four

output routing topologies, respectively, when compared to the case with a single output

routing topology. So the variations in bandwidth values allocated to at least half of the

node pairs are reduced by 74%, by 82%, and by 83% in the three cases, respectively.

Some of the allocated values are extremely high, so the variance of the observed data set

in Table 6.4 does not capture these changes.
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Figure 6.7: LCT Algorithm, Scenario 1 - Allocated Capacities
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Figure 6.8: LCT Algorithm, Scenario 1 - Minimum Capacity

The minimum capacities allocated to the active node pairs depending on the number

of routing topologies defined by the LCT algorithm are shown in Fig. 6.8. Starting from

a single output routing topology, this minimum capacity is increased by 35% with one

additional routing topology, by 56% with two additional routing topologies, and by 61%

with three additional routing topologies defined by the LCT algorithm. The minimum

capacities allocated in each of these topologies are given in Tab. 6.3 as tpl. minimum,

and shown as increments in Fig. 6.8. They decrease by 64%, by 80%, and by 94% as the

number of topologies increases from two to four.
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capacities for active node pairs (in bandwidth units)
no. of topologies tpl. minimum minimum median maximum median range

1 6.25 6.25 10.21 79.72 10.54
2 2.22 8.47 10.49 61.50 2.73
3 1.25 9.72 10.63 46.53 1.84
4 0.35 10.07 10.66 44.66 1.75

Table 6.3: LCT Algorithm, Scenario 1 - Box Plot Data

capacities for active node pairs (in bandwidth units)
no. of topologies mean variance aggregate

1 14.88 11.93 3125.04
2 12.65 8.01 2657.46
3 12.42 6.31 2608.95
4 12.5 5.55 2624.88

Table 6.4: LCT Algorithm, Scenario 1 - Additional Data

6.3.3 Comparison of Algorithms

The performance of the LMT and LCT algorithms in scenario 1 with three output routing

topologies is compared in Fig. 6.9 and Fig. 6.10. The figures also show the equivalent

performance of the two algorithms when the output set of routing topologies contains

only the base (network) topology, which is also the performance of the shortest path (SP)

algorithm. The numerical values of the observed metrics are given in Tables 6.5 and 6.6.

The network is fully utilised.

Fig. 6.9 shows box plots of the bandwidth values allocated to the active node pairs,

depending on the algorithm used. The numbers in brackets on the y-axis indicate the

number of routing topologies used by each algorithm. Any allocated bandwidth values

above 20 units are excluded. The figure shows a reduction of the median range by 79%

with the LMT algorithm and three output routing topologies (LMT(3)), and by 82% with

the LCT algorithm and three output routing topologies (LCT(3)), when compared to the

shortest path algorithm and the base topology only (SP(1)). So the LCT algorithm with

three routing topologies has achieved the minimum variations in capacities allocated to at

least half of the active node pairs.

The minimum capacities allocated to the active node pairs depending on the algorithm

used are shown in Fig. 6.6, with the number of routing topologies used by each algorithm

given in brackets on the x-axis. When compared to the shortest path algorithm on the
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Figure 6.9: Scenario 1: Allocated Capacities
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Figure 6.10: Scenario 1: Minimum Capacity

base topology (SP(1)), there is an increase of this minimum capacity by 45% when the

LMT algorithm with three output routing topologies is used, and by 56% when the LCT

algorithm with three output routing topologies is used.

Overall, in this scenario, the LCT algorithm has shown the best performance. The

LCT algorithm has allocated capacities for an active node pair along three paths in the

three routing topologies it has created. The minimum increment in capacities in these

three routing topologies of 6.25, 2.22, and 1.25 units is indicated in Fig. 6.6. The capac-

ities allocated by the LMT algorithm in its three output routing topologies, and by the
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capacities for active node pairs (in bandwidth units)
algorithm(no. of topologies) minimum median maximum median range

SP(1) 6.25 10.21 79.72 10.54
LMT(3) 9.09 10 69.62 2.24
LCT(3) 9.72 10.63 46.53 1.84

Table 6.5: LMT vs. LCT, Scenario 1: Box Plot Data

capacities for active node pairs (in bandwidth units)
algorithm(no. of topologies) mean variance aggregate

SP(1) 14.88 11.93 3125.04
LMT(3) 13.22 8.85 2777.11
LCT(3) 12.42 6.31 2608.95

Table 6.6: LMT vs. LCT, Scenario 1: Additional Data

shortest path algorithm in its single routing topology lie on a single path.

6.3.4 A Modified Scenario

Additional results are presented below for a modified scenario with two changes.

• The target network topology is that in Fig. 6.2 (the ISP topology). Enumeration of

nodes is shown in Fig. 6.11.

• The LMT algorithm is used, but omits step 5 of the algorithm, so that the capacities

remaining after the allocation in the previous four steps are not allocated using a

prioritized max-min allocation (the algorithm steps are listed on page 83).

Omitting the final step of the LMT algorithm should increase its fairness, but reduce the

overall level of link utilisation.

The metrics obtained below are:

• the average utilisation of network links,

• the variance of utilisation of network links, and

• the capacity allocated for every active node pair.

The results obtained are shown in Table 6.7. The capacity allocated to every active node

pair depending on the number of output routing topologies provided by the LMT algo-

rithm is also shown graphically in Fig. 6.12. The average link utilisation and the variance
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Figure 6.11: A Modified Scenario

of link utilisations as a function of the number of output routing topologies are shown in

Fig. 6.13.

In comparison to the results obtained with a single output routing topology, when the

performance of the LMT algorithm is equivalent to the performance of the shortest path

algorithm, there is an increase in the capacity allocated to every pair of network nodes by

34% with two additional routing topologies, while the average link utilisation has been

increased by 45%. As the variance in link utilisation decreases by 32%, a more even

traffic distribution across network links is achieved. Additional routing topologies have

not led to a further increase in allocated capacities.
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Figure 6.12: Modified Scenario: Allocated Capacity
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Figure 6.13: Modified Scenario: Mean (+- Variance) of Link Utilisation

allocated capacity link utilisation
no. of topologies (in bandwidth units) mean variance

1 4.17 50.14 23.85
2 5.26 67.63 19.81
3 5.56 72.69 16.36

Table 6.7: LMT Algorithm, Modified Scenario

Therefore, with two additional routing topologies the modified LMT algorithm has

achieved an increase of network throughput by 34% by using up 45% more of network

capacities. The distribution of capacities to the active node pairs is fair, but in the best

case in this example nearly 30% of network capacities are not used.

6.4 Scenario 2: Unbalanced Load and Network

The second set of test results that are presented in this chapter is obtained by providing

the following input information to the routing topology algorithms.

Network Topology: The input network topology is shown in Fig. 6.14. The shown topol-

ogy consists of n = 15 nodes and m = 28 bidirectional edges. The set of edges,

E, is divided in two subsets. They are the subset of high capacity edges Eh =

{E3,6,E3,7,E6,3,E6,10,E6,11,E7,3,E7,10,E10,6,E10,7,E10,11,E11,6,E11,10}, and the sub-

set of low capacity edges E l = {E \Eh}. The capacity of high capacity edges is
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CEh = 400 bandwidth units. The capacity of each low capacity edge is CE l = 100

bandwidth units. The high capacity edges are drawn using a bold line in Fig. 6.14.

Traffic Demands: In the set of nodes, N, a subset of high demand nodes is defined,

Nh = {N1,N2,N4,N5,N9,N12,N15}. Every pair of high demand nodes exchange

four times more traffic than is exchanged between any other two network nodes.

So the estimated traffic demands dh
i, j for any pair of nodes Ni ∈ Nh, N j,i6= j ∈ Nh are

dh
i, j = 4k, while the traffic demands dl

i, j for any other pair of nodes Ni and N j,i6= j in

N are dl
i, j = k, where k is a positive value. The high demand nodes are filled in grey

in Fig. 6.14.
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Figure 6.14: Network Topology, Scenario 2

The two configurable parameters of the LMT algorithms are set to identical values as

in the first scenario: ∆hmax = 3, η = 75% (section 6.3).

6.4.1 The LMT Algorithm

The bandwidth values allocated by the LMT algorithm to the pairs of nodes with low

demands in scenario 2 are presented graphically in Fig. 6.15. The bandwidth values al-

located to the pairs of nodes with high demands are presented in Fig. 6.16. For clearer

box plot presentation, any allocated bandwidth values above 40 units are excluded from

the two figures. The minimum capacities allocated by the LMT algorithm are shown in

Fig. 6.17. The numerical values of the observed metrics are given in Tables 6.1 and 6.2.

The results show the following. When compared to using only a single output routing

topology, an increase in the minimum allocated capacity by 24% has been achieved with
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Figure 6.15: LMT Algorithm, Scenario 2: Allocated Capacities, Low Demand Pairs
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Figure 6.16: LMT Algorithm, Scenario 2: Allocated Capacities, High Demand Pairs

one additional routing topology defined by the LMT algorithm, and by 30% with two

additional routing topologies. No further increase of the minimum allocated capacity

was obtained with more output routing topologies. The variations in bandwidth values

allocated to at least half of the node pairs with high demands are reduced by 55% and by

65% in the two cases, respectively. The variations in bandwidth values allocated to at least

half of node pairs with low demands are reduced by approximately 21%. Therefore, the

asymmetries introduced in scenario 2, when compared to scenario 1, have not adversely

affected the performance of the LMT algorithm.
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Figure 6.17: LMT Algorithm, Scenario 2: Minimum Capacity

capacities for active node pairs (in bandwidth units)
no. of topologies minimum median maximum median range

1 3.85 8.64 273.97 7.50
2 4.76 6.00 254.74 5.96
3 5 6.34 266.62 5.91

Table 6.8: LMT Algorithm, Scenario 2, Low Demand Node Pairs

capacities for active node pairs (in bandwidth units)
no. of topologies minimum median maximum median range

1 15.38 18.23 45.87 13.39
2 19.05 22.51 44.27 6.09
3 20 22.22 31.58 4.68

Table 6.9: LMT Algorithm, Scenario 2, High Demand Node Pairs

6.4.2 The LCT Algorithm

The bandwidth values allocated by the LCT algorithm to the pairs of nodes with low de-

mands in scenario 2 are shown in Fig. 6.18, and the bandwidth values allocated to the

pairs of nodes with high demands are shown in Fig. 6.19. For clearer box plot presen-

tation any allocated bandwidth values above 40 units are excluded from the two figures.

The minimum capacities allocated by the LCT algorithm are shown in Fig. 6.20. The

numerical values of the observed metrics are given in Table 6.1 and Table 6.2.

The performance of the LCT algorithm in scenario 2 does not significantly differ

from that in scenario 1. The LCT algorithm has increased the minimum capacity by 25%
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Figure 6.18: LCT Algorithm, Scenario 2: Allocated Capacities, Low Demand Pairs

0

1

2

3

 0  5  10  15  20  25  30  35  40  45

N
um

be
r 

of
 T

op
ol

og
ie

s

Capacities of High Demand Node-Pairs

LCT Algorithm

Figure 6.19: LCT Algorithm, Scenario 2: Allocated Capacities, High Demand Pairs

with one additional routing topology, and by 37% with two additional routing topologies

defined by the algorithm, compared to the case with a single output routing topology.

No further increase of the minimum capacity was obtained with more output routing

topologies. The variations in bandwidth values allocated to at least half of the node pairs

with high demands are reduced by 67% and by 79% in the two cases, respectively. The

variations in bandwidth values allocated to at least half of the node pairs with low demands

are reduced by 25% and by 31% in the two cases, respectively.
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Figure 6.20: LCT Algorithm, Scenario 2: Minimum Capacity

capacities for active node pairs (in bandwidth units)
no. of topologies tpl. minimum minimum median maximum median range

1 3.85 3.85 8.64 273.97 7.50
2 0.96 4.81 5.92 261.26 5.59
3 0.48 5.29 5.98 259.17 5.21

Table 6.10: LCT Algorithm, Scenario 2, Low Demand Node Pairs

capacities for active node pairs (in bandwidth units)
no. of topologies minimum median maximum median range

1 15.38 18.23 45.87 13.39
2 19.23 20.96 53.85 4.44
3 21.15 21.46 46.15 2.79

Table 6.11: LCT Algorithm, Scenario 2, High Demand Node Pairs

6.4.3 Comparison of Algorithms

The performance of the LMT and LCT algorithms in scenario 2 with three output routing

topologies is compared in Fig. 6.21, Fig. 6.22 and Fig. 6.23. The figures also show the

performance of the shortest path (SP) algorithm. The bandwidth values allocated to the

pairs of nodes with low demands, and high demands, are shown in Fig. 6.21 and Fig. 6.22,

respectively. For clearer presentation, allocated bandwidth values above 40 units are ex-

cluded in box plots. The box plot data is given in Tables 6.12 and 6.13. The network is

fully utilised.

The results show an increase of the minimum capacity by 30% when the LMT al-
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Figure 6.21: Scenario 2, Comparison: Low Demand Pairs
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Figure 6.22: Scenario 2, Comparison: High Demand Pairs

gorithm with three output routing topologies is used (LMT(3)), and by 37% when the

LCT algorithm with three output routing topologies is used (LCT(3)), in comparison to

the shortest path algorithm and the base topology only (SP(1)). The LCT algorithm with

three routing topologies has achieved the minimum variations in capacities allocated to at

least half of the node pairs with high demands, 79% lower than the variations achieved

with the shortest path algorithm, and it has achieved the minimum variations in the capac-

ities allocated to at least half of the node pairs with low demands, which are 31% lower

than the variations achieved with the shortest path algorithm.
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Figure 6.23: Scenario 2, Comparison: Minimum Capacities

capacities for active node pairs (in bandwidth units)
algorithm(no. of topologies) minimum median maximum median range

SP(1) 3.85 8.64 273.97 7.5
LMT(3) 5 6.34 266.62 5.9
LCT(3) 5.28 5.98 259.17 5.22

Table 6.12: LMT vs. LCT, Scenario 2: Box Plot Data, Low Demand Node Pairs

capacities for active node pairs (in bandwidth units)
algorithm(no. of topologies) minimum median maximum median range

SP(1) 15.38 18.23 45.87 13.39
LMT(3) 20 22.22 31.58 4.68
LCT(3) 21.15 21.46 46.15 2.77

Table 6.13: LMT vs. LCT, Scenario 2: Box Plot Data, High Demand Node Pairs

Overall, in the observed scenario, the LCT algorithm has shown the best performance.

6.5 Summary

The performance evaluation of the LMT algorithm and the LCT algorithm has been un-

dertaken in this chapter. The presented test results show that there are cases when the

analyzed routing topology algorithms can significantly (by 30%-60%) and fairly increase

the throughput of networks compared to conventional shortest path routing with only a

few additional routing topologies. Such improvements are obtained on both balanced and
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unbalanced networks. The performance of the routing algorithms is a function of:

• the input network topology,

• the input traffic demands, and

• the definition of shortest paths.

The additional overhead incurred in deploying these routing schemes is modest when

the number of routing topologies is low, and the improvements in network performance

they produced in the scenarios investigated here are significant. This suggest that their

deployment in real network will be beneficial.
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Chapter 7

Conclusion

As the Internet is taking an increasingly central role in our communications infrastruc-

ture and network providers are struggling to provide sufficient network resources for the

constantly growing demands, the importance of ensuring that network resources are fully

utilised is growing. There is an extensive ongoing research on advanced traffic engineer-

ing techniques and efficient Quality of Service (QoS) routing solutions. In this thesis

traffic control options in IP and MPLS networks were reviewed, and a need for more flex-

ible solutions was identified. Modifications of network protocols were advocated and two

novel traffic control approaches were proposed and evaluated.

7.1 Overview

A general framework to describe routing solutions for packet-switched networks was pre-

sented. Intra-area routing solutions in IP and MPLS networks were then described in

the context of this framework. The primary disadvantages of both routing solutions were

subsequently identified as the following:

• the lack of options for the establishment of forwarding topologies, and the use of

routing topologies (as defined within the general framework),

• the lack of options for the establishment and modification of forwarding layers, and

• the inability of the forwarding protocol to forward packets along any type of for-

warding topology, regardless of their priority or TOS.

111



The presence of point-to-point forwarding layers is crucial for providing flexibility in con-

trolling traffic routes, whereas the presence of other types of forwarding layers and use of

routing topologies are crucial for reducing the information overhead and for simplifying

the network management.

These limitations motivated the design of a new routing solution. The most important

novelties in that new solution are:

• the control protocol with mechanisms for controlling factors that affect traffic routes,

including forwarding topologies, routing topologies, and routing assignments, and

• the forwarding protocol which adds a field prefix to the forwarding header of a

packet when the packet starts following a forwarding topology (like in MPLS).

This prefix contains the unique short identifier of that forwarding topology, which

(unlike in MPLS) is centrally defined for all nodes in that topology, and which

enables forwarding of the packet via that forwarding topology.

The use of this short prefix, like in MPLS, is important for reducing the amount of

header analysis in the forwarding process when compared to the IP solution. The use

of short identifiers is important for speeding up table lookups when compared to the IP

solution where for the same purpose variable length address prefixes are used. Both fea-

tures are important for gaining faster forwarding speeds. By using these centrally defined

identifiers of forwarding topologies, and not identifiers defined independently for each

network node as in MPLS, the need for a separate label binding and distribution scheme

depending on the type of forwarding and routing topology used is eliminated. This is im-

portant for simplifying and speeding up network protocol operation. Like explicit MPLS

routing, the new routing solution recommended in this thesis would have as an additional

advantage over hop-by-hop IP routing better traffic engineering capabilities due to its

application of point-to-point forwarding layers, and so its better handling of quality of

service issues.

The most common choice of a traffic route in current networks is the shortest path.

Sometimes congestion may be experienced on the shortest paths as they have insufficient

capacities for the current traffic demands, which could be avoided if alternative paths were
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used instead. The network resources are then used inefficiently, as the network handles

less traffic than it could. For increasing the network throughput algorithms are needed

which would discover and direct traffic to the alternative paths when beneficial. Two

such algorithms were introduced in this thesis. They are called the Link Mask Topology

(LMT) algorithm and the Link Cost Topology (LMT) algorithms. These algorithms are

routing topology algorithms as they discover alternative paths by creating a set of routing

topologies, based on the given network topology and demands. The shortest paths in

these routing topologies are to be used as traffic routes. However, as the output routing

topologies may differ from the base network topology in the number of edges or the edge

lengths, the shortest paths they provide are not necessarily the same as shortest paths

through the network. This allows traffic to be balanced across the network. The following

are the major difference between the two algorithms.

• The LMT algorithm directs all traffic on the shortest network paths between some

active node pairs (i.e. those with non-zero traffic demands) to alternative routes.

• The LCT algorithm directs some traffic on the shortest paths network between all

active node pairs to alternative routes.

Therefore, the LCT algorithm relies on the presence of traffic tuning techniques in the

network which can split the traffic to be carried between two network nodes onto multiple

selected paths in the ratio defined by this algorithm. The LMT algorithm has no such

requirements, as it directs traffic between any two network nodes to a single path.

The performance of the LMT algorithm and the LCT algorithm has been evaluated in

the thesis in a number of scenarios and compared to the shortest path algorithm. The key

performance objective of these algorithms is to maximize network throughput while main-

taining fairness in the allocation of network resources. The test results show the potential

of both proposed algorithms to significantly increase the minimum capacity assigned to

an active node pair, and the network throughput, by 30%-60% (with only two additional

routing topologies), when compared to the shortest path routing algorithm. The variations

between the capacities assigned to at least half of active node pairs are substantially re-

duced too, by more than 70%. They thus constitute a viable approach to the provision of

flexible and efficient traffic control solutions for packet-switched networks.
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7.2 Future Work

The routing tasks which have not been studied in this thesis include traffic state moni-

toring, resource management and the prioritization of packets, and will be addressed in

future work. Other existing routing solutions need to be examined too. Low level require-

ments are then to be defined and potential problems in their realization to be considered.

The performance of the two routing topology algorithms introduced in this thesis will be

compared to other algorithms with similar performance objectives in real networks, such

as techniques for constraint-based routing.
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