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Abstract

Optical code division multiple access (OCDMA) is a multiplexing technique that has a

number of inherent advantages that make it suitable for use in passive optical networks,

such as allowing subscribers to transmit information in an asynchronous fashion over a sin-

gle optical fibre. This form of multiplexing can provide a higher degree of flexibility and

simplicity in comparison to other techniques. However, due to the asynchronous nature of

transmission, OCDMA networks suffer from multiple access interference (MAI) and opti-

cal beat noise which severely impairs system performance.

A number of solutions have been proposed to mitigate these noise sources. Increasing

the optical code lengths used can reduce the level of optical beat noise, however this is

generally at the expense of transmission speed and increased transmitter complexity. MAI

suppression can be achieved through the use fibre-based nonlinear thresholders or optical

time-gating. One problem with these solutions is the requirement of long lengths of nonlin-

ear fibre that are susceptible to changes in environmental conditions. Therefore, this thesis

focuses on the development and testing of a nonlinear optical receiver based on semicon-

ductor devices for the suppression of noise in OCDMA systems.

The nonlinear optical process of two-photon absorption (TPA) in a commercially avail-

able 1.3 µm Fabry-Pérot laser is investigated as a method for optical thresholding in an

OCDMA system. It is shown that the use of a saturable absorber (SA) directly before the

TPA-based detector can provide additional suppression of MAI noise. However, the level

of beat noise that is present on the optical signal can be increased due to the nonlinear

responses of both devices. As a result, a gain-saturated semiconductor optical amplifier

(SOA) is demonstrated as a method for the reduction of optical beat noise. It is shown

that error-free performance can be achieved in an optical testbed designed to simulate an

OCDMA system using an SA-SOA-TPA-based receiver. The performance improvement

due to the suppression of MAI and beat noise using an SA-SOA receiver is examined in

relation to a current fibre-based thresholding technique; a Mamyshev filter. It is shown

that the SA-SOA receiver can offer a similar level of improvement when compared to the

performance of a Mamyshev filter.
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Introduction

The continued growth in demand for high-speed communications and media-rich content

such as video streaming, VoIP and online gaming, has lead to a corresponding growth in

demand for high-speed, symmetric internet connections for both business and residential

consumers. To accommodate this increasing bandwidth demand, service providers have

employed optical multiplexing techniques in both long-haul and metropolitan optical net-

works to take advantage of the enormous amounts of bandwidth provided by an optical

fibre. However, as these backbone networks increase in capacity to meet growing demand,

a bandwidth bottleneck develops in the access networks that provide the initial connection

between the consumer and the network. This is due to the vast majority of the access net-

works employing electrical cables, which are severely limited in terms of possible speed

and maximum transmission distance, to transmit information.

This last-mile bottleneck has resulted in increased interest from service providers to move

optical fibre closer and closer to the consumer through deployments such as fibre-to-the-

home (FTTH), creating an all-optical network. However, while wavelength division multi-

plexing (WDM) is the preferred multiplexing technique for the long-haul and metropolitan

networks, it is not ideally suited to the access environment in terms of flexibility, scalability

and cost effectiveness. Therefore there has been growing interest in alternative multiplexing

techniques such as optical code division multiplexing (OCDM) for use in optical access net-

works. Code division multiplexed systems have a number of possible inherent advantages

such as asynchronous transmission, reduced network management and improved network

efficiency, leading to their successful deployment in mobile cellular networks worldwide.

While code division multiplexed systems have many advantages in comparison to alter-

nate multiplexing techniques, the successful implementation of these types of systems in

the optical domain is dependent on the ability of each receiver to recover the desired data

stream while rejecting crosstalk noise introduced by other channels on the network. This

crosstalk noise is a consequence of the multiplexing technique itself and can severely limit

the overall performance and capacity of the system. Therefore, to realise an optical network

implementing OCDM, some form of nonlinear optical thresholding is required at each re-

ceiver to remove unwanted noise while allowing the successful recovery of the desired data.

This thesis investigates three different semiconductor-based optical devices that can be used

for nonlinear optical thresholding in an OCDM receiver.
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Main Contributions

The main contributions of this work are:

◦ Investigation and characterisation of a 1.3 µm Fabry-Pérot laser diode as a nonlinear

optical thresholder — A commercially available 1.3 µm FP laser was characterised as

a nonlinear detector based on the nonlinear optical-to-electrical conversion process

of two-photon absorption (TPA). The feasibility of using a TPA-based detector in

an optical system was experimentally demonstrated with the measured data showing

that an optical data pattern can be successfully recovered using a TPA-based detector.

A four-channel optical code division multiple access (OCDMA) system was exper-

imentally demonstrated using a standard linear detector and a TPA-based detector.

It is shown that a significant performance improvement can be achieved in terms of

the number of supported channels and the suppression of cross-channel noise when

using a TPA-based detector compared to a standard linear detector.

◦ Development of a nonlinear optical receiver using a saturable absorber, semicon-

ductor optical amplifier and TPA-based detector — As the number of channels in

an OCDMA system increases, the level of crosstalk and interferometric noise also

increases severely limiting the capacity of the optical system. While a nonlinear de-

vice such as a TPA-based detector can suppress a large amount of crosstalk noise,

its nonlinear response can increase the level of interferometric noise, reducing any

improvement gained. It is demonstrated that a saturable absorber (SA) can be used

to suppress the level of crosstalk noise before a gain-saturated semiconductor opti-

cal amplifier (SOA) is used to clamp the interferometric noise to a single level. A

TPA-based detector is then used to suppress any remaining crosstalk noise. It is

shown experimentally that this SA-SOA-TPA-based receiver can successfully sup-

port at least three optical channels in the presence of worst-case scenario crosstalk

and interferometric noise.

◦ Performance comparison of a SA-SOA receiver with alternative optical thresholding

techniques — A number of different methods for the suppression of noise sources in

OCDMA system have been demonstrated in the literature. The Mamyshev filtering

technique is one method of optical thresholding in OCDMA systems that has been

experimentally demonstrated. It is shown that an SA-SOA receiver can provide at

least the same level of performance improvement as a Mamyshev filter when dealing

with an optical signal in the presence of interference and interferometric noise. In

addition, an SA-SOA receiver can be more easily implemented in comparison to a

Mamyshev filter, with the performance of the latter being dependent on a number of

xviii



factors such as fibre nonlinearity, fibre dispersion and optical filter bandwidth.

Report Outline

This thesis is structured into six chapters as follows:

Chapter 1 outlines the motivation for the development of optical communication networks.

Various multiplexing techniques that can be used to increase the capacity of an optical net-

work are outlined. Network topologies are discussed with particular interest given to access

networks. Within this section, current forms of electrical access networks are discussed

with the problems facing these networks also highlighted. Various forms of optical access

networks are then presented with attention given to an emerging network that gained sig-

nificant interest in research; an optical code division multiple access network.

Chapter 2 focuses on the multiplexing technique of optical code division multiple access

(OCDMA). The various methods proposed for optical encoding and decoding of a signal

in an OCDMA network are presented. The advantages and disadvantages associated with

each are also discussed. Since the performance of an OCDMA system relies on the optical

codes used, the various forms of optical codes that have been presented in relation to this

multiplexing technique are also discussed. OCDMA systems suffer from two major net-

work impairments that can severely limit the capacity of the system. The source of these

impairments is examined while experimentally demonstrated techniques for the removal of

such noise sources are also explored.

Chapter 3 concerns itself with the development and characterisation of an nonlinear optical

thresholder and detector based on the nonlinear optical-to-electrical conversion process of

TPA. The principle behind TPA is discussed and a TPA-based detector is characterised in

terms of its nonlinear output as a function of input optical power. The feasibility of us-

ing such a TPA-based device is demonstrated both experimentally and through simulation

models. The performance improvement gained through the use of a TPA-based detector in

comparison to standard detection techniques in an OCDMA system is investigated experi-

mentally in a four-channel OCDMA system.

Chapter 4 explores the operation of two other optical devices whose nonlinear responses

can be used for noise suppression in OCDMA systems; a saturable absorber and a semicon-

ductor optical amplifier. The operating principle behind both of these devices as nonlinear
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optical elements is presented. Experimental work shows that the addition of both an SA

and an SOA to a receiver containing a TPA-based device can successfully suppress noise

sources present on a decoded OCDMA signal.

Chapter 5 compares the performance of an OCDMA system using linear detection, an SA-

SOA receiver and a Mamyshev filter-based receiver. A Mamyshev filter has been used in

optical networks as an optical regenerator and has also been successfully demonstrated as

an optical thresholder in OCDMA systems. A Mamyshev filter was constructed and char-

acterised in terms of its nonlinear response. The performance of an optical system was

experimentally demonstrated for all three receiver structures. These performance results

are analysed and the improvement that can be gained by using the nonlinear receivers is

ascertained.

Chapter 6 presents a brief summary and discusses the conclusions that can be drawn from

the work presented in this thesis.
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Chapter 1

High-Speed Optical Networks

1.1 Introduction

The demonstration of the first functional laser in 1960 [1] and the development of an optical

waveguide in 1966 [2] marked the beginning of modern optical communication networks.

From these demonstrations came the first generation of optical communication networks

with the development of a GaAs semiconductor laser operating at 0.8 µm and a low-loss

optical fibre in 1980 [3]. These networks operated at data rates of 45 Mb/s with repeater

spacings of 10 km. It was quickly realised that the transmission distance between repeaters

in these first generation optical networks could be increased by operating in the wavelength

region near 1.3 µm. The reason for this was due to the low fibre loss and minimum dis-

persion experienced in an optical fibre at these wavelengths. Hence a worldwide effort was

undertaken to develop InGaAsP semiconductor devices operating at 1.3 µm eventually re-

sulting in second-generation lightwave systems operating at bit rates of up to 1.7 Gb/s with

a repeater spacing of about 50 km in 1987.

The third generation networks shifted the operational wavelength once again, this time to

1.55 µm to take advantage of the low 0.2 dB/km loss in silica fibres at this wavelength.

While dispersion is a problem at this wavelength, a solution could be found through the use

of dispersion-shifted fibres or a single-mode laser transmitter. As a result, third generation

optical networks operating at 2.5 Gb/s were available in 1990. The next major breakthrough

occurred with the advent of optical amplification and optical multiplexing techniques. By

1990, comerically available optical amplifiers allowed for repeater spacings of 60–80 km

with optical multiplexing techniques pushing data rates of fourth generation networks into

the Tb/s range [3]. Current fifth generation networks focus on extending the wavelength

range over which the data can be transmitted in addition to using optical multiplexing and
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advanced modulation formats to increase the capacity of an optical link. An example of the

enormous capacity of these networks was shown in 2010 with an experimental demonstra-

tion of a 240 km optical link with a capacity of 69.1 Tb/s [4].

The widescale adoption of optical communication networks and the proliferation of op-

tical fibre through all layers of modern networks is clearly demonstrated in recent statis-

tics presented by the organisation for economic co-operation and development (OECD)

which show that fibre subscriptions now comprise 9% of all broadband connections in the

OECD, with fibre accounting for 45% of all subscriptions in Japan and 39% in Korea. This

movement of fibre-based subscriptions closer to the end user is due to the increase in high-

bandwidth applications such as video-on-demand, mobile telephony, online gaming, high

definition TV (HDTV) and internet-based services. To accommodate this increase in de-

mand, network providers must employ some form of multiplexing to exploit the bandwidth

capabilities of a single optical fibre in a cost-effective manner throughout the entire network

and not just the backbone/core section of the network.

This chapter discusses a number of multiplexing techniques; electrical time division mul-

tiplexing (ETDM), wavelength division multiplexing (WDM), optical time division mul-

tiplexing (OTDM) and optical code division multiplexing (OCDM). Common network

topologies will also be discussed with particular emphasis on access networks, both cur-

rent and future all-optical alternatives.

1.2 Multiplexing Techniques

To increase the capacity of an optical link beyond the limit available for serial transmission,

a service provider can either install an additional fibre or to use some form of multiplex-

ing. Multiplexing allows multiple channels to be transmitted simultaneously over a single

optical fibre, giving network providers access to the large bandwidth capabilities of a sin-

gle fibre which can lead to increased throughput in the network without laying additional

fibre. Optical multiplexing can be achieved through multiplexing either in the time domain,

wavelength domain or some hybrid of both.

1.2.1 Electrical Time Division Multiplexing

Electrical time division multiplexing (ETDM) is a solution available to network providers

for increasing channel bit rates while also aiming to reduce the footprint, management ef-

fort and complexity of the system [5]. Figure 1.1 shows a basic ETDM system. A number

of incoming data signals are electrically multiplexed to form a single electrical signal. This
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Figure 1.1: Basic Electrical Time Division Multiplexing system

aggregate electrical signal is then amplified using an electrical amplifier and is used to mod-

ulate an incoming optical carrier via a high-speed optical modulator. The optical signal then

propagates over the fibre network where it is detected at the end by a high-speed photodi-

ode. Clock recovery is applied to the resultant electrical signal in order to demultiplex the

aggregate signal back into its constituent data signals using an electrical demultiplexer.

As 10 Gb/s systems are widely deployed, the next generation of systems are expected to

move to higher data rates of 40 Gb/s, 100 Gb/s and higher. As the data rate continues rise, it

becomes an increasing difficult task to implement ETDM due to a number of problems [6].

Firstly, high-speed lithium-niobate modulators require a large voltage swing of the applied

modulation signal of several volts. This high voltage requirement is difficult to provide

as the bandwidth increases. While 85.4 Gb/s ETDM transmission using a litium-niobate

modulator driver has been experimentally demonstrated [7], when considering data rates of

100 Gb/s, packaging of electrical amplifier chips while maintaining sufficient bandwidth

and gain remains difficult. One alternative would be to use an electroabsorption modulator

(EAM) which has both a small footprint and steep modulation characteristic. An EAM op-

erating at 40 Gb/s has been demonstrated in [8] using only a 1.1 V modulation swing.

ETDM also suffers from speed limitations at the receiver side. Experimental demonstra-

tions of unitraveling carrier photodiodes operating at 100 Gb/s [9] have been shown, how-

ever the disadvantage of such a device is that the electrooptic bandwidth depends on the

optical power. As a result, for best operation an optical power of more than + 14 dBm is re-

quired due to the low responsivity of the device. If the line rate of next-generation networks

move to 40 Gb/s and and beyond through the use of advanced modulation formats, existing
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Figure 1.2: Basic Optical Time Division Multiplexing system.

electronic and optoelectronic technologies mean that an ETDM system operating at such a

speed is currently difficult to achieve.

1.2.2 Optical Time Division Multiplexing

Optical time division multiplexing (OTDM) is an optical multiplexing technique that can be

used to increase transmission rates up to and beyond 160 Gb/s, exceeding the current limit

offered by ETDM. Recent demonstrations have shown that terabit-capacity OTDM with a

single wavelength channel is possible [10, 11]. Figure 1.2 shows a basic OTDM system. An

OTDM system operates by allocating each channel a specific bit slot in which to transmit its

data. An optical pulse source generates a train of optical pulses at a repetition rate R. This

pulse train is amplified to compensate for the losses experienced when the pulses are split

into N copies using an optical splitter. Each pulse train is then modulated with an indepen-

dent electrical data signal via an optical modulator resulting in a return to zero (RZ) data

signal. Each optical signal is passed through a fixed fibre delay that delays each channel

by 1/RN relative to each other, positioning each channel in its assigned bit slot. The op-

tical signals are combined using an optical coupler, are amplified and transmitted over the

optical link. At the receiver, optical clock recovery is performed to optically demultiplex

the aggregate signal back into its constituent signals with are subsequently detected using a

high-speed photodiode.

At the transmitter, one of the key components is the optical pulse source. The pulses
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from this source must exhibit low temporal jitter, a high extinction ratio, low amplitude

noise and have a pulse width that is significantly shorter that the bit period of the mul-

tiplexed signal [12]. Two examples of this would be through the use of a mode-locked

laser diode [13] or by pulse carving using an EAM [14]. At the receiver side, optical

clock recovery and demultiplexing is required to retrieve the constituent channels from the

aggregate signal. A number of different demultiplexing techniques have been experimen-

tally demonstrated to operate at 160 Gb/s, including electro-absorption modulators [15]

four-wave mixing (FWM) in semiconductor optical amplifiers [16] and a terahertz optical

asymmetric demultiplexer [17]. Optical clock recovery can be performed using an opto-

electronic hybrid phase-locked loop (PLL) [18] or a self-pulsating laser diode [19]. How-

ever, as OTDM move towards 160 Gb/s transmission, the management and limits imposed

regarding optical signal-to-noise ratio (OSNR), dispersion compensation, fibre nonlinearity

and polarization mode dispersion (PMD) become more strict. While a number of techniques

such as forward-error-correction [20], carrier-suppressed return-to-zero (CS-RZ) and RZ-

differential-phase-shift-keying (RZ-DPSK) modulation formats [21, 22], have been intro-

duced to limit the impact of dispersion and non-linearities on the system, 160 Gb/s OTDM

is still in the development stage. An alternate multiplexing technique to OTDM is wave-

length division multiplexing (WDM) where multiplexing is performed in the wavelength

domain to increase the overall system capacity.

1.2.3 Wavelength Division Multiplexing

Wavelength division multiplexing (WDM) is a multiplexing technique that divides the avail-

able transmission spectrum up into specific wavelength bands over with each channel trans-

mits its data. By assigning each channel a specific wavelength the overall data rate of the

network can be vastly increased by more efficient use of the available fibre bandwidth [23].

Figure 1.3 shows a typical WDM system. Each optical source operates at a given wave-

length with a narrow linewidth and is modulated either directly or externally with the elec-

trical data to be transmitted. The multiple wavelengths from each source are multiplexed

together and transmitted across the network. At the receiver side, each wavelength is de-

multiplexed from the aggregate signal using either optical filters tuned to each wavelength

channel or using an arrayed waveguide grating (AWG) [24]. Each wavelength channel is

then detected using a photodetector.

In WDM systems broadband optical amplification is one of the most important issues, with

wide scale deployment of WDM systems resulting from the development of the erbium-

doped fibre amplifier (EDFA) [25]. The transmission capacity of the network can be in-

creased by increasing the bands over which an optical signal can be amplified. With the
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Figure 1.3: Basic Wavelength Division Multiplexing system.

development of optical amplifiers that can operate from 1480 nm to 1580 nm, the feasi-

bility of transmission over 100 nm has been demonstrated [26]. This increase in operating

bandwidth can be used in conjunction with narrower channel spacing to improve network

capacity and efficiency. Channel spacing in current WDM systems can be as low as 50

GHz as given by the International Telecommunications Union (ITU) standardised grid [27].

Recently, dense WDM (DWDM) and ultra DWDM (UDWDM) employing channel spac-

ings of 25 GHz and 12.5 GHz respectively have been demonstrated [28, 29]. However,

as channel spacings become narrower care must be taken to ensure that the linewidth of

each wavelength source is sufficiently small to avoid crosstalk with neighbouring channels.

Some form of wavelength stabilisation is also required in UDWDM systems to prevent

wavelength drift on each channel thus preventing channel interference. The bit rate of each

WDM channel can be increased to 40 Gb/s or 80 Gb/s to increase the transmission capac-

ity. However, as is the case for OTDM, as each wavelength channel transmits at higher

bit-rates, techniques for the compensation of chromatic dispersion (CD) and PMD must be

implemented [30, 31].

WDM system are popular with network operators because they allow them to expand

the network without laying additional fibre or increasing the complexity of the system.

Capacity of the network can be upgraded by simply upgrading the multiplexers and de-

multiplexers at each end. This ability to accommodate several generations of technology

development without the need to overhaul the backbone network combined with the in-

creased cost of scaling current synchronous optical network/synchronous digital hierarchy

(SONET/SDH), has led to WDM becoming the primary network layer for current and future
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Figure 1.4: Basic Optical Code Division Multiplexing system.

service providers [32].

1.2.4 Optical Code Division Multiplexing

Optical code division multiplexing (OCDM) is an alternate multiplexing technique that has

its origins in radio frequency (RF) communications [33, 34] but has been since applied to

the optical domain due to a number of inherent advantages that the technique offers. Unlike

WDM that provisions a dedicated wavelength per channel or OTDM that requires strict syn-

chronisation between channels [35], OCDM provides channels with asynchronous access

to the available bandwidth. As a result each channels transmission can overlap in both the

time and wavelength domain. In such a system multiplexing is achieved through the use of

optical codes. Each channel is assigned a unique optical code that is impressed upon the

data before it is transmitted. Figure 1.4 shows a typical OCDM system. Each channel mod-

ulates an optical pulse train with the data for transmission. This data signal is then encoded

using an optical encoder applying the optical code unique to that channel. The data signals

from all channels are multiplexed asynchronously and transmitted over the network. At the

receiver side, a copy of all transmitted data signals are passed to each decoder. The original

signal is recovered by correlating the incoming aggregate signal with a stored version of the

code used during the encoding process. The remaining data signals that do not match the

decoding code remain improperly decoded.

As mentioned earlier OCDM offers several unique advantages such as asynchronous trans-

mission, soft capacity on demand, the potential for secure transmission and quality of ser-

vice control [36]. However OCDM does suffer from two main noise sources which can

severely limit system performance. Multiple access interference (MAI) noise results from
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the improperly decoded channels passing through the decoder and being incident on the

photodetector. This MAI can limit system performance as it scales with the number of

channels. The second noise source is optical beat noise (OBN) which is a result of square-

law photodetection used in optical systems. Since the photodetector receives the signals

from each channel these incident fields are mixed in the detector and can produce beating

that occupies the same bandwidth of the desired signal. OBN can often exceed MAI in

terms of limiting the performance of OCDM systems due to the fact that it scales with the

number of detected fields, which is proportional to the number of channels [37]. A num-

ber of different techniques exist for the suppression/removal of MAI and OBN and will

be discussed in greater detail in chapter two. OCDM technologies will also be discussed

in greater detail in chapter two, with MAI and OBN suppression in OCDM system using

nonlinear optical devices forming the main body of work completed for this thesis.

1.3 Network Topology

As high-bandwidth and on-demand applications continue to emerge, next-generation opti-

cal networks need to evolve from relatively static networks towards being more reconfig-

urable, having increased capacity, resiliency and the ability to carry a vast array of services.

This insatiable desire for bandwidth is not only forcing metro and access networks to de-

velop more flexible all-optical networks but its also forcing core or backbone networks to

embrace new enabling technologies that increase the overall capacity that can keep up with

demand.

1.3.1 Core Networks

Core networks are the backbone of any optical communications systems. Figure 1.5 shows

a possible optical communication network showing the core, metro and access layers. The

core network consists of a number of nodes interconnected by amplified fibre links us-

ing WDM. These networks are required to have terabit per second transmission capacity

while also being capable of traveling over thousands of kilometers between transmitter and

receiver. Legacy core networks typically operate at line rates of 2.5 Gb/s or sometimes

10 Gb/s with a total fibre capacity of 50-200 Gb/s [38]. The nodes in these legacy networks

are generally optical-electrical-optical (OEO) based with all traffic routed through a node

converted to the electrical domain irrespective of whether or not it was intended for that

node. However, if fibre moves closer to the end consumer as envisaged through deploy-

ment such as fibre-to-the-home (FTTH) and provide the end user with data rates of up to

100 Mb/s, there will be a considerable strain on the core network. As a result, recent net-

work deployments have introduced the optical bypass which allows data transiting the node
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Figure 1.5: Optical telecommunications network.

to remain in the optical domain instead of undergoing the OEO conversion. These opti-

cal bypasses have resulted in up to 90 % of required OEO regenerations being eliminated

when compared to legacy networks [39]. The line rate of the recently deployed networks is

10 Gb/s with support for future upgrades to 40 Gb/s. The number of wavelengths has been

increased, covering both the C and L bands using Raman amplifiers in conjunction with

EDFAs. As a result, the capacity of each fibre can now be over 3 Tb/s [40].

As previously mentioned, data sent over the core networks needs to travel over thousands

of kilometers and still be detectable at the receiver. These large distances represent a signif-

icant challenge in core networks as a number of optical amplifiers are required to overcome

attenuation losses in the fibre which results in the accumulation of amplified spontaneous

emission (ASE) and a reduction of OSNR along the link [25, 41]. The OSNR at the re-

ceiver can be improved by increasing the transmit power, however, this increased optical

power combined with the transmission distances in core networks can result in distortions

of the signal due to nonlinear effects [42]. One method to overcome these effects is to use

advance modulation formats in the network. Legacy networks originally used non-return-

to-zero (NRZ) modulation however this moving towards RZ and chirped RZ (CRZ) [43, 44]

which are both more tolerant to fibre nonlinearities. The RZ differential phase-shift keying

(RZ-DPSK) modulation format has also been demonstrated in long-haul systems as it offers
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a 3 dB sensitivity improvement over other formats while also having a significant tolerance

to large amounts of accumulated dispersion [45].

1.3.2 Metro Networks

Metropolitan area networks (MANs) provide the link between the end consumers on the

access network and long-haul core networks. With the increasing data rates being made

available to users in the access networks, the metro networks, similar to the core networks,

need to provide more reconfigurability and quick provisioning to meet demand. In Fig-

ure 1.5 the metro network is a ring network linking the consumers to the core network with

a typical metro network spanning a maximum distance of ∼ 280 km [46]. While a MAN is

shared among fewer users than a core network, the network does need to interoperate with a

range of traffic types such as internet protocol (IP), asynchronous transfer mode (ATM), Gi-

gabit Ethernet etc [47]. As the distances covered in the network are much shorter than in the

backbone networks, lower cost optical technologies can be used such as directly modulated

lasers, less precise wavelength control, reduced need for regeneration etc. This is particu-

larly important from the point of view of service providers as one of the main barriers to

introducing new technology is cost. However, technology has matured to a point where the

deployment of all-optical metro networks can be justified when serving large businesses,

campuses etc.

Similar to core networks, metro networks suffer from a number of impairments that limit

the size and performance of the network. These impairments include component insertion

loss, noise accumulation, chromatic dispersion, laser frequency chirp and fibre nonlineari-

ties [48]. Information can be added or dropped from the metro network to any of the access

networks attached to the ring using an optical add/drop multiplexer (OADM) as shown in

Figure 1.5. The OADM allows access to all wavelength channels in a WDM system and

can be located at any point in the network to provide dynamic provisioning of services [49].

The OADM allows any incoming channel to be dropped; the information is passed to an-

other fibre to continue to its destination. A replacement wavelength can be added and

multiplexed with the remaining signal which then continues on through the network. These

OADMs can also be reconfigurable (ROADM) with remote configuration of the add/drop

multiplexer providing a more cost efficient method for the provisioning of services.

1.3.3 Access Networks

The access network, often referred to as the ’first/last mile’, connects the consumer to the

first node on the network and provides the gateway to the rest of the telecommunication net-
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Figure 1.6: Typical access network layouts for ADSL and HFC.

work as shown in Figure 1.5. Although being the starting/ending point for large amounts of

data through on-demand streaming, HDTV etc., access networks have yet to fully adopt fi-

bre as the main transmission medium between the consumer and the service providers. One

of the main impediments for optical access networks has been the high costs associated with

directly replacing the copper network with fibre. This is due to the fact that this part of the

network is provided to each customer on a unique basis i.e. a direct line from the premises

to the network node, resulting in high deployment costs especially in rural networks where

customers tend to be more geographically spread out than in urban networks. However,

recently fibre-to-the-home (FTTH) has experienced double-digit growth in Europe, several

Asian countries and the United States [50]. As a result, this ”last-mile bottleneck” has re-

ceived a lot of attention in the research community in how to best implement an all-optical

access network and is discussed in more detail in the next section.

1.4 Optical Access Networks

Fibre has been envisioned as a provider of broadband services to residential customers for

30 years. Although the first installed FTTH was trialled in Japan in 1977 [51], it has only

recently become a viable alternative to current electrical connections. Most broadband con-

nections today rely on networks comprised of ordinary telephone wire or some form of

hybrid fibre-coax (HFC) connection. While these electrical solutions form the vast major-

ity of connections at the present time, their bandwidth capabilities and short transmission

distances prevent them from being capable of supplying the next-generation of broadband

services.

1.4.1 Legacy Networks

The most widely deployed broadband connections currently are twisted-pair cables that

were originally installed for telephone lines. While these lines were originally only intended

to carry the 4 kHz plain-old-telephone service (POTS), service providers have recently used
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many advanced transmission methods to maximize data throughput over these copper net-

works. These transmission technologies are generally termed as x digital subscriber loop

(xDSL). Figure 1.6 shows an asymmetric digital subscriber loop (ADSL). In this type of

network data sent from each customer premises is transmitted along its twisted pair cop-

per cable to a remote digital-subscriber line-access multiplexer (DSLAM). This DSLAM

is generally located in the central office of the service provider and is used to aggregate

the multiple lower data rate streams into a higher speed signal for transmission over the

network. For distances up to a maximum of 2.4 km ADSL can deliver about 8 Mb/s to each

customer [52].

The second most deployed access network medium is coaxial copper cable used for the

transmission of TV signals. Since an analog TV channel has a bandwidth of 8 MHz, it is

almost impossible to transmit a TV signal over twisted pair copper cables for any signif-

icant distance. As a result, TV providers opted for coaxial cable due to the much larger

bandwidths available since the electrical signal is guided between an inner conductor and a

grounded outer shield. However there are limits on the transmission distances using coax

cable resulting from the need for electrical amplifiers every 100 to 200 m. To overcome

this distance limitation a combination of fibre and coax cables can be used to form a hybrid

fibre-coax (HFC) network which can also be used as broadband connections [53]. A HFC

network is shown in Figure 1.6. In this type of network data transmitted from each customer

travels down the coax cable to a remote node. This remote node then multiplexes the elec-

trical signals into a higher rate signal that is converted to the optical domain and transmitted

down an optical fibre to the central office. The advantages of such a system are the removal

of electrical amplifiers between the central office and the remote node and a reduced dis-

tance that the signal must travel while in the electrical domain, improving data rates. These

networks typically use quadrature amplitude modulation (QAM) techniques that allow a

maximum downstream data rate of 2.8 Gb/s and an upstream data rate of 150 Mb/s [54].

However since there are typically 500 – 1000 subscribers on a given node, the bandwidth

per subscriber is 2.8 – 5.6 Mb/s for the downstream data and 0.15 – 0.3 Mb/s for the up-

stream data.

The major advantage to using either xDSL or a HFC network is that they leverage the ex-

isting legacy infrastructure to provide data transmission. However as bandwidth demands

continue to increase, more complex technologies and modulation formats are required to in-

crease data rates on these bandwidth limited networks. This results in high operational costs

associated with the upgrading, powering and maintaining of mostly electrical equipment.

Therefore, the logical step forward would be an all-optical network with fibre connections
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Figure 1.7: Typical layout of TDMA-PON, WDMA-PON and OCDMA-PON.

provided to each consumer through deployments such as FTTH.

1.4.2 Passive Optical Networks

While advanced modulation technologies can be used to squeeze out every bit of band-

width from current legacy networks, this practice can’t continue to cope with the increasing

demands for bandwidth. Passive optical networks (PONs) are seen as the only viable alter-

native that can cope with both the capacity demands while also providing these high data

rates over transmission distances much larger than those achievable through DSL. In this

architecture a feeder fibre runs from the central office to a remote node. This remote node

contains a passive optical device that connects the fibre from the central office to the multi-

ple fibres that run to each subscriber. An optical line termination (OLT) in the central office

manages the transmissions from each subscriber. At the subscriber end, an optical network

unit (ONU) is used to convert the incoming optical signals into the electrical domain. A

PON infrastructure can be implemented using a number of schemes; time-division multiple

access (TDMA), wavelength-division multiple access (WDMA) or code-division multiple

access (CDMA). These schemes make use of the multiplexing techniques discussed in sec-

tion 1.2 to provide access to the network for users.
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1.4.2.1 Time-Division Multiple Access PON

The two most common PON variants which are currently being used in mass roll-outs are

gigabit PON (GPON) and ethernet PON (EPON). Both of these networks make use of

TDMA PON [55]. A typical TDMA PON layout is shown in Figure 1.7. In these PON

infrastructures each subscriber is assigned a dedicated time slot in which they can access

the available bandwidth. The passive power splitter couples 1/N , where N is the number

of subscribers, of the power from each subscriber into the feeder fibre which is transmitted

back to the central office. The OLT at the central office is in charge of assigning the time

slots used by each user to ensure that there are no collisions of the data streams. As a result

the OLT requires precise time-delay information to each ONU to avoid packet overlap. This

is achieved through ranging, however this ranging process needs to be repeated periodically

since the time delays can change over time due to temperature effects on the individual

fibres. This process is only important for upstream transmission as the OLT controls how

the multiple signals are multiplexed together for downstream transmission.

TDMA PONs also require a burst-mode receiver at the OLT that needs to adjust its clock

synchronisation and receiver gain for each transmission from the different subscribers [56].

These receivers can be technically challenging due to the requirement of a wide dynamic

range for the different incoming burst signals and a short guard time for the clock syn-

chronisation process. In a TDMA PON, unused capacity resulting from some ONUs not

transmitting, can be reassigned through dynamic bandwidth allocation, however this adds

to the complexity of the control algorithm for the PON. Due to the nature of TDMA PONs,

it is believed that they cannot cope with the requirements of future network evolution with

respect to aggregated bandwidth and that the insertion losses associated with the splitting

ratio will limit the attainable link length [55]. One solution that could mitigate these prob-

lems is a WDMA PON.

1.4.2.2 Wavelength-Division Multiple Access PON

In a WDMA PON, similar to that shown in Figure 1.7, each subscriber is assigned a pair of

dedicated wavelengths, one for the upstream data and one for the downstream data. This is

opposed to a TDMA PON where a pair of wavelengths are shared among the subscribers

for the up and downstream transmissions. As a result, each subscriber in a WDMA PON is

independent and can transmit at any time without interfering with other channels, eliminat-

ing the management issues associated with sharing the network. In comparison to TDMA,

WDMA employs a WDM multiplexer, such as an arrayed waveguide grating (AWG), at the

remote node instead of a power splitter. An advantage of this is the insertion loss at the
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node is considerably smaller and independent of the splitting ratio. Another advantage of a

WDMA PON is there is no requirement for burst-mode receivers or a control algorithm to

manage transmissions, resulting in simpler network operation. There are however a num-

ber of challenges associated with a WDMA PON. Firstly, each ONU requires a wavelength

specific source that matches the wavelength profile of the AWG at the remote node. This is

difficult to implement in a cost-effective manner as both the wavelength profile of the AWG

and the lasing wavelength of the source in the ONU can vary due to environmental changes.

A second disadvantage of a WDM PON is that the OLT requires a separate transceiver for

each subscriber. Therefore 2N transceivers are required for the subscribers ONU’s and the

OLT compared to N + 1 transceivers for a TDMA PON.

Despite the difficulties associated with a practical implementation of a WDMA PON, a

successful field trail of a WDMA PON has been carried out in Korea [57]. This network

uses a broadband light source at the OLT to wavelength lock the Fabry-Pérot (FP) laser in

each ONU while also aligning it with the respective wavelength profile of the AWG, miti-

gating the problem of wavelength drift between the AWG and the ONU laser. Optical comb

generation, in which a number of uniform wavelengths are generated a by single laser, has

been proposed as a cost-efficient solution to generate the entire wavelength grid using a

single source [58]. At the ONU, a shared-source solution has been investigated that aims to

eliminate the optical source at the ONU, making it more cost efficient while also reducing

the risk of the source wavelength deviating and interfering with adjacent channels. This

solution uses a partially modulated signal in the downstream that is split at the ONU with

half of the signal remodulated and used in the upstream. A semiconductor optical amplifier

(SOA) can be used to both amplify and remodulate the data signal [59]. Although there are

a number of challenges to be overcome, it is clear that through field trails and experimental

demonstrations, WDMA PON variants have the potential for a unified optical access and

backhaul network.

1.4.2.3 Optical Code-Division Multiple Access PON

Since the first experimental demonstration of OCDMA [60] it has been seen as an alter-

native multiplexing technique to both WDM and OTDM with a number of inherent ad-

vantages such as asynchronous transmission, fair division of bandwidth and quality of ser-

vice control. However, it is only recently that the maturity of all-optical devices required

for OCDMA have reached a point where OCDMA can be considered a viable method of

transmission in access networks. Device technologies for optical encoding/decoding have

demonstrated the ability to encode/decode record length sequences [61], while there has

been significant progress in optical thresholding technologies [62, 63]. A typical OCDMA
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PON is shown in Figure 1.7. In this network each ONU is assigned a unique optical code

that allows them to share the same time slot and bandwidth asynchronously, ideally without

interference. As in the case for the TDMA PON, a passive splitter is used at the remote

node to combine the individual transmissions onto the feeder fibre back to the OLT.

Despite the interest in OCDMA, it has only recently been explored as a technology for

PONs [64] with an analysis of a 32-node EPON that uses OCDMA presented in [65]. Al-

though this network used synchronisation, a bit error rate (BER) of less than 1× 10−9 was

achievable for all 32 nodes. OCDMA has also been considered for use with a WDMA

PON to form a hybrid network for FTTH [66]. In this architecture, OCDMA is overlaid

on a coarse WDM (CWDM) system to provide symmetric gigabit channels. This network

also takes advantage of the reflection spectrum notches present in the encoder/decoders to

suppress WDM interchannel crosstalk. Other promising results have come from a field trial

carried out on an 80.8 km link on the Boston-South Network (BOSSNET) [67]. This field

trial utilized a compact, integrated multiport AWG-pair encoder/decoder that could support

code lengths up to 64 chips. Error-free transmission for two-channels operating at 2.5 Gb/s

over 80.8 km without forward error correction (FEC) was demonstrated.

The major drawback associated with OCDMA is the presence of multiple access inter-

ference (MAI) and optical beat noise (OBN) discussed briefly in section 1.2.4. These noise

sources severely limit the performance of an OCDMA system meaning successful suppres-

sion or rejection of both is key to enabling future deployments. One promising technique

for the suppression of MAI and OBN is the use of nonlinear effects present in semicon-

ductor devices which could provide a compact, integrated, cost-effective solution for future

OCDMA PONs. This technique of noise suppression using semiconductor devices form

the main contribution of the work presented in this thesis.

1.5 Summary

The global demand for bandwidth continues to increase at pace with the growth of video

and image-based services, HDTV and peer-to-peer services. These services are forcing net-

works to become more flexible and to accommodate higher bandwidths. While advances in

core network technology mean that these networks can handle the increased traffic volume,

operational bottlenecks may be shifted to the metro, and in particular the access network.

In the next generation of all-optical metro networks, capacity demands will be meet with

DWDM. However in the metro and access networks, factors such as cost efficiency, re-

configurability and network complexity become major determinants in the development of

16



these networks. It is envisaged that the final electrical bottleneck in the access layer can

be removed by replacing current electrical networks with optical fibre-based technology

through deployments such as FTTH. It is widely accepted that these optical access networks

will take the form of passive optical networks for their simplicity and cost-effectiveness.

OCDMA is one technique proposed for use in PONs due to its inherent advantages over

others. However, it suffers from a number of disadvantages that can also limit the perfor-

mance of such networks. In this thesis, nonlinear optical devices are presented as a possible

solution to these drawbacks that could be used as an compact, integrated and cost-effective

solution in future OCDMA PONs.
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Chapter 2

Optical Code Division Multiple
Access

2.1 Introduction

Code division multiple access (CDMA) principles have been investigated in the context of

satellite and mobile radio communications since the late 1970’s [1–4]. Since then CDMA

has been successfully deployed in cellular telephony networks along with the global posi-

tioning system (GPS) satellite broadcast link. The success of CDMA in the wireless domain

has inspired research on optical CDMA (OCDMA) with the aim of transferring the inherent

advantages associated with CDMA technology to the optical domain. These advantages in-

clude flexible access to wide bandwidth, code-based dynamic reconfiguration, decentralized

networking, passive code translation and a measure of security through data obscurity [5].

These benefits are particularly advantageous in an optical access network that is required

to be flexible, scalable, reconfigurable and cost-efficient. OCDMA technology also allows

asynchronous access to each user which is beneficial when considering traffic in an access

network tends to be bursty in nature i.e. internet data. As a result, OCDMA provides a more

efficient use and fairer division of bandwidth between the users in comparison to other mul-

tiplexing techniques.

OCDMA is a spread-spectrum technology where multiplexing is accomplished by encoding

each data transmission with an optical code rather than assigning a wavelength or time-slot.

This optical code is impressed upon the data to be transmitted with each optical code being

unique to a given transmitter. This optical code requires a bandwidth much larger than that

required for the transmitted data. As a result, the spectrum of the optical signal is broad-

ened hence the term spread-spectrum. By assigning each transmitting channel with its own
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unique optical code, OCDMA systems allow all transmitting channels overlap both tem-

porally and spectrally, ideally without interfering. A copy of all transmitted signals added

together is passed to all of the receivers. With the knowledge of the code used to encode

the desired optical signal, a receiver extracts the desired data from the aggregate signal by

comparing the coded multiuser stream with a copy of the desired code. If the codes match,

the original data is recovered while codes that do not match are rejected.

The earliest demonstration of optical CDMA (OCDMA) was given in 1986 [6]. In that

experimental demonstration, the CDMA concepts from radio frequency (RF) communi-

cations were directly applied to the optical domain using fibre delay lines to construct a

temporal coding sequence. Since the publication of that paper, there has been significant

progress in OCDMA in terms of the number of coding schemes that have been demon-

strated [7–10] as well as the development of the all-optical technologies that enable such

coding operations [11–13]. New families of optical code sequences were also developed to

provide greater discrimination between the desired code and unwanted codes [14–17].

Despite the developments in related technologies to date, OCDMA systems suffer from

a phenomenon known as multiple access interference (MAI) which limits the overall sys-

tem performance as the number of active channels increases. MAI arises from the fact that a

receiver receives a copy of all transmitted signals and not just the intended signal. Although

the decoding operation recovers the desired signal with the remaining unwanted channels

improperly decoded, these unwanted channels are still incident on the photodetector result-

ing in a background noise that scales as the number of users increases. To combat MAI,

various optical time gating [18, 19] and optical thresholding [20–22] techniques have been

experimentally demonstrated. Since all users share the same bandwidth, OCDMA also suf-

fers from optical beat noise (OBN) which arises when all the incoming electric fields are

mixed in the photodetector. OBN is a severe limitation in OCDMA as it scales with the

square of the number of users [23]. Beat noise has been studied in relation to coherent and

incoherent OCDMA [24] where it is determined that beat noise can be overcome through

the use of a low-coherence source, longer optical codes or through the use of some form of

synchronisation.

In this chapter, OCDMA encoding/decoding schemes and their enabling technologies are

discussed in more detail while also discussing a number of popular optical code sequences.

The main OCDMA impairments of MAI and OBN are also presented followed by the main

mitigation techniques that are currently used.
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2.2 OCDMA Encoding/Decoding

OCDMA is a multiplexing technique where each channel is distinguished by a unique op-

tical code rather than by a wavelength or time-slot. Before transmission each data bit must

undergo an encoding operation that optically encodes the data with the desired optical code.

At the receiver, the data bit undergoes a decoding process that recovers the original data bit

from the optical code sequence. OCDMA systems can be broadly categorized into two

areas; incoherent OCDMA and coherent OCDMA. In an incoherent OCDMA system, en-

coding/decoding typically relies on intensity modulation and uses an incoherent optical

source. In comparison, a coherent OCDMA system encodes/decodes the optical signal by

manipulating the phase of the optical signal whose source is generally a highly coherent

source such as a mode-locked laser. These two broad categories of OCDMA coding are

discussed in more detail in the following sections.

2.2.1 Incoherent OCDMA Coding

In an incoherent OCDMA scheme the encoding/decoding process is based on the summa-

tion of optical powers. In the most basic implementation, unipolar codes that are long and

sparsely weighted with optical pulses are used. Since the processing is done using the op-

tical power of the pulses, the phase, frequency and spectral content of the codes are not

important. As a result, incoherent OCDMA can generally be implemented more easily than

coherent OCDMA and can also utilize lower cost wide-band incoherent sources. Incoher-

ent OCDMA can be further divided up into temporal spreading, spectral-amplitude coding,

spatial coding and two-dimensional (2D) wavelength hopping/time spreading (WHTS) de-

pending on how exactly the intensity modulated code is applied. In this section the main

incoherent encoding/decoding schemes are discussed in more detail.

2.2.1.1 Temporal Spreading Coding

Temporal spreading was the first encoding/decoding scheme experimentally demonstrated

for OCDMA in 1986 [6]. In this scheme, each bit period is divided into NT smaller time

intervals, called chips, with NT being the length of the code used. The optical code is

then formed by placing short optical pulses at different chip positions where the number of

pulses used in the optical code is the weight of the code. Two examples of these tempo-

rally spreading codes are shown in Figure 2.1 (a). A general implementation of a temporal

spreading scheme is shown in Figure 2.1 (b) utilizing tapped delay lines and modulators

to generate the optical code. Decoding of a temporally spreading optical code is achieved

by using the conjugate version of the code in the decoder, which can also be realised using

fibre delay lines. In the decoder, the intensities of the chip pulses are summed together at a

27



Figure 2.1: (a) Examples of two temporally spread code sequences and (b) One method for
the implementation of the code sequences shown in (a).

single chip slot, giving an auto-correlation peak representing the original data pulse.

Time spreading optical codes can be implemented quite easily but are limited due to a

number of factors. Firstly due to the fact that processing is performed using optical intensi-

ties, long code lengths are required to ensure a satisfactory level of discrimination between

the desired and unwanted codes. This requirement for long optical codes sequences leads

to a trade-off between optical pulse widths used and the data rate of the channel. If the data

rate of the channel is set, meaning the given bit period is a set value, then a longer code must

use narrower optical pulses to accommodate the longer code sequence. Conversely, if the

optical pulse widths remain constant, then the highest achievable data rate for the channels

must drop to allow enough space for a longer optical code.

Temporal spreading OCDMA can be implemented using prime codes [6, 16] or using opti-

cal orthogonal codes (OOCs) [15, 25]. OOCs are a set of code sequences that are designed

to provide the optimal auto- and cross-correlation responses. However, these codes require

large code lengths to support a moderate number of users while also using a sparse code

weight.

2.2.1.2 Spectral Amplitude Coding

Spectral amplitude encoding (SAE) was first investigated in [8, 26]. In spectral amplitude

OCDMA (SA-OCDMA) coding is performed in the wavelength domain rather than the

time domain. The advantage of this is that the spectral nature of the codes is decoupled

from the temporal nature of the data resulting in the code length being independent of the

data rate. This is in direct contrast with time domain coding where the code length used and
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Figure 2.2: (a) Spectral amplitude encoding principle (b) Implementation of spectral am-
plitude encoding using diffraction gratings and spatial masks and (c) Implementation using
fibre Bragg gratings.

the highest achievable data rate are connected. The principle of SA-OCDMA is shown in

Figure 2.2 (a) where a large broadband spectrum is passed through an amplitude mask that

encodes the incoming spectrum according to the given optical code. This spectral mask is

divided up into frequency bins that modulate the amplitude of the frequency components.

The number of frequency bins that can be resolved by the encoder dictate the code length

used. Figure 2.2 (b) shows how this principle can be implemented using a bulk 4-f optical

system. A broadband optical source is modulated with the data signal before the frequency

content of the signal is spatially dispersed using a uniform diffraction grating and a lens.

The spatially dispersed signal is then amplitude modulated by a suitable mask that contains

the optical code. Finally a second lens and diffraction grating are used to recombine the

filtered spectrum.

An alternative to using the bulk 4-f system for spectral amplitude filtering is to use fibre

Bragg gratings (FBGs) to filter select wavelengths from a broadband spectrum according

to a given code [27]. This implementation using FBGs is shown in Figure 2.2 (c). A linear

array of FBGs can be used with each one centered at a particular wavelength as designated

by the optical code. The reflected spectrum from each FBG in the array corresponds to

a ”1” bit in the code with the transmitted spectrum corresponding to the complementary

code. However, due to the physical separation of the gratings, the wavelengths will also

be separated in time, similar to the effects of chromatic dispersion. One solution is to use

an identical array of FBGs but in reverse order to compensate the time delays incurred. At

the receiver, two spectral filters and two photodetectors in a balanced configuration are em-
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ployed. One of the spectral filters has the same spectral amplitude response as the filter used

in the encoder while the second has the complementary response of the optical code. By us-

ing specially designed codes in conjunction with balanced detection, MAI can be cancelled.

Experimental demonstrations of SA-OCDMA have shown that eight channels operating

at a data rate of 155 Mb/s can achieve bit error rates of less than 1 × 10−9 using inexpen-

sive transmitters and without any spectral control [28]. Superimposed FBGs have also been

shown to be suitable candidates for encoding/decoding in an SA-OCDMA system [29].

Good MAI rejection was achieved through the use of M sequences and balanced detection.

However, the SA-OCDMA system presented still suffered significantly from beat noise

limitations that are inherent to this coding scheme.

2.2.1.3 Wavelength-Hopping Time-Spreading Coding

Figure 2.3: (a) Two example codes sequences for WHTS OCDMA (b) Implementation of
a WHTS OCDMA encoder using AWGs and tuneable optical delays and (c) using an array
of FBGs.

Wavelength-hopping time-spreading (WHTS) coding, first proposed in [9], is a 2-D scheme

where the optical code used is spread in both the time domain and the wavelength domain

simultaneously. It is similar to the time-spreading techniques discussed in section 2.2.1.1

whereby optical pulses are placed at different chip positions according to the given optical

code, however in this case these optical chip pulses now have an assigned wavelength. As a

result, the encoder essentially creates a combination of two patterns: a wavelength-hopping

pattern and a time-spreading pattern. Therefore WHTS codes can be represented as a code

matrix with time on one axis and wavelength on the second. Two examples of such codes

are shown in Figure 2.3 (a). The wavelength domain is divided up into Nλ channels and
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the time domain is divided up into NT chips. A code consists of w short pulses of different

wavelength and temporal position, where w is the weight of the code. The advantage of

using a WHTS OCDMA system comes at the coding level. Firstly, they can exhibit better

correlation properties; zero auto-correlations side lobes can be obtained with bounded cross

correlations. Also shorter codes are required for good performance in comparison to 1-D

schemes. As a result, scalability at higher data rates can be increased as can the number of

potential users [34].

A number of technologies have been proposed for encoding/decoding a WHTS OCDMA

signal. These include arrayed waveguide gratings (AWGs) [35], FBGs [36], thin-film filters

(TFFs) [37] and holographic Bragg reflectors (HBRs) [38]. Figure 2.3 (b) and (c) show

two implementations using AWGs and FBGs respectively. Depending on the choice of en-

coding technology, dynamic variation of the optical codes can be achieved. For example,

encoders based on AWGs and TFFs create the desired wavelength-hopping pattern before

applying the time-spreading pattern, allowing the use of tuneable optical delays to provid-

ing a degree of reconfigurability to the encoders. However encoders based on FBGs and

HBRs apply both the wavelength and time patterns simultaneously, preventing independent

control of the optical code. The decoder has the same architecture as the encoder with com-

plementary time delays to those used during encoding. During decoding all wavelengths are

aligned in time to create an auto-correlation peak of height w. All unwanted codes remain

spread both temporally and spectrally.

Various experimental demonstrations of WHTS OCDMA have been presented in literature.

In [39], 16 users, operating at a data rate of 1.25 Gb/s and encoded using FBGs were trans-

mitted over 80 km of fibre. It was shown that the desired channel could be successfully de-

coded in the presence of interference from the remaining 15 unwanted channels. Error-free

operation for a four-channel WHTS OCDMA system, operating at 2.5 Gb/s per channel,

was presented in [40]. Encoding was performed using TFFs with a super-continuum spec-

trally sliced to create the desired wavelength channels. However, an ultrafast all-optical

sampling gate was required at the receiver to remove multiple access interference. This

demonstration was quickly followed by a 16-user Gigabit ethernet OCDMA system [41].

In this system, each channel operated at 1.25 Gsymbols/s with bit error rates of 1 × 10−11

achievable for the correctly decoded signal. Encoding was performed using an AWG and fi-

bre delays. This system also required the use of an optical time gate, in the form of a 13 Gb/s

D flip-flop, to suppress MAI. This paper also describes the significant limitation that beat

noise has on system performance and the number of channels that can be supported.
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2.2.2 Coherent OCDMA Coding

The second category used to classify OCDMA encoding/decoding schemes is coherent

OCDMA. In coherent OCDMA an optical code is applied by phase coding the optical

field rather than the intensity. Operating on the phase allows the use of bipolar orthogo-

nal codes such as maximal-length sequences and Walsh codes, that result in better system

performance due to the close to zero cross-correlations of these types of code sequences.

Coherent OCDMA can be divided into temporal phase coding or spectral phase coding

depending on whether the coding operation is performed in the time or spectral domain

respectively. These two forms of coherent OCDMA are discussed in detail in this section.

2.2.2.1 Temporal Phase Coding

Figure 2.4: (a) Examples of two temporal phase codes (b) Implementation of temporal
phase coding using fibre delay lines and optical phase modulators.

The system architecture for temporal phase coding OCDMA is quite similar to that of a

temporally spread OCDMA (TS-OCDMA) system. In both cases the bit slot is divided up

into NT chip slots where NT is the chip length. However, unlike TS-OCDMA that gener-

ally has a small code weight, a short optical pulse is placed at every chip slot in temporal

phase coding. Coding is then performed on the phase of each chip pulse according to the

coding sequence used. The applied phase shifts can be simple binary shifts between 0 and

π or can be more advanced multilevel shifts. Two examples of temporal phase codes are

shown in Figure 2.4 (a). In these codes each optical pulse is assigned a 180◦ phase shift rel-

ative to the other pulses. This combination of phase shifts becomes the unique identifier for

each channel rather than the position of the pulses within the code sequence. Figure 2.4 (b)

shows an implementation of a temporal phase encoder using fibre delay lines and phase

modulators. The input pulse is split into N copies which are each phase modulated by an
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optical phase modulator. Fibre delay lines are then used to align the pulses temporally to

form the optical code. The decoder at the receiver follows the same architecture with com-

plementary time delays that realign a number of optical pulses with the same phase at one

chip slot, resulting in an auto-correlation peak.

Temporal phase coding for OCDMA systems was originally proposed in [42] using fibre

ladder networks. Since then various technologies have been proposed for use with tempo-

ral phase coding such as planar lightwave circuits (PLCs) with monolithically integrated

tapped delay lines, tuneable taps and optical phase shifters [10], AWG-based multi-port en-

coder/decoders [13] and superstructured fibre Bragg gratings (SSFBGs) [11, 43, 44]. The

longest code lengths to date in OCDMA has been provided by SSFBGs [45]. Both AWG

and SSFBGs based encoding schemes have been employed in a large number of experimen-

tal demonstrations due to their compact nature and general stability.

Temporal phase coding has received a lot of attention in literature due to its overall superior

performance over incoherent OCDMA [13, 46, 47]. In [48], up to ten active channels could

be supported while maintaining bit error rates less than 1 × 10−9. Each channel operated

at a data rate of 1.25 Gb/s and was encoded using a 511-chip code sequence applied by a

SSFBG. A field trial over a 111 km span using a hybrid WDM/OCDMA scheme has also

been presented in [49]. The hybrid system employed 10 OCDMA channels each operating

at 10.71 Gb/s transmitted over 3 WDM channels. Encoding was performed using a multi-

port AWG encoder/decoder with DPSK modulation and balanced detection. It is reported

that bit error rates lower that 1× 10−9 were achieved with 10 active OCDMA channels on

3 WDM wavelengths. Such a field trial highlights the potential offered by temporal phase

OCDMA as a candidate for next-generation networks.

2.2.2.2 Spectral Phase Coding

Spectral phase coding is the second coherent OCDMA technique for encoding data. Spec-

tral phase coding is similar to spectral amplitude coding in that the code sequence is ap-

plied to the spectrum of the optical signal. However, as the name suggests, spectral phase

OCDMA modulates the phase relationship of the spectrum rather than the amplitude. The

operating principle of spectral phase coding is shown in Figure 2.5 (a). A short optical

pulse, typically from a mode-locked laser, is used as the input signal. A mode-locked laser

is generally used because it is highly coherent from a frequency perspective; a requirement

for a spectrally phase coded system. The spectral content of the optical pulse is then divided

into discrete spectral bins with a distinct phase shift applied to each bin. As was the case

with temporal phase coding in section 2.2.2.1, these phase shifts can be binary in nature,
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Figure 2.5: (a) Principle of spectral phase coding (b) Implementation using diffraction grat-
ings, lenses and a spectral phase mask.

such as a 0 or π phase shift or they can be a more advanced multilevel format. The spectral

phase encoding has the effect of temporally spreading the short optical pulse into a pseudo-

noise-like signal. The encoded signals from each transmitter are then multiplexed together

and sent across the network. The decoder at the receiver is identical in construction to the

encoder, the only change is that the spectral phase mask in the decoder is the conjugate

of that used in the encoder. When the incoming coded signal and the phase mask in the

decoder match, the phase shifts applied to each spectral bin are removed, resulting in the

optical pulse temporally reforming to its original state. Figure 2.5 (b) shows the implemen-

tation of a spectral phase encoder using diffraction gratings and a spectral phase mask. The

architecture of the encoder is identical to the one used for spectral amplitude coding, with

the only difference being the mask used to apply the code sequence.

The first successful demonstration of spectral phase OCDMA was presented in [7]. This

paper demonstrated that a dispersion-free grating apparatus could be used to disperse the

spectral content of a femtosecond optical pulse, allowing a phase code sequence to be ap-

plied to the spectrum of the optical pulse. For longer pulses with a reduced bandwidth,

such as the bandwidth of a typical WDM channel, the maximum number of chips that

can be used may be limited. A virtually imaged phase array (VIPA) has been shown to

provide improved resolution (∼1 GHz) in spectral phase OCDMA [50]. While free-space

techniques for applying spectral phase codes are useful, a practical system would require
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a compact, integrated low cost device. As a result, guided-wave devices were investigated

for use in spectral phase OCDMA. One example of such a device is a micro-ring resonator,

which has been successfully demonstrated as a spectral phase coder [51]. AWGs fabricated

in silica and InP have also been developed for such a purpose [52].

A number of experimental demonstrations of spectral phase OCDMA have been under-

taken since its original proposal. In [21], a four channel system operating at 2.5 Gb/s per

channel was presented. Each spectral code was applied using a liquid-crystal modulator

and a diffraction grating. The paper shows that bit error rates less than 1 × 10−11 could

be achieved, however, nonlinear thresholding was required to suppress MAI from the un-

wanted channels. This experiment also used a slot level coordination scheme to intention-

ally separate the four users in the time domain to mitigate optical beat noise. A four channel

spectral phase OCDMA testbed was presented in [53]. This testbed examined the worst-

case scenarios for four channel operation i.e. when all channels are aligned temporally. It is

shown that error-free operation was achievable with four simultaneous users, each operat-

ing at 10 Gb/s. Again, a nonlinear thresholder was required to suppress MAI. This testbed

was later expanded in [54] to 32 channels, each operating at 10 Gb/s. This was achieved

by time and polarization multiplexing eight OCDMA channels. By using time-gating, a

nonlinear thresholder and forward error correction, bit error rates lower than 1 × 10−11

were possible. The same authors have also demonstrated a two-channel OCDMA link over

80.8 km of BOSSNET in Boston, Massachusetts [55]. The experimental system employed

AWG devices to provide the spectral coding. Error free performance was possible for the

desired channel in the presence of the interferer through the use of a nonlinear thresholder.

2.3 OCDMA Codes

OCDMA is a technique whereby each channel is distinguished by an optical code rather

than an assigned wavelength or time slot. Therefore the choice of optical code used is vital

to ensure that correct detection of the desired channel is maximized. The choice of the

optical code sequence used also has implications for the maximum number of channels that

can be supported. Hence the chosen code sequences are ideally orthogonal so that inter-

channel interference is kept to a minimum allowing the maximum number of channels to

be supported.

Optical codes can be divided up into two categories, incoherent and coherent codes, with

the choice of code dependent on whether the coding scheme used is incoherent or coherent,

as discussed in section 2.2. These two categories can be further divided up according to the
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code family. The following sections discuss the most common code families that exist for

both incoherent and coherent OCDMA.

2.3.1 Incoherent Codes

In an incoherent OCDMA system, decoding of an optical code sequence is based on the

summation of optical intensities. Since optical intensities are unipolar (0,+1) in nature,

bipolar code sequences (−1,+1) that have been studied with respect to RF systems may not

be optimal in an incoherent OCDMA system. In an incoherent system, the auto-correlation

peak is equal to the number of 1’s in the code sequence. The peak of the cross-correlation is

equal to the maximum number of coincidences of 1’s in all shifted versions of the two code

sequences [6]. Therefore code sequences that minimize the number of 1’s in the code while

maintaining a large discrimination between the auto-correlation and the cross-correlation

are required. The most common code families used in incoherent systems are prime codes,

optical orthogonal codes and carrier hopping prime codes.

2.3.1.1 Prime Codes

Prime codes are a set of sequences that have been considered for use in OCDMA net-

works since the first demonstrations of OCDMA [6, 16]. These codes are time-spread codes

that must exhibit a large auto-correlation peak, indicating a matching code at the receiver,

and low cross-correlation functions which indicates an incorrect code. The construction of

these code sequences are described in [6, 14, 16]. When K users are transmitting simul-

taneously, the total interference at a given receiver is the superposition of K − 1 different

cross-correlation functions. The signal-to-noise ratio (SNR) for prime codes is given by [6],

SNR ≈ P 2

0.29(K − 1)
(2.1)

From equation 2.1 it can be seen that the SNR is directly proportional to the number of chips

per code sequence. For a given number of chips, the SNR gradually degrades as the number

of simultaneous channels increases. This degradation of the SNR results in an increase in

the probability of errors, resulting in poorer system performance for a larger number of

users. It has been shown in [16] that to accommodate 31 subscribers on OCDMA system

employing prime codes with a probability of error less than 1× 10−9 would require a code

length of N = 961. This code length severely limits the achievable data rate per channel

without placing a strict limit on the optical pulse width of the chip pulses.
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2.3.1.2 Optical Orthogonal Codes

Optical orthogonal codes (OOCs), proposed in [25], are a family of (0, 1) sequences with

desired auto- and cross-correlation properties that are designed to provide asynchronous

transmission and good performance in OCDMA networks. OOCs are designed such that

each sequence can be easily distinguished from a shifted version of itself and each sequence

can be easily distinguished from a possibly shifted version of every other sequence in the set

of codes [15]. In general, an (F,K, λa, λc) optical orthogonal code C, is a family of (0, 1)

sequences of length F and weight K where λa and λc are the auto and cross correlation

constraints respectively. When λc = λa = 1, it has been shown that the number of optical

codes is upper-bounded by [15],

|C| ≤
⌊

(F − 1)

K(K − 1)

⌋
(2.2)

where bxc is the integer portion of the real number x. If an OOC is given by (13, 3, 1, 1)

then the maximum number of sequences that can be supported is two, with the two code

sequences being,

C = {1100100000000, 1010000100000} (2.3)

This demonstrates the main disadvantage associated with OOCs; while the code sequences

are designed to provide the maximum auto-correlation while minimizing the cross correla-

tion peaks, this is achieved at the expense of a relatively long code length that supports only

a small number of users. It is shown in [16] that for an OOC with a code length of 43 and

a weight of three, only seven users can be supported. An extensive treatment of OOCs and

their performance analysis is given in [56].

2.3.1.3 Carrier Hopping Prime Codes

Carrier hopping prime codes (CHPCs) are a code family that are used in 2-D wavelength-

hopping time-spreading OCDMA systems. As described in [57], a (Nλ, NT , w, λa, λc)

CHPC is a set of NT ×Nλ (0, 1) matrices or code words, where Nλ is the number of wave-

lengths and NT is a prime number representing the code length. Each matrix has a weight

w with each row of the matrix containing a single 1 element, resulting in each 1 chip in the

code being sent on a distinct wavelength. The performance of a multi-wavelength OCDMA

system employing (Nλ, NT , w, 0, 1) CHPCs is examined in [57]. It is shown that the prob-

ability that one of the pulses in a signature matrix lining up with a pulse in another signature

matrix can be determined. If the decision threshold and the number of simultaneous users is

known, then the error probability of a wavelength-time OCDMA system employing CHPCs

and hard limiting can be calculated. In general, the error probability can be improved if the
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number of wavelengths, Nλ, and/or the number of chips, NT are increased. Also CHPCs

allow for the adjustment of the number of wavelengths, the number of chips, or both, in

order to achieve a given bit error rate performance for a set number of simultaneous users.

2.3.2 Coherent Codes

In a coherent OCDMA system, coding is performed by modulating the phase of the optical

signal. While a coherent system can be more difficult to implement than incoherent sys-

tems because of the need to provide adequate optical phase control and stability, it offers

the ability to implement bipolar codes (−1,+1) that have been shown to have superior per-

formance compared to unipolar codes used in incoherent systems [58]. This performance

improvement stems from the autocorrelation peak being equal to P 2, where P is the code

weight, for coherent systems which is an increase by a factor of P over incoherent systems.

The most common code sequences proposed for coherent OCDMA are maximal-length

sequences, Walsh codes and Gold sequences.

2.3.2.1 Maximal-Length Sequences

A maximal-length sequence or m-sequence is a pseudorandom sequence that is commonly

found in RF and cellular spread spectrum networks. M-sequences are defined as a set

of m sequences of length N = 2m − 1, with a detailed discussion on m-sequences is

given in [57, 59]. One of the main advantages for using m-sequences is that the correlation

function between different shifts of the sequences are always equal to −1, thus allowing

them to be used as different codes that have excellent correlation properties. It has been

shown that with a relatively short code length, bipolar coding using m-sequences exhibits

clear benefits in terms of contrast between the correlation peak and the background, in

comparison to unipolar coding [11]. While the number of orthogonal codes for a seven-bit

m-sequence is two, this number increases rapidly with code length.

2.3.2.2 Walsh Codes

Walsh codes are a set of code sequences that have been employed in wireless CDMA net-

works to improve bandwidth efficiency due to their zero cross correlation functions when

they are synchronized in time [59]. Walsh functions are generated by mapping codeword

rows of special square matrices called Hadamard matrices. These matrices contain one row

of all +1’s with the remaining rows each having an equal number of +1’s and −1’s. Walsh

codes are defined as a set of N sequences of length N = 2n and are generated using a re-

cursive procedure. For example, taking the code set W2, the two code sequences are given

by [+1 + 1] and [+1 − 1]. 64-chip Walsh codes have been successfully demonstrated in
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a 32 channel spectral phase OCDMA network testbed [54]. In this case, Walsh codes were

chosen since they are ideally orthogonal signals when used synchronously. Also the MAI

produced by Walsh codes ideally does not coincide with the auto correlation peak of the

decoded signal but occurs before or after it.

2.3.2.3 Gold Sequences

Gold sequences are a family of bipolar codes that are useful in CDMA networks because of

the large number of codes that they supply. A set ofN+2 Gold sequences with lengthN =

2m − 1 can be obtained by using a preferred pair of maximal-length sequences of identical

length N . The construction of Gold code sequences is discussed in more detail in [59].

The auto correlation function of a Gold code exhibits side lobes that are dependent on the

pair of code sequences used. However, the advantage of using Gold code is that the cross

correlation between the codes is bounded. When K users are transmitting simultaneously,

the total interference generated is given by the superposition of K − 1 cross correlation

functions. Assuming the interferers are uncorrelated, the variance of the total interference

is equal to the sum of the variances of the K − 1 cross correlation functions, which are

assumed to be identical. It has been shown that the SNR for Gold codes is given by [60],

SNR = 4

[
N3

(K − 1)(N2 +N − 1)

]
(2.4)

From this equation it can be seen that the variance of the amplitude of the cross correla-

tion function increases with the both the number of users K and the number of chips N .

Therefore, it is apparent that while the number of simultaneous users can be increased by

increasing the number of chips per bit, this increase in the number of chips also provides a

larger contribution to the overall interference, limiting the improvement in the SNR.

2.4 OCDMA Network Impairments

OCDMA networks can be implemented through various coding techniques and can employ

a number of coding sequences which have been discussed in sections 2.2 and 2.3. However,

OCDMA networks suffer from two noise sources that can severely limit the number of

channels that the system can support. These noise sources are multiple access interference

(MAI) and optical beat noise (OBN). The two noise sources arise due to each channel

on the network sharing the same bandwidth and time slot equally. Since each channel

can transmit asynchronously, two or more channels can overlap in both the temporal and

spectral domains. At the receiver, this overlap in both domains results in MAI and OBN.

Both noise sources are discussed in more detail in the following sections.
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2.4.1 Multiple Access Interference

Multiple access interference is present in OCDMA systems due to the fact that each receiver

receives an aggregate signal that contains the data transmitted from each channel. The opti-

cal decoder at the receiver correlates the incoming signal with a stored version of the desired

code that is to be detected. The desired channel is decoded correctly and generates an auto

correlation peak representing the original data pulse that was transmitted and is detected

by the receiver’s photodetector. The remaining unwanted channels also pass through the

decoder but remain temporally/spectrally spread. However, these unwanted channels are

also incident on the photodetector and result in a degradation of the SNR of a desired sig-

nal. This degradation scales as the number of simultaneous transmitting channels increases,

limiting the performance of the system. The level of MAI has been shown in section 2.3 to

be dependent on the length of the optical code used, with longer code sequences perform-

ing better due to lower levels of MAI. However, there is generally a trade-off between the

practicality of implementing larger code lengths and the level of MAI generated.

An eye diagram similar to that of a correctly decoded OCDMA signal with no interfer-

ing channels is shown in Figure 2.6 (a). It clearly shows a large eye opening that allows the

decoded data to be successfully thresholded and recovered. In comparison, Figure 2.6 (b)

shows the same decoded channel, this time in the presence of an interfering channel. This

interfering channel introduces a third intensity level to the eye opening that effectively re-

duces the ’correct’ portion of the eye opening, increasing the probability of error after de-

tection. Both optical signals in Figure 2.6 were detected using 50 GHz photodiode, hence

there is a clear distinction between the correctly decoded optical pulse, that has a narrow

pulse width and high optical peak power, and the incorrectly decoded MAI that is spread

over the entire bit slot and has a low optical peak power. However, the energy in both the

desired and unwanted channel is the same, with both signals having a temporal duration

that is equal to or below the bit period, meaning that they appear essentially identical to a

photodetector that is band-limited to the data rate. This would result in a three-level eye

diagram and an optical signal that cannot be correctly recovered without errors since the

band-limited receiver cannot distinguish between the desired channel and the interfering

channel. Consequently, either a fast receiver that has a bandwidth greater than the data rate

of the desired channel must be used, or some form of optical thresholding or time gating is

required to remove MAI.
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Figure 2.6: Output pulses from an OCDMA decoder for (a) Single correctly decoded chan-
nel (b) Correctly decoded channel with MAI and optical beat noise.

2.4.2 Optical Beat Noise

Optical beat noise is the second major impairment to OCDMA networks. Beat noise arises

when different optical signals with identical (or nominally different) frequencies are in-

cident on a given photodetector simultaneously. Since a photodetector has a square-law

detection characteristic, optical beating will occur between the optical signals incident on

the detector. When two optical signals are incident on a photodetector, the total intensity,

I , is given by [34],

I = I1 + I2 + 2
√
I1I2 cos(δφ) (2.5)

where I1 and I2 are the intensities of the two optical signals and δφ is the phase difference

between the two signals. From equation 2.5 the total intensity can beat from a minimum

value of Imin = I1 + I2 − 2
√
I1I2, if the two waves are out of phase, to a maximum of

Imax = I1 + I2 + 2
√
I1I2 if the two waves are in phase. This variation in the intensity of

the optical signal can severely degrade the performance of an OCDMA system.

Figure 2.6 (b) highlights the intensity variation caused by optical beating between two

OCDMA signals. It can be seen that OBN introduces a large amount of noise to the top of

the eye diagram in comparison to the single channel eye diagram shown in Figure 2.6 (a).

The limits on the performance of OCDMA systems as a result of OBN are often larger than

those resulting from MAI. This is due to beat noise scaling with the square of the number

of detected fields, which is proportional to the number of channels [23].

Optical beat noise has been examined both theoretically and experimentally in a number

of publications [24, 61–64]. In these papers, it is shown that beat noise severely limits
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system performance, especially in a coherent OCDMA system where it becomes the main

impairment. A number of methods for suppressing beat noise are presented in [24]. These

include reducing the level of interference between the OCDMA channels through either

using a longer code sequence or introducing some form of synchronisation to the system.

Implementing a longer code sequence can increase hardware cost and/or limit the transmis-

sion data rate depending on the OCDMA scheme employed. Introducing synchronisation

to the system has the effect of lowering the bandwidth efficiency and increasing the overall

complexity of the network. A second option is to use a low-coherence source such as a

wide-band light emitting diode (LED) or amplified spontaneous emission (ASE). Such a

solution can be effective in an incoherent OCDMA system at reducing beat noise but is not

suitable for a coherent system that requires an optical source that has a coherence length of

at least the chip length.

2.5 OCDMA MAI Suppression Techniques

In the previous section, MAI and optical beat noise were discussed as the two main sources

of noise in an OCDMA system. These two noise sources scale with the number of simulta-

neous users on the system, reducing the overall performance. While increasing the length of

the code sequences used can lower the amount of interference generated, this technique is

only successful if the receiver has a bandwidth greater than the data rate of the transmitted

signal. Therefore, further processing techniques are required to eliminate the interference.

In principle, it is possible to use a high bandwidth photodetector and remove the interfer-

ence in the electrical domain. However, this technique would be impractical due to the

cost of both a high-speed photodetector and the subsequent electronics. As a result, MAI

rejection is mostly performed in the optical domain. The two main techniques for OCDMA

MAI suppression are optical time gating and optical thresholding.

2.5.1 Optical Time Gating

The purpose of optical time gating is to extract a decoded OCDMA signal at a given time

interval in the presence of unwanted MAI noise. Through the careful selection of an appro-

priate code set it is possible to design a synchronous system such that the auto correlation

peak occurs in a given time slot while the energy of the MAI generated falls outside of this

time interval. Therefore, by optically gating the incoming data signal at the desired time

interval, it is possible to retrieve the desired data signal while suppressing the unwanted

noise. The use of an optical time gate requires an optical clock train that is used to open the

switching window of the time gate. While the use of an optical clock train does not require

global synchronisation across the network, optical clock recovery at the receiver is required
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Figure 2.7: Optical time gating using (a) A nonlinear optical loop mirror and (b) A terahertz
optical asymmetric demultiplexer.

for synchronisation with the auto correlation peaks. In this section, two of the most com-

mon forms of optical time gate are discussed; the nonlinear optical loop mirror (NOLM)

and the terahertz optical asymmetric demultiplexer (TOAD).

2.5.1.1 Nonlinear Optical Loop Mirror

A nonlinear optical loop mirror can be used as an optical time gate by using an optical

clock pulse to alter the effective phase shift through one arm of the mirror. This phase

shift can be accomplished by nonlinear propagation through a length of optical fibre. Fig-

ure 2.7 (a) illustrates a typical configuration of a NOLM as an optical time gate. Assuming

for simplicity that only a single pulse is present at the input port A, the operation of the

NOLM is as follows. The incoming pulse at port A is split using a 50 : 50 coupler into two

counter-propagating replicas. When no clock signal is present at port C, the input pulses

simply counter-propagate around the loop and recombine at the coupler. The interference

condition at the coupler is such that the signals interfere destructively at the output port B

and interfere constructively at the input port A, thereby reflecting the input pulse. Typically

an isolator is used on the input port to prevent the reflected pulse from propagating back

through the receiver. If a large amplitude optical clock pulse, with a wavelength close to

but distinguishable from the data pulse wavelength, is injected at port C, it is possible to

overlap the clock pulse and the co-propagating data pulse and introduce a nonlinear phase

shift of π. As a result, the interference condition at the coupler has changed such that con-

structive interference occurs, with the data pulse now appearing on the output port B. An

optical bandpass filter is then used to filter out the clock signal.

Optical time gating using a NOLM has been successfully employed in a temporal phase
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coded OCDMA system [18]. However, the NOLM does have a number of disadvantages.

A NOLM requires high optical peak powers and long interaction lengths due to the low

nonlinear coefficient in fibre. This can be problematic for optical signals that have a broad

optical spectrum as fibre dispersion becomes a problem for these signals and can limit the

functionality of NOLMs that employ long lengths of fibre. These lengths of fibre can also

become susceptible to changes in environmental conditions which can also affect the oper-

ation of the time gate.

2.5.1.2 Terahertz Optical Asymmetric Demultiplexer

An terahertz optical asymmetric demultiplexer [19] is a form of interferometer that can be

used for optical time gating purposes. In a TOAD, the variation of the gain and phase of

a semiconductor optical amplifier (SOA) due to optical signals is employed to generate an

optical gate. The typical implementation of a TOAD for optical time gating is shown in

Figure 2.7 (b). It can be seen that the configuration of a TOAD is quite similar to that of

a NOLM. However, where a NOLM uses nonlinear propagation in fibre to generate the re-

quired phase shift, a TOAD uses an SOA that is offset from the centre of the loop by ∆x.

The operation of a TOAD is as follows. The input pulse at port A is split into a clock-

wise (CW) and counterclockwise (CCW) traveling pulse. In Figure 2.7 (b) the CW pulse

reaches the SOA before the CCW pulse. If there is no clock pulse present at port C then

both pulses counter-propagate around the loop, experiencing a similar effective medium,

and recombine at the coupler. The interference condition is such that the pulses combine

destructively at the output port B and combine constructively at port A, reflecting back the

input pulse. However, if a high power clock pulse is present at port C, it saturates the SOA,

changing it’s refractive index. The clock pulse is timed so that it arrives before the CCW

pulse and after the CW pulse, resulting in a differential phase shift between the two pulses.

This differential phase shift changes the interference condition at the coupler resulting in

the input pulse being gated out to the output port B. A bandpass filter is then used to filter

out the clock pulse, leaving only the desired data. The duration of the switching window,

τwin, is determined by the offset of the SOA, ∆x, from the midpoint of the loop, given by,

τwin = 2∆x/cfibre (2.6)

By controlling the offset position of the SOA, short switching windows can be achieved.

WHTS OCDMA systems employing TOADs have been successfully demonstrated [65, 66],

with a 2 ps switching window achieved in [66].
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2.5.2 Optical Thresholding

Figure 2.8: Operating principle of optical thresholding for MAI rejection.

Optical thresholding is another approach that can be used to suppress MAI noise in OCDMA

systems. The principle behind optical thresholding relies on using a device that has a non-

linear power-transfer response. This idea is illustrated in Figure 2.8. For pulses with a

large amplitude, such as correctly decoded OCDMA signals, they pass through the optical

thresholder while experiencing a relatively low loss. However, lower power pulses such

as MAI noise, experience a large loss as they pass through the optical thresholder and are

effectively suppressed. One of the advantages of using optical thresholding is that the clock

pulse required in an optical time gate is not needed, simplifying the receiver. A number of

optical thresholders has been been proposed and are discussed in the following sections.

2.5.2.1 NOLM and TOAD-Based Thresholding

Both a NOLM and a TOAD can be used as an optical thresholder by slightly changing their

configuration from those shown in Figure 2.7. When used as an optical thresholder, both

devices no longer require the clock pulse input port, so this coupler is removed. The only

other change is that the splitting ratio of the input coupler is changed from a 50 : 50 ratio

to an asymmetric ratio. This asymmetry allows one counter-propagating high power pulse

to undergo a differential phase shift relative to the other, allowing the input pulse to be sent

to the output port rather than get reflected back out the input port. In comparison, if the

input pulse is low power, then neither counter-propagating pulse will have sufficient energy

to induce a phase shift, resulting in the pulses being reflected back at the input.

A NOLM-based optical thresholder has been experimentally shown to provide a signifi-
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cant performance improvement in OCDMA systems [18, 20, 67]. In these demonstrations,

a 70 : 30 splitting ratio is used at the input coupler of the NOLM. A TOAD-based optical

thresholder in a WHTS OCDMA system was presented in [68].

2.5.2.2 Fibre-Based Thresholding

A number of fibre-based optical thresholders have been proposed for OCDMA systems.

These optical thresholders use nonlinear effects in various types of fibre to discriminate

between the desired signal and MAI noise. The types of fibre used include highly nonlin-

ear fibre (HNLF) [53], holey fibre [69] and dispersion-flattened fibre (DFF) [22]. Each of

these fibre-based thresholders uses a nonlinear effect in the fibre, typically self-phase mod-

ulation (SPM), to suppress MAI. For high power optical pulses, SPM in the fibre has the

effect of broadening it’s spectrum. These additional portions of the spectrum only contain

the desired OCDMA signal, as the accompanying MAI does not have sufficient power to

generate SPM. As a result, these SPM portions of the spectrum can be filtered out using

an optical bandpass filter after the fibre thresholder, giving only the desired signal and ef-

fectively removing MAI. A periodically poled lithium-niobate waveguide (PPLN) has also

been demonstrated as an optical thresholder in a spectral phase OCDMA system [21]. This

type of thresholder uses second harmonic generation (SHG) to suppress MAI, since the

output power is strongly dependent on the input signal intensity.

2.6 Summary

Optical code division multiple access is a promising multiplexing technique that is par-

ticularly suited for future all-optical access networks. OCDMA has a number of inherent

advantages such as asynchronous transmission, quality of service control and a large de-

gree of flexibility and scalability. Various demonstrations of enabling technologies have

been presented in literature allowing a number of different OCDMA coding techniques to

be achieved. These include coding in both the temporal and spectral domains, or through a

combination of both. Coding can either be performed on an amplitude or phase basis with

advantages and disadvantages associated with both. However, all OCDMA systems suffer

from two main impairments that limit the overall system performance, multiple access in-

terference and optical beat noise. Both noise sources scale with the number of simultaneous

users, resulting in the need for some form of rejection and/or suppression to ensure that a

given performance level can be achieved.

Numerous experimental demonstrations of optical time gates and nonlinear optical thresh-

olders have shown that they can significantly improve the performance of an OCDMA sys-
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tem, in the presence of MAI. However these devices either require a synchronised clock

pulse, thus requiring optical clock recovery, in the case of time gating, or either a long

length of fibre or a speciality fibre, in the case of the optical thresholder. An alternate to

these fibre-based solutions is the nonlinear optical-to-electrical conversion process of two-

photon absorption (TPA) present in semiconductor devices. TPA is a nonlinear process that

can be used for simultaneous optical thresholding and detection in a single device. Due

to the semiconductor nature of the device, it offers a number of advantages such as a low

cost, a small form factor and the potential for integration with a number of other devices.

Therefore, TPA and its potential for optical thresholding in OCDMA systems is the primary

focus of the next chapter.
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[61] L. Tancěvski and L. A. Rusch, “Impact of the beat noise on the performance of 2-D

optical CDMA systems,” IEEE Communications Letters, vol. 4, no. 8, pp. 264–266,

2000.

[62] T. Bazan, D. Harle, I. Andonovic, and M. Meenakshi, “Effect of beat noise on the

performance of two-dimensional time-spreading/wavelength-hopping optical code-

division multiple-access systems,” Journal of Optical Networking, vol. 4, no. 3, pp.

121–129, 2005.

[63] C. S. Brès, Y.-K. Huang, D. Rand, I. Glesk, P. R. Prucnal, T. Bazan, C. Michie,

D. Harle, and I. Andonovic, “On the experimental characterization of beat noise in

2-D time-spreading wavelength-hopping OCDMA systems,” IEEE Photonics Tech-

nology Letters, vol. 18, no. 21, pp. 2314–2316, 2006.

[64] C. Michie, I. Andonovic, R. Atkinson, Y. Deng, J. Szefer, C.-S. Brès, Y.-K. Huang,

I. Glesk, P. Prucnal, K. Sasaki, and G. Gupta, “Interferometric noise characterization

of a 2-D time-spreading wavelength-hopping OCDMA network using FBG encoding

and decoding,” Journal of Optical Networking, vol. 6, no. 6, pp. 663–676, 2007.

[65] C.-S. Brès, I. Glesk, and P. R. Prucnal, “Demonstration of an eight-user 115-Gchip/s

incoherent OCDMA system using supercontinuum generation and optical time gat-

ing,” IEEE Photonics Technology Letters, vol. 18, no. 7, pp. 889–891, 2006.

[66] I. Glesk, P. R. Prucnal, and I. Andonovic, “Incoherent ultrafast OCDMA receiver

design with 2 ps all-optical time gate to suppress multiple-access interference,” IEEE

Journal of Selected Topics in Quantum Electronics, vol. 14, no. 3, pp. 861–867, 2008.

54



[67] J. H. Lee, P. C. Teh, P. Petropoulos, M. Ibsen, and D. J. Richardson, “A grating-based

ocdma codingdecoding system incorporating a nonlinear optical loop mirror for im-

proved code recognition and noise reduction,” IEEE Journal of Lightwave Technology,

vol. 20, no. 1, pp. 36–46, 2002.

[68] L. Xu, I. Glesk, V. Baby, and P. R. Prucnal, “Multiple access interference (MAI)

noise reduction in a 2D optical CDMA system using ultrafast optical thresholding,” in

Lasers and Electro-Optics Society, Puerto Rico, 2004, paper WP4.

[69] J. H. Lee, P. C. Teh, Z. Yusoff, M. Ibsen, W. Belardi, T. M. Monro, and D. J. Richard-

son, “A holey fiber-based nonlinear thresholding device for optical CDMA receiver

performance enhancement,” IEEE Photonics Technology Letters, vol. 14, no. 6, pp.

876–878, 2002.

55



Chapter 3

Nonlinear Optical Thresholding
Using Two-Photon Absorption

3.1 Introduction

A number of fibre-based optical time gating and optical thresholding solutions have been

experimentally proposed for noise suppression in optical code division multiple access

(OCDMA) systems, however these devices generally require lengths of nonlinear fibre

and/or a synchronised clock pulse to successful recover the desired data signal in the pres-

ence of MAI noise. Another candidate for nonlinear thresholding in OCDMA systems is

two-photon absorption (TPA). TPA is a nonlinear optical-to-electrical conversion process

present in semiconductor devices that could be used to provide a nonlinear optical thresh-

older that is low-cost, compact in size and can offer the potential for integration with other

devices. Since TPA is a optical-to-electrical conversion process, a TPA-based device also

simultaneously optically thresholds and detects an optical signal, eliminating the need for

an additional photodetector.

TPA-based devices have been used in a number of different optical signal processing appli-

cations to date. These include auto correlation measurements [1, 2], all-optical sampling [3,

4], optical clock recovery [5] and all-optical demultiplexing in OTDM systems [6, 7]. It has

also been experimentally demonstrated that a TPA-based microcavity device can be used for

dispersion monitoring in WDM systems [8] and optical signal-to-noise ratio (OSNR) mon-

itoring in transmission systems employing NRZ-PSK modulation [9]. TPA in GaAs p-i-n

waveguide photodetectors was investigated with respect to optical thresholding in [10, 11].

These demonstrations show the dependence of the TPA photocurrent on the incoming pulse

width, with larger photocurrents generated for narrow pulse widths with the same average
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pulse power, and highlights the feasibility of TPA as a possible candidate for nonlinear op-

tical thresholding.

This chapter investigates the use of a 1.3 µm Fabry-Pérot (FP) laser diode as a TPA-based

optical thresholder and detector. The characterisation of this TPA-based detector in terms

of photocurrent generated as a function of incident optical power is outlined in section 3.3.

The response of this detector is used to generate an accurate simulation model of the TPA-

based device. This model is used in a simulation of a four-channel OCDMA system to

determine the feasibility of using a TPA-based device as a nonlinear optical thresholder

in section 3.5. Finally, an experimental demonstration of a four-channel OCDMA system

is demonstrated in section 3.6. This experiment highlights the performance improvement

that is gained through the use of a TPA-based detector in comparison to a standard linear

detector, with both devices band-limited to the data rate of the desired channel.

3.2 Two-Photon Absorption

Electrical current is generated in a standard semiconductor photodetector when incident

photons with an energy greater than the band gap of the active region are absorbed. These

absorbed photons each excite an electron from the ground state, or valance band, to the

excited state, or conduction band, creating an electron-hole pair. When an electric field is

present across the active region of the photodetector, each electron-hole pair is separated,

resulting in a flow of photocurrent in an external circuit.

Incident photons that have an energy less than the band gap of the photodetector do not

generate an electron-hole pair and as a result, do not contribute to the photocurrent gener-

ated. However, under certain operational conditions, two incident photons can be absorbed

simultaneously to produce a single electron-hole pair. This nonlinear optical-to-electrical

conversion process is called two-photon absorption and was proposed in 1931 [12] and ex-

perimentally demonstrated in 1961 [13].

The TPA process occurs when a photon with energy Eph is incident on an active region

with a band gap energy Eg, where Eph < Eg < 2Eph. Under these conditions, a sin-

gle photon does not possess enough energy to produce an electron-hole pair. However, an

electron-hole pair can be generated by the simultaneous absorption of two photons, were

the combined energy of both photons is greater than the energy of the band gap. This two-

photon absorption process can be explained through the use of a virtual state between the

conduction band and the valence band and is shown in Figure 3.1. An incident photon with
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Figure 3.1: Illustration of the two-photon absorption process using an intermediate virtual
state.

an energy of Eph < Eg is absorbed, causing an electron to be excited from the valence

band to a virtual band somewhere in the band gap region, as shown in Figure 3.1 (a) and

(b). This electron is then instantaneously moved to the conduction band by the absorption

of a second electron as in Figure 3.1 (c) and (d). By increasing the intensity of the incident

light, hence increasing the number of incident photons per second, the probability of two-

photon absorption increases. It is this nonlinear response and the ultra-fast response time

of 10−14 s at 1550 nm [14] that allow TPA to be used for nonlinear optical thresholding.

Again it should be noted that the TPA process involves the simultaneous absorption of two

photons via a virtual state, resulting in the generated photocurrent becoming proportional

to the square of the incident optical power. In contrast a two-step absorption process would

require a real intermediate state, with a finite lifetime, resulting in a different intensity-

dependent absorption relationship [15].

3.2.1 TPA Photocurrent

Assuming the semiconductor active region has a linear or single photon absorption (SPA)

coefficient α and a two-photon absorption coefficient β, the differential equation for the

intensity propagation I(z) along the z axis is given by,

dI(z)

dz
= − αI(z) − βI(z)2 (3.1)
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Solving for I(z) gives [16],

I(z) = I0
e−αz

1 + (βI0/α)(1− e−αz)
(3.2)

Both the SPA and TPA contributions to the total absorption for a sample with length L can

be derived as,

Iαabs = I0

(
1− e−αL

C

)
αL

αL + lnC
(3.3)

Iβabs = I0

(
1− e−αL

C

)
lnC

αL + lnC
(3.4)

whereC = 1+(βI0/α)(1−e−αL). It can be shown that the photocurrent due to two-photon

absorption is given by,

J =
eS

hv

(
A1 I

α
abs +

1

2
A2 I

β
abs

)
(3.5)

where e is the electron charge, S is the illuminated area, hv is the photon energy and A1

and A2 are the probabilities of carrier generation due to one- or two-photon absorption re-

spectively.

The generated photocurrent as a function of incident optical power for a semiconductor

device is shown in Figure 3.2. The device has a length L = 1 µm, an illuminated area

S = 1 µm2, a TPA coefficient of β = 2 × 10−12 m/W and various values for the SPA

coefficient α. The dynamic range over which TPA dominates can be clearly seen, with the

TPA response characterised by having a slope of two. The TPA response is limited by SPA

which becomes dominant for lower optical powers, with this linear response having a slope

of one. TPA is also limited at higher powers by total absorption. It can be seen that the

SPA contribution increases as the SPA coefficient is increased, resulting in a reduced dy-

namic range. Therefore, decreasing the α/β ratio ensures that the dynamic range increases.

Increasing the length of the device can also increase the dynamic range, however, this in-

creased length reduces the operating the speed of the device. The level of photocurrent

generated by the device in Figure 3.2 is also quite large, with a photocurrent of 100 µA

resulting from an incident optical power of 1 W. This is due to the fact that the quantum

efficiency of both the SPA and TPA responses, A1 and A2 in equation 3.5 are assumed to

be 100% and as a result of other simplification assumptions. Despite this however, the use

of a TPA-based device for optical signal processing is still feasible, and combined with the

advantages previously mentioned for using such a device, makes it a viable candidate for

nonlinear optical thresholding.
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Figure 3.2: Photocurrent as a function of incident optical power for a semiconductor with
L = 1 µm, S = 1 µm2, β = 2 × 10−12 m/W, an incident wavelength of 1550 nm and
various values of α.

3.3 Characterisation of a 1.3 µm FP Laser as a TPA-Based De-
vice

It was discussed in the previous section that the nonlinear TPA response can be generated

in a device that has a band gap energy greater than the energy of an incoming photon

but less than twice the photon energy. If the incident optical signal has a wavelength of

1550 nm, this corresponds to a photon energy of 0.8 eV. Therefore a device that operates

at a wavelength of 1310 nm, with a band gap energy of 0.954 eV, could generate a TPA

response with sufficient incident optical intensities. As a result, a commercially available

1.3 µm FP laser diode was experimentally characterised as a TPA-based detector.

3.3.1 P-I Curve

A P-I curve is a basic characterisation experiment for a nonlinear device. The experimental

setup for the characterisation of a P-I curve for a TPA-based device is shown in Figure 3.3.

An optical pulse source is used to illuminate the TPA-based device with the resultant pho-

tocurrent generated measured using a picoammeter (pA). Three different optical sources

with varying repetition rates and pulse widths were used to ensure that a range of optical

peak powers were incident on the device, allowing a complete response for the device to be

measured. This is due to the relationship between the peak power of an optical signal and
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Figure 3.3: Experimental setup to characterise the P-I curve of a TPA-based device.

the average power, with this relationship given by,

PPk =
T

τ
PAvg (3.6)

where T is the period of the optical signal and τ is the pulse width. From equation 3.6 it can

be seen that the peak power of an optical signal can be increased by either increasing the

period (lowering the repetition rate) of the signal, decreasing the pulse width or a combi-

nation of both. Therefore, by using a range of optical sources with varying repetition rates

and pulse widths, a large range of optical peak powers can be accessed, ensuring a TPA

response from the device under test.

The first source used was a continuous wave (CW) source operating at a wavelength of

1550 nm. An inline attenuator/power meter was used to vary the average optical power

that reached the TPA-based device. A polarisation controller (PC) was used before the light

was coupled into the device to optimise the polarisation of the signal. Figure 3.4 shows the

instantaneous photocurrent generated by the device as a function of the input optical peak

power. The triangles (4) in Figure 3.4 show the response generated due to the CW source.

This response is linear in nature as shown by it having a slope of one. This response also

shows the noise floor introduced by the pA used to measure the output photocurrent. Since

the duty cycle of the CW source is one, the peak power of the incident light is equal to

the average power. As a result, the signal falling on the TPA-based device does not have

sufficient energy to generate a nonlinear response.

The second optical source used was a 10 GHz tuneable mode-locked laser (TMLL) that

generates an optical pulse train with pulse widths of 2 ps. Due to the pulsed nature of this

source, the peak power incident on the TPA-based device was 50 times greater than the

average power. Again, the inline attenuator was used to varying the power falling on the

device. The diamonds (♦) in Figure 3.4 show the response due to this signal. Similar to the
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Figure 3.4: P-I curve measured for a 1.3 µm FP laser acting as a TPA-based device.

CW source, the response due to the 10 GHz signal is linear, however, at a peak power of

∼ 10 mW, the response starts to deviate towards a slope greater than one. The final source

used generated a 10 MHz optical pulse train with a pulse width of ∼ 500 fs. This gives an

optical peak power that is 250,000 times greater than the average power. The instantaneous

photocurrent generated by the TPA-based device from this incident signal is shown by the

squares (�) in Figure 3.4. These data points clearly show a nonlinear response due to TPA,

indicated by a slope of two. The SPA threshold occurs at an optical peak power of ∼ 1 W

above which the TPA response becomes dominant.

Figure 3.4 demonstrates the feasibility of using a 1.3 µm FP laser as a nonlinear device.

However, it can be seen that a relatively large optical peak power is required to generate

TPA within the device. Therefore, to generate a significant amount of photocurrent either

a large average power is required or the duty cycle must be decreased by either lowering

the repetition rate and/or the optical pulse width. It should also be noted that while the

photocurrent values in Figure 3.4 are quite large, these values are the instantaneous values

of the photocurrent which were found by multiplying the average photocurrent values by

the duty cycle. Therefore the average values are a factor of the duty cycle lower than the

instantaneous values. This places a further limit on the repetition rate and pulse width of the

optical signal that can be used, as the signal is required to generate an average photocurrent

that can be successfully amplified by an electrical amplifier in order to be used in an optical

system.
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3.3.2 Demonstration of a TPA-Based Device as an Optical Receiver

In the previous section it was shown that a 1.3 µm FP laser could be used as a TPA-based

device. However, if such a device is to be used as a simultaneous optical thresholder and

detector in an optical system, it is important to determine the performance of the device

when operating as an optical receiver. Therefore a bit error rate (BER) analysis is required

to ensure that a TPA-based detector can successfully detect an optical data signal in a back-

to-back scenario while remaining error-free. In this section, the P-I curve of the TPA-based

device is characterised using an incident optical signal that has a repetition rate of 100 MHz

and a pulse width of 2 ps. The BER performance of the device is measured as a function of

incident average power for an optical data pattern of length 27 − 1.

3.3.2.1 P-I Curve

Figure 3.5: Experimental setup to characterise the output photocurrent from a TPA-based
device as a function of incident optical power.

The experimental setup used to characterise the generated photocurrent from a TPA-based

device with a 100 MHz optical signal is shown in Figure 3.5. A 10 GHz electrical sig-

nal generator was used to actively mode-lock a tuneable mode-locked laser (TMLL). This

TMLL generates an optical pulse train at a repetition rate of 10 GHz with each optical pulse

having a pulse width of 2 ps. This optical pulse train is then amplified using an erbium

fibre-doped amplifier (EDFA) before passing through an optical delay line (ODL). This

ODL before the MZM is used to ensure that the gated out optical pulse resides within the

centre of the 100 ps gating window. The polarization of the signal is controlled using a

polarization controller (PC) before it passes through a Mach-Zhender modulator (MZM).

The purpose of the MZM is to gate down the optical signal from a repetition rate of 10 GHz

to 100 MHz. This is achieved by programming a pulse pattern generator (PPG) with a
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10 GHz user defined pattern. This pattern is 100 bits in length and consists of a single ’1’

bit followed by 99 ’0’ bits. As a result, the electrical signal that drives the MZM now has a

repetition rate of 100 MHz with each ’1’ bit having a pulse width of 100 ps. As the 10 GHz

optical signal passes through the MZM, the electrical signal only allows one in every one

hundred optical pulses pass through, effectively gating the 10 GHz optical signal down to

100 MHz with the bit period extending from 100 ps to 10 ns.

The EDFA directly after the TMLL amplifies the 10 GHz optical pulse train to compen-

sate for the power loss incurred in the MZM due to the gating process. After the MZM a

second EDFA is used to ensure that the incident optical power on the TPA-based device is

sufficient to generate a nonlinear response. An inline optical attenuator/power meter is used

to adjust and record the average optical power that is incident on the TPA-based device at

any given time. A second PC is also used to adjust the polarization of the optical signal.

Finally, the electrical signal generated by the TPA device is measured using a picoammeter

(pA).

The purpose of optically gating down the signal is related to equation 3.6 and the rela-

tionship between the peak power and the average power of an optical signal as discussed

in section 3.3. By lowering the repetition rate to 100 MHz, the peak power of the optical

signal is now 5,000 times the average power, assuming a pulse width of 2 ps in comparison

to 50 times the average power for a 10 GHz signal. This increase in peak power is required

to ensure that a nonlinear response is achieved in the TPA device. Figure 3.6 shows the

photocurrent generated as a function of incident optical peak power for the TPA-based de-

vice when illuminated with the 100 MHz signal. Similar to Figure 3.4, it can be seen that at

Figure 3.6: Plot of the P-I Curve for the TPA-based device using a 100 MHz optical signal.
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low incident optical powers, the response from the TPA-based device is linear, again char-

acterised by a slope of one. The SPA threshold occurs at a peak power power of ∼ 1 W,

after which the response moves into the TPA regime.

3.3.2.2 BER Analysis of a TPA-Based Detector

Figure 3.7: Experimental setup to characterise the BER performance of a TPA-based re-
ceiver.

In order for a TPA-based receiver to be used in an optical system, it is important to de-

termine the performance of such a nonlinear device in a back-to-back scenario. In such a

scenario, an optical data pattern is generated and is then immediately incident on the re-

ceiver under test, to determine the ability of the receiver to correctly detect the data signal.

The bit error rate for the receiver is then measured as a function of incident average power,

allowing the performance of the receiver to be assessed.

Figure 3.7 shows the experimental setup for determining the BER performance of a TPA-

based receiver. This setup is quite similar to that discussed in section 3.3.2.1, with a 10 GHz

optical source generating an optical pulse train of 2 ps pulses that are optically clocked down

to 100 MHz. This 100 MHz optical signal is then amplified using an EDFA to compensate

for the losses experienced in the MZM due to the clocking down process. A polarisation

controller is used to optimise the polarisation of the signal before being modulated by a

second MZM. This MZM is electrically driven by a pseudo-random bit sequence (PRBS)

of length 27−1. The PRBS signal originates from a 3.3 GHz pulse pattern generator operat-

ing at a repetition rate of 100 MHz. A 5 nm optical bandpass filter (OBPF) centered on the

operating wavelength of 1550 nm follows the MZM to remove the amplified spontaneous

emission (ASE) generated by the two previous EDFAs. A variable attenuator is placed just

before the optical receiver to vary the received optical power.

Within the optical receiver, a final EDFA is used to ensure that sufficient optical power
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Figure 3.8: BER plot for the TPA-based detector in a back-to-back setup.

is incident of the TPA-based device. This EDFA is followed by a second 5 nm OBPF to

remove unwanted ASE. The 10% arm of a 90 : 10 optical coupler is fed to an optical power

meter to ensure that the power falling on the TPA device remains constant at 13 dBm, which

is in the nonlinear region of the detector. This ensures that any degradation in the measured

BER is a result of the changing OSNR due to the changing attenuation before the optical

receiver and is not due to a change in response of the TPA device. The remaining 90% from

the optical coupler passes through a polarisation controller before falling on the TPA de-

tector. The resultant photocurrent is electrically amplified and passed through an electrical

low-pass filter with a bandwidth of 117 MHz. Finally, the electrical signal is analyzed by a

BER tester that compares the received signal to the original PRBS sequence and determines

the number of errors between the two.

The BER measured as a function of received average power for the TPA-based detector

is shown in Figure 3.8. This plot shows that error free performance, defined here as a BER

of less than 1 × 10−9, is achievable using the TPA-based device. It can be seen that the

additional power required to change the BER from 1 × 10−2 to 1 × 10−10 is ∼ 6 dB. The

two insets in Figure 3.8 shows the eye diagrams measured at the respective BER points.

These eye diagrams show a largely open eye in which the data can be correctly recovered.

However, there is a large amount of noise on both levels of the eye. This is possibly due to

in-band ASE generated by the three EDFAs used in the setup that can reduce the amount

of TPA generated. The extinction ratio in the first MZM is also important when examining

the output of the TPA device. Since this MZM is used to clock down the original 10 GHz

signal, the extinction ratio in this modulator is required to be as high as possible to suppress

the unwanted optical pulses in this signal. If these unwanted pulses are not suppressed
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sufficiently, they form a background noise to the gated optical pulse. At the receiver, this

background noise has the effect of increasing the level of SPA and as a result reducing the

performance of the receiver. Despite this, however, these results show the feasibility of

using a TPA-based device as an optical detector.

3.4 Two-Channel OCDMA System using TPA-Based Detection

To determine the feasibility of a TPA-based optical thresholder and detector in an OCDMA

system, a simple two-channel back-to-back OCDMA system was investigated in [17]. This

OCDMA system employed a temporal phase coding scheme using fibre Bragg gratings

(FBGs). The decoded signal was detected using either a standard linear detector or a TPA-

based detector with the output electrical signal from both devices then being analysed.

3.4.1 Experimental Setup

The experimental setup of the two-channel OCDMA system is shown in Figure 3.9. Optical

pulses with a duration of 28 ps were generated at repetition rate of 10 GHz at a wavelength

of 1561 nm. This operating wavelength corresponds to the operational wavelength of the

FBGs used for the encoding/decoding of the optical signal. This optical pulse train was

gated down to 155 MHz and encoded with a PRBS data signal before being split by a 50 : 50

optical coupler. The first arm of the OCDMA encoding stage consists of a 150 m reel of

single-mode fibre (SMF), an EDFA, an optical circulator and a super-structured fibre Bragg

grating (SSFBG) optical encoder. The SMF was used to ensure that the two copies of the

signal that propagate through the first and second arms of the encoding stage are uncorre-

lated and are not coherently interfering when recombined. The encoding/decoding process

was achieved using SSFBGs, with the SSFBG encoders applying two 31-chip, 40 Gchip/s

quaternary phase shift keyed codes, similar to those presented in [18]. The second arm of

the encoding stage consists of an optical delay line (ODL), a second EDFA, an optical cir-

culator and a second SSFBG for channel two. The ODL allows the relative timing between

the two codes to be adjusted at the output of the transmitter. The two encoded signals were

then combined before entering the decoding stage. The decoder stage used in the experi-

ment consisted of an EDFA and a single SSFBG, with the SSFBG designed to match that

which is used to encode data for channel one. Once decoded, the signal is then detected

using either linear detection or TPA-based detection.

The optical receiver consists of two detection subsystems, a nonlinear thresholder and de-

tector and a linear detector. The output signals from these detectors are passed to a digital

communications analyzer (DCA) which allowed the production of optical eye diagrams.
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Figure 3.9: Experimental setup of a two-channel OCDMA system employing both linear
and TPA-based detection.

The output of the optical decoder enters an inline power meter/attenuator which allowed

the average power of the optical signal to be constantly monitored. The nonlinear thresh-

olding and detection subsystem consisted of an EDFA, polarization controller, a 1.3 µm

laser diode (InGaAsP, bandwidth ∼1 GHz) acting as a TPA detector and a low noise RF

amplifier. The linear detector used was the optical input of the DCA. To match the band-

widths of the two detection schemes, the outputs from both detection schemes were passed

through a low-pass filter with a bandwidth of 155 MHz prior to entering the DCA. The

bandwidth of the DCA was 622 MHz.

3.4.2 Experimental Results

The TPA-based device used was characterised in terms of the average photocurrent gener-

ated as a function of incident peak power using a femtosecond laser pulse source generating

pulses at a repetition rate of 100 MHz with pulse widths of 5 ps at a wavelength of 1550 nm.

The resultant plot is shown in Figure 3.10 (a) for both the experimental characterisation

data, given by the squares (�) in the figure, and for the TPA simulation model, given by

the dashed line, which is discussed in more detail in section 3.5.1. From this plot it can

be seen that the TPA-based device starts to exhibit a nonlinear response at incident peak

powers greater than ∼ 1 W.

Figure 3.10 (b) and (c) show the traces obtained for the back-to-back two-channel OCDMA

system using standard linear detection and TPA-based nonlinear detection, respectively. In

Figure 3.10 (b) the overlaid traces for each transmitting channel are shown. The large re-

sponse corresponds to the correctly decoded pulse while the second response is that of the

interfering channel generated by the unmatched encoder/decoder pair. In comparison, Fig-
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Figure 3.10: Experimental results for the two-channel OCDMA system (a) Plot of pho-
tocurrent as a function of optical peak power for the TPA-based detector (b) Received eye
diagram using a linear detector (c) Received eye diagram using a TPA-based detector.

ure 3.10 (c) shows only the correctly decoded pulse while suppressing any noise generated

by the interfering channel. Using the linear detector, the extinction ratio between the de-

coded pulse and the MAI was 5.3 dB. This value was improved to ∼ 10 dB using the TPA

detector, an improvement of ∼ 5 dB. From these results, the performance improvement

gained through the use of a TPA-based detector is clearly visible, with a significant level of

suppression of MAI achieved when compared to standard detection methods.

3.5 Simulation Model of a Four-Channel OCDMA System Us-
ing TPA Detection

In the previous section it was shown that a TPA-based detector can increase the extinction

ratio of an OCDMA signal compared to a standard linear detector, demonstrating the vi-

ability of using a TPA-based device as a receiver in an optical system. In this section, a

simulation model is generated to examine the overall system performance of a four-channel

OCDMA system, based on the experimental results shown in the previous section. In par-

ticular, the performance improvement gained through the use of a TPA-based detector is

analysed in comparison to the performance of a system using standard detection techniques.

3.5.1 Four-Channel OCDMA Simulation Model

To assess the performance improvement achieved through the use of a TPA-based detector

in an OCDMA system quantitively using bit error rate analysis, a simulation model of the

TPA detector characterised in Figure 3.10 (a) was generated. From the measured experi-

mental data in this figure, the SPA and TPA coefficients, α and β, for the TPA detector were
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Figure 3.11: Simulation model of a four-channel OCDMA system employing temporal
phase coding and TPA-based detection.

found to be 1.36×10−4 m−1 and 2.35×10−16 m/W assuming an effective area of 9.6 µm2

and a diode length of 600 µm. Using these values and equations (3.3)–(3.5), a TPA de-

tector model was created. The nonlinear response of the simulation model is shown in

Figure 3.10 (a) by the dashed line. It can be seen that there is excellent agreement between

the response of the physical device and the simulation model.

To directly compare the performance of standard linear detection with the TPA model, a

simulation model of a four-channel OCDMA system was created using VPI network simu-

lation software package. The simulation model is shown in Figure 3.11. A 155 MHz optical

pulse train with a pulse width of 2 ps was split into four copies that were each modulated by

four separate PRBS signals. These signals were encoded using eight-chip temporal phase

codes. The four codes used were eight-chip Walsh codes given as (0, 0, 0, 0, π, π, π, π),

(0, π, 0, π, 0, π, 0, π), (0, 0, π, π, 0, 0, π, π) and (0, 0, 0, 0, 0, 0, 0, 0) for encoders one to four

respectively. In these codes, 0 represents no phase shift on the given optical chip pulse while

π represents a 180◦ phase shift. These codes were chosen due to the minimum amount of

interference they generate when passing through a given optical decoder.

The simulation model employs simple slot-level coordination, similar to that described

in [19], to prevent optical beat noise between the signals. This slot-level coordination re-

sults in each optical signal being delayed by 70 ps with respect to the previous signals. The

decoded signal is then either incident on a standard linear detector or the nonlinear TPA

model. Throughout all simulation results presented, the phase decoder present corresponds

to the optical code used in encoder three. Both detector models pass through a low-pass

filter with a bandwidth of 155 MHz. The responsivity of the linear detector was 1 A/W.
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An additional EDFA with a gain of 25 dB was used before the TPA model to overcome

the inherent inefficiency of the TPA process. The optical power incident on the device is

measured before the second EDFA and is shown in Figure 3.11 by the power measurement

point. The output electrical signal was then analysed in terms of the generated eye diagrams

and the BER measurements as a function of incident power as each additional channel was

added to the system.

3.5.1.1 Simulation Results using Standard Detection

Figure 3.12: (a)–(d) Electrical eye diagrams after detection using a standard detector for
one, two, three and four transmitting channels respectively (e)–(h) Electrical eye diagrams
after detection using a TPA-based detector for one, two, three and four transmitting channels
respectively.

Figure 3.12 (a)–(d) shows the eye diagrams for decoder three using a linear detector for

four different cases; only one channel present (a), two channels (b), three channels (c), and

when all four channels (d) are present. The multiple eye levels clearly seen in the two, three

and four-channel cases can be explained due to the interference from the incorrectly de-

coded channels. As these channels pass through the decoder, the phase nature of the codes

results in constructive and destructive interference occurring in the signal. This results in

each channel having a different average power after passing through the decoder, which is

subsequently detected by the linear detector. Thus, examining the eye diagram generated

for two channels in Figure 3.12 (b), four different levels are present. These levels are (0, 0),

(0, 1), (1, 0) and (1, 1), where (x, y) corresponds to the data bit transmitted by the desired

channel and the interfering channel respectively. This eye diagram highlights the problem

associated with using a linear detector with a bandwidth equal to the data rate of the desired
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Figure 3.13: BER plot as a function of received average power for a standard linear detector
used in a four-channel OCDMA simulation model.

signal. Since the detector integrates the entire incident energy over the bit period, addi-

tional levels are introduced when interfering channels are transmitting. If both the desired

and unwanted signal possessed the same average power when incident on the detector, then

the eye levels (0,1) and (1,0) would merge together in the centre of the eye due to the detec-

tors inability to differentiate between the two signals, thus making correct detection of the

desired signal impossible. This problem is further exacerbated with the addition of further

channels, resulting in the eye diagram closing quite severely. Again, it should be noted that

in this simulation model each channel has a different average power after passing through

the decoder and as a result a small portion of the eye opening remains, albeit with a large

amount of noise present.

Figure 3.13 shows the simulated bit-error rate plot as a function of incident average power

for decoder 3 using a linear detector. As shown, error-free performance, corresponding to

a BER of 1×10−9, using a linear detector can only be achieved for systems having at most

two channels. Even for the two-channel case, incident average optical power falling on the

linear detector must be of the order of –8 dBm in order to ensure error-free performance.

This results in a power penalty of 18 dB when the system increases the number of channels

from one to two. The two other cases presented containing three and four-channel systems

are unable to achieve error-free performance, with a four-channel system having an error

floor at a BER of 1×10−2. This error floor is due to the increased levels of MAI generated

by the unwanted optical signals falling on the detector. The level of MAI noise increases

proportionally with the number of users within the network, limiting overall system perfor-

mance. From the results presented in Figure 3.13 it is obvious that when a linear detector is
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employed in this particular system, the maximum number of users is limited to two. There-

fore, if the number of channels is to be increased, some form of nonlinear thresholding is

required.

3.5.1.2 Simulation Results using a TPA-Based Detector

As previously mentioned, in order to allow more channels to transmit data across the net-

work, some form of noise suppression is required to reduce the impact of MAI on the

overall performance. In this section, the results measured for the four-channel OCDMA

system using the model of a TPA-based detector are discussed. These results allow a direct

comparison in performance between the two different detection schemes.

Figure 3.12 (e)–(h) show the eye diagrams for the same four transmission scenarios dis-

cussed in section 3.5.1.1. As was the case for the linear detector results, the addition of in-

terfering channels results in multiple eye levels being present in the eye diagram. However,

the eye openings when using the TPA-based detector are significantly improved when com-

pared to the corresponding eye diagrams for a linear detector. This is due to the TPA-based

detectors nonlinear response that suppresses the amount of MAI that is being generated by

the improperly decoded optical signals incident on the detector, thus improving overall sys-

tem performance. The amount of improvement gained is clearly demonstrated by the BER

plots for the TPA-based detector shown in Figure 3.14.

Figure 3.14 shows the simulated BER plots obtained for the TPA-based detector. It can be

clearly seen that the performance of the TPA detector differs greatly from the performance

of the linear detector shown in Figure 3.13. The performance improvement gained through

the TPA-based detector allows a BER of 1×10−9 to be achieved in all four transmitting

scenarios. For a one channel system, error-free performance can be achieved when the in-

cident average power is around -13 dBm. When a second transmitting channel is added to

the OCDMA system, a power penalty of approximately 3 dB is incurred. The addition of

a third channel incurs a further penalty of ∼8 dB, while the addition of the fourth channel

incurs a further 3 dB penalty. As a result, there is an overall power penalty of 14 dB when

the number of channels is varied from a single channel to a four-channel system. While

14 dB is a significant power penalty, the benefit of such an increase in the incident power

is that error-free performance can be achieved with four-channels transmitting data simul-

taneously using TPA detection. Again this is in comparison to the same situation for linear

detection using higher incident optical powers, where error rates of only 1×10−2 could be

achieved with four channel operation.

73



Figure 3.14: BER plot as a function of received average power for a TPA-based detector
used in a four-channel OCDMA simulation model.

3.6 Four-Channel OCDMA System Experiment Using a TPA-
Based Detector

In the preceding section, a simulation model of a four-channel OCDMA system was pre-

sented. This model used both a standard linear detector and a TPA-based detector in the

receiver. With both detectors operating with a bandwidth equal to the data rate of the trans-

mitted signal, it was shown that in the case of the linear detector, a large amount of MAI

was present on the recovered electrical signal due to the interfering channels. This MAI

placed significant limits on the system performance that could be achieved. In the case

of the TPA-based detector, it was clear that the nonlinear response present in the device

allowed for a large amount of suppression of the MAI noise, hence improving the overall

performance. In this section, an experimental demonstration of a four-channel OCDMA

system employing both linear and TPA-based detection is presented. The performance of

the system using both forms of detection is analysed quantitively using BER results and

electrical eye diagrams.

3.6.1 Four-Channel OCDMA System Experimental Setup

The experimental setup of a four-channel OCDMA system is shown in Figure 3.15. The op-

tical pulse source used was an electro-absorption modulator (EAM) based pulse carver that

generated a train of 25 ps optical pulses at 10 GHz. The wavelength of these optical pulses

was 1559.22 nm. This wavelength was chosen to match the operational wavelength of the

FBGs that were used as the OCDMA encoders. The 10 GHz optical pulses were then gated

down to 100 MHz using the same method discussed in section 3.3.2.1. This 100 MHz signal
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Figure 3.15: Experimental setup of a four-channel OCDMA system using both standard
and TPA-based detection methods.

was then data-modulated with a PRBS data signal using an MZM. The modulated signal

was then amplified using an EDFA before being split using a one-to-four optical coupler.

Each path from the optical coupler is reflected off an FBG encoder which applies an optical

code to the signal corresponding to a particular channel. The FBG encoders apply a 31-

chip, 40 Gchip/s quaternary phase-shift keyed codes, similar to those discussed in [18], to

each data signal. The coded channels, reflected from the FBG encoders, are passed through

varying lengths of SMF to ensure that the data signals are uncorrelated. The lengths of

SMF are also used to roughly overlap the encoded signals in the time domain. The aggre-

gate signal was amplified using an EDFA before being reflected off an FBG decoder that is

matched to the code sequence used in encoder three. A variable optical attenuator (VOA)

was used to vary the optical power that entered the optical receiver.

The optical receiver consists of an EDFA, a polarisation controller, a second VOA and ei-

ther a standard linear photodetector or a TPA-based detector. The VOA in the receiver was

used to ensure that the optical power falling on either detector remained constant. Due to

the inefficiency of the TPA process, an electrical amplifier is required directly after the TPA

detector. This amplifier limits the bandwidth of the detector to roughly 70 MHz. A low-pass

filter is used to ensure that the bandwidth of the linear detector is limited to 117 MHz. The

output electrical signals were then amplified again before being analysed by a DCA and a

bit error rate tester.
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Figure 3.16: Measured optical spectra for (a) the input optical source (b) each optical en-
coder operating in the reflection mode (c) the output of decoder three operating in the re-
flection mode.

3.6.1.1 Fibre Bragg Grating Encoders/Decoders

As previously mentioned, the gratings used to apply the optical codes carry 31-chip, 40-

Gchip/s quaternary phase codes that offer optimal correlation characteristics [20]. The chip

length of the gratings is 2.5 mm, corresponding to a chip duration of 25 ps, hence the pulse

width of the optical source was chosen to be 25 ps to match the chip duration of the gratings.

The total length of the grating is 77.5 mm. The four code sequences are given as,

Code sequence 1 = [3 2 0 2 3 3 0 3 3 1 2 1 2 3 2 2 0 2 1 2 0 1 2 1 3 0 2 3 3 1 3]

Code sequence 2 = [3 1 2 1 1 3 2 1 2 1 0 2 2 0 3 2 2 1 0 1 3 0 2 1 3 1 1 3 0 2 2]

Code sequence 3 = [2 3 2 3 0 2 2 0 1 2 2 3 0 3 1 0 2 3 1 3 3 1 0 2 2 1 3 2 3 3 1]

Code sequence 4 = [3 3 1 2 2 2 3 3 0 1 3 1 0 1 0 1 2 2 2 0 3 0 2 1 2 1 1 2 2 1 1]

where each number in the sequence is a factor times π/2, giving the desired phase shifts.

Figure 3.16 (b) shows the reflected spectra from the four FBG encoders used in the exper-

imental setup. From these traces it can be clearly seen that there is a pattern dependent

structure on the top of each reflected spectrum due to the applied optical code. These traces

also highlight the spectral efficiency of the system since each channel occupies the same

spectral width around 1559.2 nm. It is believed that the additional peaks at ∼1560 nm are

due to ASE noise from the EDFA before the one-to-four optical coupler in Figure 3.15 that

is patterned by the wings of the FBG gratings and are not a part of the applied code se-

quence. This noise occurs 40 dB down from the peak of the main signal.

The filtering property of the FBGs is demonstrated in the spectral traces of both the op-

tical source and the decoded OCDMA signal in Figure 3.16 (a) and (c) respectively. A clear
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Figure 3.17: Correlation traces measured after decoder three for (a) the matched code (b)–
(d) the matched code and each additional unwanted channel added sequentially.

noise floor is visible 40 dB down from the peak on the trace for the optical source, however

after passing through the FBG encoders, this noise floor is now between 50 and 65 dB be-

low the main peaks. Finally after the decoding FBG, this noise floor is at least 80 dB below

the peak of the main signal. This filtering property is advantageous as it reduces the need

for additional band-pass filters in the system and also allows for in OCDMA/WDM hybrid

system, as demonstrated in [18]. Figure 3.17 shows the measured correlation traces after

the decoder as each channel is added to the system sequentially. Figure 3.17 (a) is the auto

correlation trace measured when the encoded data signal from encoder three is correctly

decoded by the decoder. The finer elements of the correlations traces are clearly seen due

to the high-speed photodetector that was used to detect the optical signal. This auto corre-

lation waveform exhibits a large peak at the centre of the decoded waveform with relatively

small auto correlation side lobes. Figure 3.17 (b)–(d) show the combination of the auto

correlation and the cross correlation waveforms generated as each additional transmitting

channel is added to the system. The additional channels are slightly offset in time due to

the varying lengths of fibre that were used to de-correlate the data signals. There is also

a clear discrimination between the correctly decoded channel and the remaining unwanted

channels as they pass through the optical decoder. However, it should be noted once again

that this is only true when using a photodetector with a bandwidth equal to or greater than

the chip rate of the OCDMA signal. A lower speed detector that is band-limited to the data

rate of a given channel is unable to distinguish between the different channels due to them

all having the same amount of optical power, as is demonstrated in the next section.
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3.6.2 System Performance Using Standard Detection

Figure 3.18: Plot of the BER as a function of received average power for encoder three
using a standard detector as each OCDMA channel is added to the system.

Figure 3.18 shows the BER curves measured as a function of incident average power when

channel three is decoded and detected using a standard linear detector. This detector was

band-limited to ∼ 117 MHz. It can be seen that error rates less than 1×10−9 can be

achieved, with an incident average power of –24 dBm, with a single channel transmitting.

There is a power penalty of 3.5 dB with the addition of an interfering channel. The electri-

cal eye diagrams measured after the photodetector for the single and two channels scenarios

are shown in Figure 3.19 (a) and (b) respectively. For the single channel case a clear eye

opening is seen, allowing the electrical data to be successfully recovered. However, with

the addition of the interfering channel the eye opening is significantly degraded with the

addition of multiple eye levels. The four eye levels visible in Figure 3.19 (b) are similar to

those discussed in section 3.5.1.1. It can be seen that the peaks of these multiple levels are

slightly offset from each other. This is again due to the length of the fibre used after the

encoders, which results in the correlation waveforms being offset temporally. This offset

however, allows the correct data channel to be recovered from the electrical signal as this

channel forms the eye opening to the left, as seen in Figure 3.19 (b). As a result, error rates

approaching error free can be achieved with two transmitting channels.

The addition of a third transmitting channel further closes the eye opening as seen in Fig-

ure 3.19 (c). This third channel introduces more eye levels to the eye diagram and also

introduce an eye opening to the left-hand side of the eye opening. By examining Fig-

ure 3.17 (c) it is clear that this eye opening is due to the third channel being temporally

offset from the main eye opening by 2 ns. Therefore extracting the desired electrical data
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Figure 3.19: (a)–(d) Eye diagrams measured after linear detection for one to four channels
transmitting respectively (e)–(h) eye diagrams measured after TPA-based detection for one
to four channels.

pattern from this portion of the signal is not possible as it is not part of the desired signal.

Figure 3.18 shows that an error floor at 1×10−3 is introduced with the addition of the third

channel. This result is in good agreement with the simulation results for the four-channel

OCDMA system with linear detection discussed in section 3.5.1.1. Finally, Figure 3.19 (d)

shows the eye diagram obtained for all four channels simultaneously transmitting on the

system. For this case, the main eye opening has been completely closed due to MAI from

the interfering channels. This level of noise is so large that no BER data could be obtained

for this four-channel scenario. In the next subsection, the performance of the same system

is examined with the TPA-based detector used instead of the linear detector.

3.6.3 System Performance Using TPA-Based Detection

The bit error rates measured as a function of incident average power for the OCDMA sys-

tem using TPA-based detection are shown in Figure 3.20. From this figure it can be seen

that error free operation can be achieved for the single channel case at a received average

power of –18 dBm. The addition of the second channel results in a power penalty of 3 dB

with error free performance now achieved at a received power of –15 dBm. Figure 3.19 (e)

and (f) show the eye diagrams obtained for the one and two-channel cases for the OCDMA

system using a TPA-based detector respectively. When compared to the corresponding eye

diagrams for the linear detector, it can be clearly seen that the additional eye levels cause

by MAI have been suppressed by the nonlinear response of the TPA-based detector, giving

a clear thresholding window in which the data pattern can be retrieved.

For the three-channel scenario, the best BER achieved was 5×10−8 at a received power

of –10 dBm. Similarly, for the four-channel case, the lowest BER achieved was 6×10−6 at
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Figure 3.20: Plot of the BER as a function of received average power for encoder three
using TPA-based detection as each OCDMA channel is added to the system.

a received power of –10 dBm. Examining the respective eye diagrams in Figure 3.19 (g)

and (h), it can be seen that the addition of each interfering channel results in the eye opening

gradually closing, accounting for the gradual degradation of performance as measured by

the BERs in Figure 3.20. However, when these eye diagrams are compared to the same dia-

grams measured for the linear detector, a clear improvement can be seen for the TPA-based

detector as the device suppresses the multiple eye levels generated by the MAI. The overall

power penalty associated with the transition from a single channel system to a four channel

system is 9 dB at an error rate of 1×10−5. This value is in excellent agreement with the

simulation model results in section 3.5.1.2 where a power penalty of 10 dB is incurred at

the same error rate when moving from a single channel to a four channel system. It should

be noted that for the BER curves, the optical power measured is the power present in all

transmitting channels. Therefore if all channels in a four-channel system have the same

average power then there is an inherent 9 dB power penalty incurred between the single

channel and four channel case, assuming an ideal optical thresholder.

It is believed that better overall performance in terms of BER and receiver sensitivity could

be achieved using the TPA-based detector by improving the optical signal-to-noise ratio

(OSNR) of the generated optical pulses. An OSNR of 18 dB was measured for the op-

tical pulses directly before the pulse train was split using the one-to-four optical coupler.

This in-band noise results in a reduced level of TPA photocurrent generated by the device,

increasing the required incident power. The effect of this low OSNR is visible in the eye

diagram in Figure 3.19 (e). This eye diagram clearly shows a significant level of noise

present on the one level of the eye, indicating a large level of noise within the incident op-
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tical signal. By increasing the OSNR, a larger TPA photocurrent could be generated for a

given received power, resulting in an improved receiver sensitivity. Despite this however,

the performance improvement that can be achieved through the use of a TPA-based simul-

taneous thresholder and detector when compared to a standard detector can be clearly seen

in the results presented in this section.

3.7 Summary

Due to the nature of an OCDMA system, the performance of the system is limited by the

number of simultaneously transmitting channels in the form of MAI. It has been shown that

using standard detection methods operating with a bandwidth equal to the data rate of a

given channel, the performance of the OCDMA system is severely degraded when two or

more channels are transmitting at the same time due as a result of the detector being unable

to distinguish between the desired channel and the unwanted channels. One method that can

be used to overcome this problem is to take advantage of the nonlinear optical-to-electrical

conversion process of two-photon absorption that is present in semiconductor devices. This

nonlinear response can be used to simultaneously optical threshold and detect an OCDMA

signal. In this chapter, the feasibility of using a TPA-based device in an OCDMA system

has been demonstrated by characterising its nonlinear response while determining its ability

to correctly detected an optical data pattern. It is shown experimentally that a TPA-based

device can improve the extinction ratio of an OCDMA signal by 5 dB in comparison to a

standard detector, with this figure dependent on the initial extinction ratio. The performance

of an OCDMA system using both a standard detector and a TPA-based device is examined

both experimentally and through simulation models. In both instances, it is demonstrated

that there is a significant performance improvement gained by using the TPA device over

a standard detector. This improvement allows the number of simultaneous channels to be

increased while still allowing error free operation.
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Chapter 4

Noise Suppression using an
SA-SOA-TPA-Based Receiver

4.1 Introduction

Multiple access interference suppression is a key element for increasing the number of

channels in an OCDMA system while maintaining a high level of performance. It has been

demonstrated in the previous chapter that the nonlinear optical-to-electrical conversion pro-

cess of two-photon absorption can be used to simultaneously optically threshold and detect

an OCDMA signal, providing a significant performance improvement in comparison to

standard detection methods. In this chapter a saturable absorber is examined as an addi-

tional nonlinear optical device that can be used in conjunction with a TPA-based device for

the suppression of MAI. It is shown that the use of a saturable absorber before a TPA-based

detector can further improve the performance of an optical system in the presence of MAI.

This improvement is due to the suppression of noise in the saturable absorber.

The degradation of performance due to optical beat noise is also examined in this chap-

ter. It is shown that the beating between optical signals is a limiting factor on the number

of channels that can be supported by a given OCDMA system. The nonlinear responses of

both a saturable absorber (SA) and a TPA-based device intensify this beat noise, resulting in

the need to clamp the peak of the optical signal. This is achieved through the use of a gain-

saturated semiconductor optical amplifier (GS-SOA). This GS-SOA is used to clamp the

peak of the optical signal to a single level after it has been reflected off a saturable absorber

and before it is thresholded and detected using the TPA-based device. This SA-SOA-TPA-

based receiver is experimentally demonstrated in an optical system that simulates the output

of an OCDMA system. It is shown that this receiver can overcome the limitations imposed
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on a given system by the effects of both MAI and optical beat noise.

4.2 Nonlinear Optical Thresholding using a Saturable Absorber
and a TPA-Based Device

It was shown in chapter three that a TPA-based device can be employed as an optical thresh-

older to improve the performance of an OCDMA system. In this section, a nonlinear re-

ceiver consisting of a saturable absorber directly before a TPA-based device is tested to

determine the performance improvement that can be gained from such a receiver when

used in an OCDMA system in the presence of MAI.

4.2.1 Saturable Absorber

A saturable absorber is an optical device that exhibits an intensity-dependent transmission

characteristic. This means that the device behaves differently depending on the intensity

of the light passing through it [1]. When the device is illuminated with an optical signal

with an instantaneous peak power below some threshold Psat, the photonic absorption of

the saturable absorber is high, resulting in a low transmittance of the signal. Above the

threshold value, the absorption of the device begins to saturate resulting in the transmit-

tance of the absorber rapidly increasing towards a level near unity excluding the insertion

loss. This nonlinear transfer curve of the saturable absorber allows it to be used in a number

of applications such as passive mode-locking of lasers [2, 3] and optical regeneration [4, 5].

Figure 4.1 shows the typical construction of a resonant saturable absorber mirror (RSAM).

Figure 4.1: Typical construction of a resonant saturable absorber mirror.

These devices are typically made up of a InGaAs/InP quantum well structure embedded in

a microresonator. The front mirror of the microresonator is a dielectric multilayer mirror

made of TiO2/SiO2 while the back mirror is a high-reflectivity metallic based mirror of

Ag+SiO2. This resonator structure reduces the device saturation threshold and increases
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the saturation contrast [6]. The saturable absorber presented in this chapter is an RSAM

mounted on an optical circulator. This RSAM has a strong nonlinear reflectance with

a low and high intensity transmittance of 3 and 45% respectively. The resonance wave-

length of the device is 1556 nm with a temperature dependent resonance wavelength shift

of ∆λ = 6 nm for a temperature change of between 10 – 70 ◦C. This device is designed

specifically for optical noise suppression with the main applications being the suppression

of ASE after optical amplification.

Figure 4.2 shows the reflection profile of the saturable absorber. This reflection profile

was characterised by illuminating the device with ASE generated by an EDFA and mea-

suring the reflected optical signal using an optical spectrum analyser. From the figure a

clear dip can be seen at a wavelength of 1556 nm corresponding to the resonance wave-

length of the device and the resultant absorption of the incident light at this wavelength. A

saturable absorber has a number of factors that determine the level of suppression that can

be achieved through the use of the device. Firstly, the reflectance of the device is depen-

dent on the fluence of the incoming optical pulses. Since the pulse fluence is given by the

energy of the pulse per incident area, the spot size on which the light is focused into the

device becomes important. Secondly, the factor by which the signal-to-noise ratio (SNR) is

improved depends on the input signal-to-noise ratio. If the SNR of the input is high, then

the suppression ratio is larger than if the SNR of the input signal was small. Finally, it has

been shown in [7] that a temperature increase in the device due to an optical signal depends

on the repetition rate and the pulse width of the optical signal. The main consequence of

this temperature change is a shift in the reflectivity spectrum of the device towards higher

wavelengths reducing the contrast ratio.

Figure 4.2: The reflection profile of a saturable absorber using ASE generated by an EDFA.
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Figure 4.3: Experimental setup used to characterise a nonlinear receiver consisting of a
saturable absorber and a TPA-based detector.

4.2.2 Characterisation of an SA-TPA-Based Receiver

The nonlinear responses of both the saturable absorber and the TPA-based device were char-

acterised using the experimental setup shown in Figure 4.3. In this setup both the saturable

absorber and the TPA-based detector were characterised individually before the combined

nonlinear response of both devices operating in series was measured. The experimental

setup was as follows. A tuneable mode-locked laser (TMLL) laser source was actively

mode-locked using an RF signal generator operating at 10 GHz. The resultant 10 GHz op-

tical pulse train was amplified using an EDFA and passed through a 5 nm optical bandpass

filter. A variable optical attenuator was used to vary the optical power that was then incident

on one of three different devices under test (DUT) configurations. The first DUT consisted

of a polarisation controller and a TPA-based device. The resultant photocurrent generated

was measured using a picoammeter. The second DUT consisted of an optical circulator

that reflected the incoming optical signal off the saturable absorber. The optical power of

the reflected signal was then measured using a power meter. The final DUT configuration

consisted of a circulator which reflected the incoming light off the saturable absorber. The

reflected signal from the SA was then re-amplified using an EDFA to ensure that the optical

power incident on the TPA-based device was sufficient to generate a nonlinear response.

This second EDFA was followed by an additional 5 nm bandpass filter and a polarisation

controller. The generated TPA photocurrent was measured using a picoammeter. Figure 4.4

shows the measured nonlinear responses for the TPA-based device, the saturable absorber

and the saturable absorber in series with the TPA-based device. The photocurrent generated

as a function of incident average power for the TPA-based device is shown in Figure 4.4 (a).

From this plot it can be seen that the output of the device becomes dominated by TPA at an
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Figure 4.4: The measured (a) photocurrent as a function of average optical power for a
TPA-based device (b) optical loss as a function of average incident optical power for the
saturable absorber and (c) photocurrent as a function of incident average power for the
saturable absorber in series with the TPA-based device.

average power of ∼ 0.25 mW. Below this value the response is linear due to SPA being the

dominant contributor. The optical loss measured as a function of input average power for

the saturable absorber is shown in Figure 4.4 (b). It can be seen that for low optical powers

below –7 dBm, the optical loss experienced upon reflection from the device was measured

as 16.8 dB. The optical loss of the device is reduced by 5.1 dB to 11.7 dBm at an average

input power of 10 dBm.

Figure 4.4 (c) shows the measured photocurrent from the TPA-based device with the sat-

urable absorber directly before it. From this plot, it can be seen that at input optical powers

less than 0.3 mW, the output photocurrent from the TPA-based device is constant at a value

of ∼ 6×10−10 A. This is due to the large losses experienced in the saturable absorber at

low powers, resulting in only a small amount of the optical signal being reflected off the

device and reaching the following EDFA. Therefore ASE dominates the output signal from

the EDFA, operating in constant output power mode, which is incident on the TPA-based

device. This ASE signal remains relatively constant for low input signals hence a constant

output photocurrent from the TPA device. As the input power increases above 0.3 mW the
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Figure 4.5: Experimental setup to demonstrate using a combination of a saturable absorber
and a TPA-based detector to suppress MAI.

photocurrent moves into a nonlinear regime. It can be seen that this nonlinear response

gives a steeper slope than either the nonlinear response from the TPA-based device or the

saturable absorber, providing better thresholding discrimination. Therefore the nonlinear

characteristics of both devices combine to produce a significantly steeper nonlinear re-

sponse. This combined response can result in a greater suppression of MAI present in a

decoded OCDMA signal.

4.2.3 Experimental Setup

Figure 4.5 shows the experimental setup used to test the performance of a two-channel

system using a saturable absorber and a TPA-based detector. In this system, the OCDMA

encoding and decoding operations are not performed. Instead this system simulates a typ-

ical decoded OCDMA signal consisting of a correctly decoded signal and an unwanted

interfering signal that would be encountered after a given optical decoder. This is achieved

as follows. A 10 GHz optical pulse train with a pulsewidth fo 2 ps was generated using a

tuneable mode-locked laser. This pulse train was amplified using an EDFA before is was

optically gated down to a repetition rate of 100 MHz using a Mach-Zhender modulator.

This same MZM applied a 27 − 1 data signal to the 100 MHz pulses. The data signal was

amplified by a second EDFA before being split by a 50 : 50 optical coupler. The first arm

from the coupler consists of an optical delay line and a variable optical attenuator. This

arm is intended to simulate a correctly decoded OCDMA signal. The 2 ps optical pulses

represent the auto correlation peak that would be generated by an OCDMA decoder if the
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matching encoded signal passed through it. The second arm from the coupler consists of

200 m of dispersion compensating fibre (DCF) and a second variable optical attenuator.

The length of DCF is used to temporally broaden the 2 ps pulses in this arm to∼ 35 ps. The

DCF also decorrelates the data patterns between the two arms. This second arm is intended

to simulate the MAI generated by an interfering channel that has been incorrectly decoded

in an OCDMA decoder. The attenuators in each arm are used to ensure that both channels

have the same average power.

The optical signals from both arms are combined using a second coupler. The optical delay

line in the first arm is used to offset the centre of both signals by 50 ps to eliminate beat

noise. The combined optical signal with the 50 ps offset is shown in Figure 4.6. This signal

was varied using a variable optical attenuator before passing to the receiver. Two receiver

configurations were used. The first consisted of an EDFA followed by the TPA-based detec-

tor, and the second consisted of a saturable absorber, an additional EDFA, a 5 nm bandpass

filter and the TPA-based detector. The TPA detector in both cases is bandwidth-limited to

100 MHz. The output electrical signals from both receivers were amplified before being

analysed using a BER tester and an oscilloscope.

Figure 4.6: Measured optical signal with the desired channel and the interfering channel
offset by 50 ps.

4.2.4 Experimental Results

Figure 4.7 (a) shows the measured BER plots and eye diagrams for the SA-TPA receiver

and the TPA-based detector. The performance of the system was measured for each re-

ceiver with one and two-channel operation. It can be seen that error-free performance can

be achieved using the TPA-based detector with only the desired channel transmitting, as

shown in Figure 4.7 (a). A BER of 1×10−9 is possible for a received average power of
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Figure 4.7: Measured BER plots as a function of average power and eye diagrams for the
SA-TPA receiver.

– 30 dBm. When the interfering channel is added there is a power penalty of 5 dB when us-

ing the TPA-based detector. However, despite this addition penalty, error-free performance

is still achievable at a received power of – 25 dBm.

Error-free performance can also be achieved using the SA-TPA receiver with a single chan-

nel transmitting. A BER of 1×10−9 is obtained for a received power of – 31 dBm. This is an

improvement of 1 dB compared to the TPA-based detector only. The addition of the second

transmitting channel results in a power penalty of 3 dB. However, as with the TPA-based

detector, error-free operation is possible even with the interfering channel present. The im-

provement in the power penalty of 2 dB for the two-channel case is due to the saturable

absorber improving the OSNR of the received signal. This improvement in the OSNR re-

sults in a larger TPA photocurrent and hence an improved receiver performance.

Two eye diagrams, A and B, are shown in Figure 4.7 (b). The points at which these eye

diagrams were taken are shown on the BER plot. Both eye openings were taken for the

two-channel case. It can be seen that the eye is largely open and does not contain the

multiple levels that were evident for linear detection methods discussed in section 3.6.2.

Again, it should be noted that while the interfering channel is offset from the desired chan-

nel by 50 ps, the TPA-based detector is bandwidth-limited to the data rate of the data signal.

Therefore, both incoming optical channels are integrated over the bit period of the signal

which would result in a three-level eye opening, due to both channels having the same av-

erage power, if a linear detector was used. However, in both cases the combined nonlinear

responses of the saturable absorber and the TPA-based detector successfully suppress the

interfering channel allowing the electrical data signal to be recovered.
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An eye diagram measured after a TPA-based device with a temporal offset of 50 ps be-

tween the channels is shown in Figure 4.8 (a). It can be seen from the eye diagram that

there is a minimal amount of beating occurring between the two signals due to the temporal

offset. However, Figure 4.8 (b) shows the same eye diagram measured after the TPA-based

device when the offset is reduced to 0 ps. From this eye diagram a large amount of beating

is visible on the one level of the signal reducing the eye opening and hence reducing the

performance of the system. This is because although the nonlinear response of both the

saturable absorber and the TPA-based detector suppress noise on the zero level, they can

increase the noise present on the one level. Therefore, some method for the suppression

of optical beat noise combined with the suppression of MAI using an SA-TPA receiver is

required for OCDMA systems that provide asynchronous transmission which can result in

the presence of both MAI and optical beat noise.

Figure 4.8: (a) Eye diagram obtained after the TPA-based detector with a temporal offset of
50 ps (b) Eye diagram obtained after the TPA-based detector with a temporal offset of 0 ps.

4.3 Reduction of MAI and Optical Beat Noise using an SA-SOA-
TPA-Based Receiver

In the previous section, it was shown that an SA-TPA-based receiver can be used to suc-

cessfully suppress MAI present on an OCDMA signal. However, even with the suppression

of MAI, the presence of optical beat noise on an OCDMA signal can severely limit the per-

formance of the system. This degradation caused by optical beat noise can be compounded

by the nonlinear responses of a saturable absorber and a TPA-based device. Therefore, a

method for clamping the one level of an OCDMA signal is required. One optical device

that can be used for such a task is a semiconductor optical amplifier (SOA).
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4.3.1 Semiconductor Optical Amplifier

A semiconductor optical amplifier is based on the same technology as a semiconductor

laser diode with two types of SOA, the Fabry-Pérot amplifier (FPA) and the travelling wave

amplifier (TWA). Both amplifiers have the same basic structure but have different mirror re-

flectivities. For an FPA, the reflectivities are around 0.3 [8] while a TWA uses anti-reflection

coatings at the facets allowing only a single pass of the signal through the cavity [9]. At its

most basic, a bulk SOA is a simple p-n junction. By applying a forward bias to the device,

population inversion occurs in the active region where the number of atoms in an excited

state far exceeds those in a ground state. The interaction between an incoming photon at the

correct wavelength and the atoms in an excited state can cause these atoms to return to the

ground state with the emission of a photon through the process of stimulated emission with

the emitted photon having the same frequency, phase and direction as the incident photon.

This process repeats for each photon resulting in overall gain of the incoming signal.

Efficient amplification can be obtained by confining the light and the injected carriers to

the active layer. This is achieved by enclosing the active layer between two layers that have

a larger band gap and a smaller refractive index than the active layer. As a result, the larger

band gaps confine the carriers to the active layer while the lower refractive indices of the

cladding layers act as an optical waveguide confining the light to the active layer. Typically

an SOA is capable of providing a high internal gain of around 15 to 35 dB with a low power

consumption. However, an SOA cannot maintain a fixed gain for an arbitrarily high input

power signal as that would require adding arbitrary amounts of power to the optical signal.

Since the amount of power that an SOA can supply is finite, the gain for high input power

signals is reduced. This phenomenon is called gain saturation. For a small input optical

power the gain of an SOA remains linear. However, the gain begins to saturate at higher

input power levels with the decrease in the gain for increasing input powers becoming non-

linear in nature. The saturated output power of the SOA occurs at the point where the gain

of the amplifier is reduced by 3 dB.

It is generally preferred to have an SOA with a high value of saturated output power, how-

ever, the gain saturation phenomenon can be used in all-optical signal processing tech-

niques. In [10], it was demonstrated that a gain-saturated SOA could be used for noise sup-

pression of incoherent light in relation to spectrum-sliced WDM systems. A gain-saturated

SOA was also experimentally demonstrated as a method for optical beat noise reduction

in a wavelength division multiplexed/subcarrier multiplexed (WDM/SCM) passive optical

network (PON) in [11]. In this section, a gain-saturated SOA is used to suppress optical

beat noise that is present in an OCDMA system.
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4.3.2 Experimental Setup

Figure 4.9: Experimental setup used to simulate the output signal from an OCDMA decoder
with MAI and optical beat noise. The three different receiver structures used are also shown.

In section 3.6 it was shown that a TPA-based detector can be used to suppress MAI in

a four-channel OCDMA system. This system employed 31-chip, 40-Gchips/s quaternary

phase-shifted codes with a chip duration of 25 ps with each channel operating at a data

rate of 100 Mb/s. In the experimental setup shown in Figure 4.9, the output from one of

the OCDMA decoders used in section 3.6 is simulated without actually performing the en-

coding/decoding process. This is achieved by assuming that the correctly decoded channel

has a pulsewidth of 25 ps, i.e. the duration of a single chip in a given OCDMA code. In

comparison, the incorrectly decoded channel remains spread over the entire bit period of

10 ns. This simulates the worst case scenario where the interfering channel will always

interfere directly with the desired channel, resulting in both MAI and optical beat noise.

To generate both of these simulated OCDMA channels, continuous-wave (CW) light with

a central wavelength of 1556 nm was split equally through an optical coupler. In one arm

an electro-absorption modulator (EAM) was used to pulse carve optical pulses at 10 GHz

with a pulsewidth of 25 ps. This 10 GHz pulse train was then gated down to 100 MHz and

modulated with a PRBS data signal. This arm simulated the correctly decoded OCDMA

channel and is shown in Figure 4.10 (a). The second arm of the coupler was fed to a second

MZM which carved out a 100 MHz PRBS signal from the CW light with a bit period of
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10 ns. This arm simulated an improperly decoded OCDMA channel assuming the interfer-

ence was spread out equally over the entire bit slot. The interfering channel is shown in

Figure 4.10 (b). In this OCDMA system where the channels are at the same wavelength,

optical beat noise can occur if the channels experience different optical path lengths or if

they have partial coherence. As a result, when they are recombined at the second optical

coupler, they can interfere randomly producing optical beat noise. The combined optical

signal is shown in Figure 4.10 (c). This waveform clearly shows both MAI, present on the

zero level, and beat noise, present on the one level, due to the presence of the interfering

channel. Optical attenuators were used to control the average power in each arm before

the two signals were recombined. This signal was amplified using an EDFA before passing

through one of three different receiver structures shown in Figure 4.9.

Three different receiver structures were used in this experiment. The first receiver was a

TPA-based receiver and consisted of a variable optical attenuator followed by an EDFA, a

2 nm bandpass filter, a second EDFA and a TPA-based detector. The photocurrent generated

by the TPA-based detector was then analysed using a BER tester and an oscilloscope. The

second receiver expanded on the TPA-based receiver and employed a saturable absorber.

The saturable absorber was placed between the 2 nm bandpass filter and the second EDFA

in the TPA-based receiver. This had the effect of improving the extinction ratio of the sig-

nal that was incident on the TPA-based detector by suppressing MAI while also filtering

out ASE from the first EDFA. The third receiver incorporated an SOA directly after the

saturable absorber and before the TPA-based detector in the second receiver structure. By

operating the SOA in a gain saturated regime the beat noise on the one level of the optical

signal could be suppressed. An additional variable optical attenuator was used before the

SOA to optimize the performance achieved from the SOA.

Figure 4.10: Experimentally measured eye diagrams for (a) the correctly ’decoded’
OCDMA channel (b) the interfering OCDMA channel (c) the combined optical signal with
both channels present. The eye diagrams were measured using a 50 GHz photodiode.
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4.3.3 Experimental Results

The three nonlinear devices used in the receiver were characterised using the 100 MHz,

25 ps optical pulse train generated in the first arm of the experimental setup in Figure 4.9.

The output photocurrent measured as a function of input average power for the TPA-based

detector is shown in Figure 4.11 (a). At a average power of 250 µW, corresponding to a peak

power of 100 mW for a 100 MHz repetition rate and a pulsewidth of 25 ps, the output begins

to shift from linear absorption to TPA. At higher powers the output photocurrent tends

towards an ideal square response. The optical loss as a function of input optical power for

the saturable absorber is shown in Figure 4.11 (b). For low optical powers below –5 dBm,

the optical loss experienced upon reflection from the device was measured as 15.3 dB. The

optical loss of the saturable absorber is reduced by 3 dB at an input average power of 7 dBm.

The optical gain of the SOA as a function of input power is shown in Figure 4.11 (c). It

can be seen that as the input power increases above –5 dBm, the gain begins to saturate at

an output power of 11 dBm. By ensuring that the one level of the incoming optical signal

is close to the saturation point of the device, an SOA acts as a optical intensity limiter

as higher intensity signals experience less gain than lower intensity signals. As a result,

varying intensity levels are forced to a single level, hence the amount of beat noise present

on an OCDMA signal can be reduced, improving overall system performance.

Figure 4.11: Plots of (a) TPA photocurrent as a function of average power (b) optical loss
as a function of average input power for the saturable absorber and (c) optical gain as a
function of input average power for the SOA.
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4.3.3.1 TPA-Based Receiver

Figure 4.12 (a) shows the bit error-rate results measured using the TPA-based receiver. The

BER results measured for only the desired channel transmitting are given by the triangles

(4). It can be seen that error free performance for single channel operation can be achieved

for a received power of –31 dBm. The BER results for two transmitting channels are given

by the circles (◦) in Figure 4.12 (a). The addition of the interfering channel results in

a power penalty of ∼20 dB at an error rate of 1×10−9. Figure 4.12 (b) shows the eye

diagrams measured at the points shown in Figure 4.12 (a). When the interfering channel is

added, it can be seen that eye diagram B closes in comparison to the single channel case

due to MAI and beat noise. Eye diagram C was recorded when the average power in the

interfering channel was increased by 3 dB i.e. the interfering channel has twice the average

power of the desired channel. This eye diagram is almost completely closed due to the

presence of the interference. As a result, no BER measurements could be obtained for this

scenario.

Figure 4.12: (a) BER results as a function of received average power using a TPA-based
receiver (b) measured eye diagrams for each BER trace.

4.3.3.2 SA-TPA Receiver

Figure 4.13 (a) shows the BER curves obtained when using the SA-TPA receiver. It can be

seen that the addition of the saturable absorber results in error-free performance for both

the single channel and two-channel cases. The power penalty associated with the addition

of the second channel is 13 dB, a 7 dB reduction in comparison to the TPA-based receiver.

The third BER result shown by the squares (�) in Figure 4.13 (a) is for both channels trans-

mitting with the interfering channel having an average power that is 3 dB higher than the

98



desired channel. This extra 3 dB of average power is similar to the amount of interference

generated by a third channel. With this increased level of interference , the receiver can

still produce an error rate of 5×10−9 with a power penalty of 12 dB compared to the two-

channel case. Figure 4.13 (b) shows the eye diagrams recorded for the three transmitting

scenarios. For the single channel case, the eye opening in A is clearly defined allowing

successful recovery of the transmitted data. For the two-channel case, the eye diagram B

remains relatively open, however there is a large amount of noise present on the one level

hence the associated power penalty in Figure 4.13 (a). The increased level of interference

results in the eye opening in C degrading considerably with a further increase in the amount

of noise on the one level of the signal. This degradation results in the introduction of an

error floor in the BER curve at an error rate of 5×10−9.

Figure 4.13: (a) BER results as a function of received average power using an SA-TPA-
based receiver (b) measured eye diagrams for each BER trace.

4.3.3.3 SA-SOA-TPA Receiver

Figure 4.14 (a) shows the BER results obtained for the SA-SOA-TPA receiver. For this

receiver, error free performance can be achieved for all three transmitting scenarios. For

the single channel case, an error rate of 1×10−9 is possible for a received average power

of –28 dBm. A power penalty of 5 dB is incurred with the addition of the interfering

channel. However an error rate of 1×10−9 was still achieved despite the increased level of

interference for a received average power of –23 dBm. A further power penalty of 7 dB

was introduced when the average power in the interfering channel was increased by 3 dB.

However, error free operation was still possible for this scenario using the SA-SOA-TPA

receiver. It should be noted that there is an inherent 3 dB power penalty with the addition
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of each channel to this system. Therefore the actual power penalties associated with the

addition of each interfering channel is 3 dB less than those given by the experimental results.

Figure 4.14 (b) shows the eye diagrams recorded at the points A, B and C in Figure 4.14 (a).

For the single channel case, eye diagram A is free form interference allowing the data

pattern to be recovered. In eye diagram B it can be seen that the presence of the interfering

channel results in the eye opening closing slightly with the introduction of beat noise to

the one level of the signal. However, it should be noted that the level of beat noise present

has been reduced as a result of the SOA when compared to the same measurement for the

SA-TPA receiver. This suppression of the beat noise is more evident when comparing eye

diagram C to the same eye recorded using the SA-TPA receiver. Comparing these two

eyes it is clear that the intensity variations present on the signal have been suppressed by

the gain-saturated SOA. As a result, the eye opening is widened giving lower error rates

and smaller power penalties when using the SA-SOA-TPA receiver. The power penalty

associated with the transition from a single channel to a two-channel system was reduced

by 15 dB for the SA-SOA-TPA receiver when compared to the same results for the TPA-

based receiver. Therefore, the advantage of using the three nonlinear optical devices for the

suppression of both MAI and optical beat noise are clearly evident in the results discussed

above.

Figure 4.14: (a) BER results as a function of received average power using an SA-SOA-
TPA-based receiver (b) measured eye diagrams for each BER trace.
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Figure 4.15: Simulated eye diagrams for (a) a single transmitting channel (b) two com-
pletely incoherent transmitting channels and (c) two coherent transmitting channels.

4.4 Simulation Model of an SA-SOA-TPA Receiver

In the previous section it was demonstrated that an SA-SOA-TPA-based receiver could be

used to improve the performance of an OCDMA system through the successful suppres-

sion of both MAI and optical beat noise generated by the presence of interfering channels.

In this section a simulation model of the SA-SOA-TPA-based receiver is presented. The

two-channel optical system presented in section 4.3 is simulated to verify the performance

improvement that is gained through the addition of each nonlinear optical device to the SA-

SOA-TPA-based receiver.

In the simulation model, the first channel consisted of a train of optical pulses at a repe-

tition rate of 100 MHz and a pulsewidth of 25 ps. This pulse train was data modulated

with a data pattern of length 29 − 1 using a model of a MZM. This resultant data signal

represents the ideal output of an OCDMA decoder when the desired data signal has been

correctly decoded. The second simulated channel models an incorrectly decoded OCDMA

signal with a data rate of 100 MHz that is evenly spread out over the entire bit period of

10 ns.

Figure 4.15 shows three simulated eye diagrams from the model. These eye diagrams were

generated by passing the optical signal to a model of a standard detector with a bandwidth

of 100 MHz. Figure 4.15 (a) is the eye diagram obtained for the single ’desired’ channel

transmitting. Figure 4.15 (b) shows the eye diagram obtained for the two channel case when

the two optical signals are completely incoherent i.e. no beating occurs between the two.

From this eye diagram the multiple levels that result from the detector being band-limited

to the data rate of the optical signal can be clearly seen. The eye levels (1,0) and (0,1) are

slightly separated due to the roll-off of the filter function used to simulate the bandwidth

of the optical detector. If this filter had an ideal frequency response, then these two eye
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levels would merge in the centre of the eye diagram. As a result, the correct recovery of

the data signal would be impossible. Figure 4.15 (c) shows the eye diagram obtained for

the two channel case when the two channels are coherent with each other. As a result, the

two signals beat together producing intensity variations on the top of the eye opening. The

coherence between the two channels was simulated by adding phase noise to the electric

field of the first channel. This phase noise is related to the linewidth of the optical source,

which was assumed to be 10 MHz. This simulated optical signal complete with both MAI

and beat noise was optically thresholded and detected using the models of the three re-

ceivers discussed in section 4.3; a TPA-based receiver, an SA-TPA-based receiver and an

SA-SOA-TPA-based receiver.

4.4.1 TPA-Based Detector Model

Figure 4.16: Plot of photocurrent versus input average power for the TPA-based detector
model and the measured experimental data.

The total photocurrent generated in a TPA-based device can be given as,

I =
q

hf

(
spa |E|2 + tpa |E|4

)
(4.1)

where I is the output photocurrent, spa is the linear contribution to the output photocurrent,

tpa is the nonlinear contribution, E is the incident electric field, q is the charge of an

electron, h is planck’s constant and f is the frequency of the incoming light. Table 4.4.1

gives the values used for these parameters. It should be noted that both spa and tpa are

not the SPA and TPA coefficients, α and β, that are discussed in section 3.2. These values

for spa and tpa are the efficiencies for the linear and nonlinear contributions respectively.

They include the contributions to the photocurrent from α and β, but also take into account
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the size of the device and the spot size. Figure 4.16 shows the generated photocurrent as

Table 4.1: Simulation parameters for the TPA-based detector model.
Symbol Physical constant Value
q Electron charge 1.6×10−19 C
h Planck’s constant 6.62×10−34 m2kg/s
f Frequency of the incoming light 193.5 THz
spa Linear contribution to photocurrent 20×10−9 A/W
tpa Nonlinear contribution to photocurrent 48×10−10 A/W2

a function of incident average power for the TPA-based detector model. The experimental

data measured for the TPA-based device in section 4.3 is also shown. The values for spa

and tpa were found by fitting a curve to the experimental data using a fitting algorithm

that incorporated equation 4.1. It can be seen that there is excellent agreement between the

simulated output from the TPA-based device and the experimental data points.

4.4.2 Saturable Absorber Model

Figure 4.17: Plot of optical loss versus input average power for the saturable absorber model
and the measured experimental data.

To create an accurate simulation model of the saturable absorber used in section 4.3, the

characterisation results shown in Figure 4.11 (b) were used as the basis for a model. The

change in absorption with respect to time for a saturable absorber can described by [12],

δa

δt
=
a0 − a
τc

− a |E|2

Isat
(4.2)

where a0 is the small signal absorption, τc is the relaxation time of the device, |E|2 is
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the intensity of the light and Isat is the saturation intensity. In this case, the small signal

absorption, a0 = SSL−NSL, where SSL is the small-signal losses and NSL is the non-

saturable losses. The small-signal losses are the losses experienced by low power signals

reflected off the device while the non-saturable losses are losses experienced in the device

that are not a result of the saturation process. The relaxation time of the saturable absorber,

τc, is given as 5 ps. Since this value is less than the pulsewidth of 25 ps of the incoming

data, it can be assumed that the device is operating in a steady-state condition. Therefore

equation 4.2 is equal to zero, allowing the absorption of the device, a, to be given by,

a =
a0Isat

Isat + |E|2 τc
. (4.3)

Table 4.2 shows the parameter values used for the simulation model. These parameters

were derived from the experimental results given in section 4.3 for the saturable absorber.

Figure 4.17 shows the optical loss versus the input average power for the saturable absorber

model with the experimental data measured in section 4.3 also plotted for comparison.

From this Figure it can be seen that there is good agreement between the experimental data

measured for the saturable absorber and the response generated by the simulation model of

the device.

Symbol Physical constant Value
a0 Absorption of the saturable absorber 6.3 dB
τc Relaxation time of the saturable absorber 5 ps
Isat Saturation intensity 30 pJ
SSL Small-signal losses 15.3 dB
NSL Non-saturable losses 9 dB

Table 4.2: Simulation parameters for the saturable absorber model.

4.4.3 SOA Model

A semiconductor optical amplifier can be described using the same equation as equation 4.3

with the device operating in a gain mode rather than an absorption mode. As was the case

for the saturable absorber model, it is assumed that the SOA is in a steady-state condition.

Therefore, the steady-state gain of an SOA can be described by,

g =
g0Esat

Esat + |E|2 τc
. (4.4)
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were g is the gain of the device, g0 is the small-signal gain, Esat is the saturation energy,

τc is the carrier lifetime of the device and |E|2 is the intensity of the incoming light. The

values for these parameters used in the simulation model of the SOA are given in Table 4.3.

The small-signal gain of the SOA was found from the experimental characterisation of the

Symbol Physical constant Value
g0 Gain of the semiconductor optical amplifier 18.7 dB
τc Carrier lifetime of the SOA 100 ps
Esat Saturation energy 150 pJ

Table 4.3: Simulation parameters for the SOA model.

device to be ∼ 18.7 dB. Assuming a carrier lifetime of 100 ps, and a saturation energy of

150 pJ, the simulated SOA output was found to match the experimental results with good

accuracy. Figure 4.18 shows the optical gain as a function of input average power for the

SOA model. The experimental results measured for the SOA are also shown. It can be

seen from the Figure that there is good agreement between the simulation model using the

parameters given in Table 4.3 and the measured experimental data.

Figure 4.18: Plot of optical gain versus input average power for the SOA model and the
measured experimental data.

4.4.4 BER Analysis

To measure the performance of the simulation model quantitatively, an algorithm for cal-

culating the bit error rate of the detected signal in the presence of multiple eye levels was

required. In an optical system where the received optical signal has two levels, the error
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probability is given by [12],

BER = p(1)P (0/1) + p(0)P (1/0) (4.5)

where p(1) and p(0) are the probabilities of receiving bits 1 and 0 respectively, P (0/1) is

the probability of deciding a 0 was received when a 1 was sent and P (1/0) is the probability

of deciding a 1 was received when a 0 was sent. Assuming 1 and 0 bits are equally likely

to occur, p(1) = p(0) = 1/2. As a result, the BER becomes,

BER =
1

2
[P (0/1) + P (1/0)] (4.6)

Assuming the mean values, I1 and I0, and the standard deviations, σ1 and σ0, for the 1 and

0 bits respectively are known, the conditional probabilities in equation 4.6 can be given as,

P (0/1) =
1

2
erfc

(
I1 − ID
σ1
√

2

)
(4.7)

P (1/0) =
1

2
erfc

(
ID − I0
σ0
√

2

)
(4.8)

where erfc is the complementary error function and ID is the decision threshold. This

decision threshold can be given as,

ID =
σ0I1 + σ1I0
σ0 + σ1

(4.9)

By substituting equations 4.7 and 4.8 into equation 4.6, the equation for the BER for a two

level signal is given by,

BER =
1

4

[
erfc

(
I1 − ID
σ1
√

2

)
+ erfc

(
ID − I0
σ0
√

2

)]
(4.10)

In the case of a multi-level eye diagram such as the one shown in Figure 4.15 (b) equa-

tion 4.10 must be extended to account for the additional power levels introduced by the

interfering channels. Figure 4.19 illustrates the probability distributions for a four-level eye

diagram. The ideal thresholding point for such a signal would be where the distributions

for the (1,0) and (0,1) levels intersect. However, the contribution to the error-rate from the

other levels must also be accounted for. Figure 4.19 shows the probability distribution of

the (1,1) level. When the two signals are completely incoherent then the distribution can be

assumed to be a standard Gaussian distribution. However, when the signals are coherent,

this distribution becomes non-Gaussian as a result of the beating between the two signals

with two peaks at either end of the distribution [13]. To overcome this, the calculation of the
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Figure 4.19: Illustration of the probability distributions for a four level eye diagram.

simulated BER assumes that the beating signal between the desired channel and the inter-

ference channel can only have two levels; one completely constructive and one completely

destructive, as shown in Figure 4.19. As a result, the ’two-pronged’ non-Gaussian distribu-

tion can be replaced with two individual Gaussian distributions. This assumption allows the

BER analysis discussed above to be extended to incorporate five probability distributions.

The total BER for the two-channel simulation model is given by,

BER =
1

4
[P (0/11) + P (0/10) + P (1/01) + P (1/00)] (4.11)

where P (0/11) is the probability of deciding a 0 when the desired channel and the inter-

fering channel transmitted a 1, P (0/10) is the probability of deciding a 0 when the desired

channel was 1 and the interfering channel was 0, P (1/01) is the probability of deciding a 1

when the desired channel was a 0 and the interferer was a 1 and P (1/00) is the probability

of deciding a 1 when both channels were 0. The probability of error due to P (0/11) is

given by,

P (0/11) =
1

4

[
erfc

(
I11D − ID
σ11D

√
2

)
+ erfc

(
I11C − ID
σ11C
√

2

)]
(4.12)

where I11D and I11C are the mean values for the destructive and constructive beating sig-

nals respectively, and σ11D and σ11C are the standard deviations for the destructive and

constructive beating signals respectively. Equation 4.12 is essentially the same as equa-

tion 4.7 except in this case the probability of error is a combination of two possible states.

The remaining conditional probabilities are given as,

P (0/10) =
1

2
erfc

(
I10 − ID
σ10
√

2

)
(4.13)

107



P (1/01) =
1

2
erfc

(
ID − I01
σ01
√

2

)
(4.14)

P (1/00) =
1

2
erfc

(
ID − I00
σ00
√

2

)
(4.15)

In the two-channel simulation, the decision threshold, ID, occurs between the levels (0, 1)

and (1, 0) which is the only part of the eye opening where the desired data signal can be

correctly recovered. Therefore, ID is given as,

ID =
σ01I10 + σ10I01
σ01 + σ10

(4.16)

These equations for the calculation of the BER for an optical signal containing multiple

levels, in combination with the simulation models developed for the saturable absorber,

SOA and TPA-based device, allow the two-channel system discussed in section 4.3 to be

simulated and analysed in terms of the performance improvement gained through the use

of the nonlinear devices in the receiver.

4.4.5 Simulated TPA-Based Receiver

Figure 4.20: (a) BER curves as a function of received average power for the TPA-based
receiver simulation model (b) Eye diagrams measured for each transmitting scenario.

Figure 4.20 shows the simulation results obtained for the two-channel system using the

TPA-based receiver model. The measured bit error rate curves as a function of received av-

erage power for the different scenarios are shown in Figure 4.20 (a). The three transmitting

scenarios are the same at those discussed in section 4.3 where the the first case consists of

only the desired channel transmitting, the second case introduces the interfering channel
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and the final case consists of the desired channel and the interfering channel with the av-

erage power of the interferer increased by 3 dB in comparison to the desired channel. The

extra 3 dB of optical power in the interfering channel simulates the level of interference

introduced by a second interfering channel. From Figure 4.20 (a) it can be seen that there

is a power penalty of ∼ 10 dB at a BER of 1×10−9 with the introduction of the interfering

channel in comparison to the single channel case. Increasing the power in the interfering

channel by 3 dB results in an additional power penalty of 21 dB, giving an overall power

penalty of 31 dB when moving from a single channel system to a system with the interfer-

ence levels of three channels.

Figure 4.20 (b) shows the simulated eye diagrams for the three transmitting scenarios. The

three eye diagrams were measured at the points A, B and C shown in Figure 4.20 (a). It

can be seen in the eye diagram for the two-channel case that the presence of the interfering

channel reduces the opening of the eye diagram in comparison to the single channel case.

This is similar to the experimental results in section 4.3 in that the presence of the interfer-

ing channel reduces the amount of TPA photocurrent that is generated by the TPA-based

device, resulting in the closure of the electrical eye diagram. When the average power of

the interfering channel is increased by 3 dB it can be seen that eye diagram is closed further,

limiting the opening allowing the correct detection of the data signal, resulting in a higher

bit error rate.

4.4.6 Simulated SA-TPA-Based Receiver

Figure 4.21: (a) BER curves as a function of received average power for the SA-TPA-based
receiver simulation model (b) Eye diagrams measured for each transmitting scenario.

109



Figure 4.21 shows the simulation results obtained for the SA-TPA-based receiver model.

The simulated BER curves for the two-channel system are shown in Figure 4.21 (a). The

power penalty associated with the addition of the interfering channel at a bit error rate

1×10−9 was found to be 7 dB when using the SA-TPA-based receiver. This represents a

3 dB improvement over the TPA-based receiver for the same scenario. Doubling the power

of the interfering channel results in an additional power penalty of 15 dB. Again, this is a

reduction of 6 dB in comparison to the same power penalty incurred when using the TPA-

based receiver. As a result, the overall power penalty incurred is 22 dB which is a 9 dB

improvement compared to the TPA-based receiver.

The measured eye diagrams using the SA-TPA receiver are shown in Figure 4.21 (b). Com-

paring these eye diagrams to those shown for the TPA-based receiver in Figure 4.20 (b), it

can be seen that the shape of the eyes are very similar. However, in the case of the SA-TPA

receiver, the received power required to generate these eye diagrams is lower than for the

TPA-based receiver, hence a reduction in the power penalties.

4.4.7 Simulated SA-SOA-TPA-Based Receiver

Figure 4.22: (a) BER curves as a function of received average power for the SA-SOA-TPA-
based receiver simulation model (b) Eye diagrams measured for each transmitting scenario.

Figure 4.22 shows the simulated results for the SA-SOA-TPA-based receiver. Again, the

simulated BER curves as a function of received average power are shown in Figure 4.22 (a)

with the simulated eye diagrams recorded at bit error rates of 1×10−9 shown in Fig-

ure 4.22 (b). From Figure 4.22 (a) it can be seen that the power penalty associated with

the addition of the interfering channel to the system is 7 dB. This value is the same as
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that for the SA-TPA receiver, resulting in no improvement between the SA-TPA and SA-

SOA-TPA receivers when adding a single interferer. However, the addition of 3 dB to the

interfering channels power results in a power penalty of 9 dB. In comparison to the same

result for the SA-TPA receiver, there is an improvement of 6 dB in this power penalty. As

a result, the overall power penalty of this system using the SA-SOA-TPA-based receiver is

16 dB. This is an overall reduction of 15 dB when compared to the TPA-based receiver.

The simulation results presented above reinforce the experimental data discussed in sec-

tion 4.3 that shows that the addition of each nonlinear optical device can significantly im-

prove the performance of an OCDMA system in the presence of both MAI and optical beat

noise. These results also demonstrate that a nonlinear receiver consisting of a saturable

absorber, an SOA and a TPA-based detector can successfully recover a data pattern in the

presence of both MAI and beat noise while operating at the data rate of the incoming signal

rather than requiring a higher-speed photodetector in the receiver.

4.5 Summary

Multiple access interference and optical beat noise generated by the presence of interfering

channels in an OCDMA system place strict limits on the performance that can be achieved

for such a system. Optical beat noise becomes a significant problem when there is some

level of coherence between the optical signals used in each channel resulting in a large

amount of noise at the receiver. In this chapter it was shown that a saturable absorber can

be used directly before a TPA-based detector in order to suppress MAI and improve the ex-

tinction ratio of the incoming signal. However, the nonlinear responses of both the saturable

absorber and the TPA-based detector, while successful in the suppression of MAI, can in-

crease the level of optical beating present on the optical signal. Therefore some form of beat

noise suppression is also required. In this chapter it was shown that a gain-saturated SOA

can be used in conjunction with a saturable absorber and a TPA-based detector to success-

ful reject both MAI and optical beat noise while operating at the data rate of the incoming

optical signal, resulting in improved system performance. Such a receiver structure has the

advantage of the possible integration of each device into a single, higher-speed, small area

device that could be used in future OCDMA applications due to the semiconductor nature

of the nonlinear devices.
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Chapter 5

Comparison of an SA-SOA Receiver
to the Mamyshev Filtering Technique

5.1 Introduction

The use of a saturable absorber (SA), a semiconductor optical amplifier (SOA) and a TPA-

based detector for the suppression of multiple access interference and optical beat noise

in an optical system has been clearly demonstrated in chapter three and four of this the-

sis. It has been shown that an SA-SOA-TPA-based receiver can be employed to success-

fully reject both multiple access interference (MAI) and optical beat noise. As previously

discussed in chapter two, a number of alternative techniques have been demonstrated in

the literature for the purpose of noise suppression in OCDMA systems. Two commonly

demonstrated techniques for noise suppression are optical thresholding using a nonlinear

optical loop mirror (NOLM) and optical time gating using a terahertz optical asymmetric

demultiplexer (TOAD). A third technique that has been experimentally demonstrated for

noise suppression in an OCDMA system is the Mamyshev filtering technique. This tech-

nique takes advantage of the nonlinear effects experienced by high power optical pulses in

optical fibre to reject noise present on the incoming optical signal. The relative simplicity

of implementing the Mamyshev filter in comparison to the TOAD and the NOLM makes it

an attractive nonlinear thresholding method and an ideal candidate for comparison with the

nonlinear thresholding devices presented in this thesis.

In this chapter an optical system that simulates both MAI and optical beat noise is used

to compare the performance of an SA-SOA receiver with the performance of a Mamyshev

filter. These experimental results will allow the performance of the nonlinear optical el-

ements that are discussed in this chapter to be compared directly to the performance of
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an established optical thresholding technique. A simulation model is used to verify the

experimental results while also highlighting the effect various parameters of the optical

thresholders have on the overall performance improvement that can be achieved.

5.2 Mamyshev Filtering Technique

The Mamyshev filtering technique was first demonstrated in [1]. This filtering technique

was proposed as a 2R optical regenerator for an optical system. The main purpose of such a

regenerator was the regeneration and reshaping (hence the 2R) of an optical signal after the

signal had propagated through a large optical link resulting in the degradation of the optical

signal and the accumulation of noise. The regeneration process is based on the phenomenon

of self-phase modulation (SPM), a nonlinear effect present in an optical fibre, followed by

an optical bandpass filter. A diagram showing the operation of a Mamyshev filter as an

optical thresholder is shown in Figure 5.1. A typical filter consists of an erbium-doped fibre

Figure 5.1: Operating principle of a Mamyshev filter for optical thresholding.

amplifier (EDFA) followed by a length of optical fibre typically with a large nonlinear coef-

ficient and an optical bandpass filter. The output from the Mamyshev filter is dependent on

the input optical signal. If the input signal has a large peak power and a narrow pulsewidth,

then this signal can generate SPM as it propagates through the optical fibre. This SPM

effect results in a broadening of the spectrum of the optical signal. The centre wavelength

of the optical bandpass filter is offset from the central wavelength of the original signal,

allowing only the broadened portion of the spectrum to be passed through. This process in

essence wavelength shifts the original high peak power optical signal, allowing it to pass

through to the output of the Mamyshev filter.
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For the case where the input signal is MAI, the signal is temporally spread over a larger

time span with a low peak power. As a result the MAI signal does not have sufficient power

to generate SPM in the nonlinear fibre. This results in the optical spectrum of the signal

after propagating through the fibre occupying the same spectral range as it did before enter-

ing. The optical filter then filters out this signal as it is outside its passband, hence rejecting

the MAI. Therefore, a Mamyshev filter can be used to recover a correctly decoded OCDMA

signal without MAI noise. This form of optical thresholding has been successfully demon-

strated for temporal phase OCDMA [2, 3] and spectral phase OCDMA [4] systems.

5.3 Comparison of an SA-SOA Receiver and a Mamyshev Filter

In this section, the performance of an SA-SOA receiver similar to that presented in chapter

four is experimentally compared to the performance of a Mamyshev optical thresholder in

an optical system in the presence of both MAI and optical beat noise. The Mamyshev filter

used in this experiment consisted of an EDFA followed by 100 m of highly nonlinear fibre

(HNLF) and a 2 nm optical bandpass filter. Table 5.1 shows the parameters of the HNLF

used. These parameters play an important role in the performance of the Mamyshev filter as

they determine the amount of suppression that can be achieved by the filter. The attenuation

parameter is important as a high level of attenuation reduces the power of the optical signal

as it propagates through the fibre, reducing the nonlinear effect experienced, hence reducing

the level of suppression. Similarly, the dispersion of the fibre is also required to be as low

as possible. Since the input pulses of the desired data channel have narrow pulsewidths,

they consequently have broad spectral widths. Therefore a low dispersion value is required

to prevent the optical pulse from dispersing as it travels through the fibre. Finally, a high

nonlinear coefficient is desirable as the amount of SPM generated in the fibre is dependent

on this value.

Table 5.1: Parameters of highly nonlinear fibre used in the Mamyshev filter.

Parameter Value
Attenuation @ 1550 nm 0.47 dB/km
Dispersion @ 1550 nm -0.774 ps/nm/km
Dispersion slope @ 1550 nm 0.0035 ps/nm2/km
Nonlinear coefficient γ @ 1550 nm 7.5 /W/km

To characterise the Mamyshev filter, a train of optical pulses at various bit rates and with
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pulsewidths of 2 ps, were passed to the optical thresholder. Figure 5.2 (a) shows the nor-

malised optical spectrum obtained for the optical pulse train at a repetition rate of 1 GHz.

The central wavelength of the optical pulses was 1555.9 nm. After propagating through the

EDFA and the HNLF, the spectrum of the optical pulses was measured again. It can be seen

from Figure 5.2 (a) that the normalised optical spectrum is significantly broadened due to

SPM after propagating through the HNLF. The final trace shown in Figure 5.2 (a) shows

the filtered optical spectrum after the bandpass filter in the Mamyshev filter. The central

wavelength of the 2 nm bandpass filter was set to 1557 nm. From this trace it can be seen

that the majority of the original spectrum centered around 1555.9 nm is filtered out while

the additional frequencies generated by SPM are passed through.

Figure 5.2 (b) shows the transmission through the Mamyshev filter as a function of in-

put average power for repetition rates of 100 MHz, 500 MHz and 1 GHz. It can be seen

that at low input powers the transmission for all three bit rates remains at –22 dB. As the

input power is increased and hence the peak power is increased, SPM begins to occur in the

HNLF. At an input average power of ∼ 5 dBm, the transmission value begins to increase

nonlinearly as the amount of SPM increases, resulting in a larger optical spectrum and a

larger amount of optical signal passing through the optical bandpass filter. It can be seen

Figure 5.2: Characterisation of the Mamyshev filter (a) Measured optical spectra and (b)
the transmission of the filter as a function of input average power for various data rates.

from Figure 5.2 (b) that the operating power of the Mamyshev filter is dependent on the

data rate of the input signal. This is due to the relationship between the peak power of a

signal and the data rate of the signal. As a result, a signal operating at a repetition rate of

100 MHz contains more peak power than a signal at 1 GHz for the same average power.

Therefore the operating power of the filter will be lower for a lower data rate optical signal.
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These results show that the constructed Mamyshev filter is capable of providing a nonlinear

response that can be used for optical thresholding and compared experimentally to an SA-

SOA optical thresholder. Additionally, the Mamyshev filter does not have a strict limitation

of the data rate provided the pulses are sufficiently narrow to generate the required peak

power. In comparison, the data rate of the SA-SOA receiver is limited by the recovery time

of the slowest element, in this case the gain recovery time of the SOA which is 100 ps,

limiting the data rate to 10 Gb/s.

5.3.1 Experimental Setup

Figure 5.3: Experimental setup used to simulate the output of an OCDMA decoder to com-
pare the performance of an SA-SOA receiver and a Mamyshev filter for optical threshold-
ing.

Figure 5.3 shows the experimental setup used to compare the performance of an SA-SOA

optical thresholder and a Mamyshev filter in an optical system designed to simulate MAI

and optical beat noise that would be present in an OCDMA system. To simulate a correctly

decoded signal from an OCDMA decoder, a tuneable mode-locked laser source was used

to generate a train of optical pulses at 10 GHz with pulsewidths of 2 ps. The central wave-

length of the optical pulses was set as 1555.9 nm. This optical pulse train was then gated

down to 1 GHz and patterned with a pseudo-random bit sequence (PRBS) of length 27 − 1

using a Mach-Zhender modulator (MZM). The MZM was driven by a 12.5 GHz pulse pat-

tern generator (PPG). The resultant data signal was amplified using an EDFA and filtered

using a 5 nm bandpass filter. The interfering channel was generated using an external cav-

ity laser (ECL) operating in a continuous wave (CW) mode. The central wavelength of the

ECL was set to 1555.9 nm to match the wavelength of the desired channel. The CW light

from the ECL was passed to a second MZM that carved out 1 GHz pulses with a pulsewidth
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Figure 5.4: Four receiver structures used to compare the performance of various nonlinear
receivers with the performance of a standard linear receiver in a simulated OCDMA system.

of 1 ns. A variable optical attenuator (VOA) was used to ensure that the power in the in-

terfering channel was kept the same as the desired channel. The two optical channels were

combined using an optical coupler with the combined signal amplified by a second EDFA

and filtered using a 2 nm bandpass filter. The resultant signal passed through a VOA that

has used to varying the average power that was incident on the receiver.

Four different receiver structures were used and are shown in Figure 5.4. The first receiver

was a standard linear receiver structure. This consisted of an EDFA followed by a VOA.

This VOA was used to ensure that the average power incident on the linear detector was

kept constant. A 90 : 10 optical coupler was used to measure the optical power falling on

the detector at a given time. The optical signal was detected using a 10 GHz linear detector

with the electrical signal amplified using an electrical amplifier. A low-pass filter with a

bandwidth of 1.87 GHz was used to simulate the bandwidth response of a 1 GHz detector.

Finally, the bit error rate (BER) and electrical eye diagrams were recorded. The second

receiver structure used the same setup as described above for the linear detector with the

addition of a second EDFA at the front end along with an optical circulator and a saturable

absorber. This receiver allows the performance of a saturable absorber followed by a stan-

dard linear detector to be measured. The third receiver expands upon the SA receiver by

including a VOA after the saturable absorber followed by an SOA. The VOA was used to

ensure that the optimum optical power was input to the SOA. The final receiver structure

shown in Figure 5.4 incorporates a Mamyshev filter before the 1.87 GHz linear detector.
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The Mamyshev filter consisted of an EDFA followed by 100 m of HNLF and a 2 nm optical

bandpass filter. A second EDFA was used after the bandpass filter to ensure that sufficient

optical power was incident on the linear detector. Each receiver structure was used in the

experimental setup shown in Figure 5.3. The performance for each of these receivers was

measured in the presence of the simulated MAI and optical beat noise.

5.3.2 Experimental Results

The bit error rates and electrical eye diagrams for the four receiver structures discussed in

the previous section were measured to determine the performance of a two-channel optical

system in the presence of MAI and optical beat noise. In all four cases the performance

for a single transmitting channel and two transmitting channels was measured. The optical

sources for both channels had a central wavelength of 1555.9 nm to ensure the maximum

amount of optical beating between the two channels. A polarisation controller was also used

in the desired channel to ensure that the polarisation was aligned between the two channels,

again ensuring that the worst-case scenario was achieved in terms of optical beating.

5.3.2.1 Linear Receiver Results

Figure 5.5: Measured (a) BER curves as a function of received average power and (b)
electrical eye diagrams for the linear receiver.

Figure 5.5 (a) shows the BER curves as a function of received average power for the linear

receiver. From this graph it can be seen that error rate operation at a error rate of 1×10−9

can be achieved for a single transmitting channel for a received average power of –33 dBm.

The addition of the interfering channel results in an error floor at 1×10−6 due to MAI and

optical beat noise. The power penalty associated with the interfering channel is 15 dB at

1×10−6. Figure 5.5 (b) shows the electrical eye diagrams measured for the linear receiver
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at the points A and B shown in Figure 5.5 (a). For the single channel case given by eye

diagram A, it can be seen that there is a relatively clear eye opening in which to successfully

recover the electrical data. In contrast, the eye opening for the two-channel case as given

by eye diagram B is closed significantly due to the MAI and optical beat noise introduced

by the interferer. The eye diagram also shows the four intensity levels that are introduced

by the presence of the interfering channel. In this case the linear detector can distinguish

between the desired channel and the interfering channel due to the lowpass filter having a

bandwidth of 1.87 GHz which is slightly greater than the data rate of 1 GHz.

5.3.2.2 Mamyshev Receiver Results

Figure 5.6: Measured (a) BER curves as a function of received average power and (b)
electrical eye diagrams for the Mamyshev receiver.

Figure 5.6 (a) shows the BER curves measured as a function of received average power

for the Mamyshev receiver. It can be seen that error free operation can be achieved for a

received average power of –31 dBm with a single channel transmitting. The addition of

the second channel results in the forming of an error floor at an error rate of 1×10−8 at a

received power of –19 dBm. The associated power penalty at this error rate is shown to be

13 dB. This is an improvement of 3 dB when compared to the results for the linear receiver

with a two orders of magnitude improvement in the achievable bit error rate. Figure 5.6 (b)

shows the electrical eye diagrams measured for the Mamyshev receiver. Eye diagram A was

measured for the single channel case and shows a clear eye opening allowing the recovery

of the transmitted data signal. Eye diagram B was measured for the two channel case. It

can be seen that the eye opening is closed slightly due to MAI and beating between the two

channels. However, the amount of closing of the eye is not as extreme as was shown for

the linear receiver in Figure 5.5 (b), hence the improvement in the power penalty and low
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bit error rate. The presence of the MAI in this eye diagram is most likely due to leaking of

the interfering channel into the passband of the optical filter in the Mamyshev filter. This is

shown in Figure 5.1 (a). From this graph it can be seen that a portion of the amplified input

signal passes through the optical filter along with the SPM induced frequencies. As a result,

the ability of the Mamyshev filter to completely suppress the MAI noise is diminished. This

situation could be improved by using a bandpass filter that has a steeper rolloff at the edges

of the passband frequencies or by using a narrower passband filter or a combination of both.

5.3.2.3 SA Receiver Results

Figure 5.7: Measured (a) BER curves as a function of received average power and (b)
electrical eye diagrams for the SA receiver.

Figure 5.7 (a) shows the BER curves measured as a function of received average power

for the SA receiver. From this graph it can be seen that error free transmission can be

achieved for a single channel at a received average power of –29 dBm. With the addition

of the interfering channel error free operation can still be achieved for a received power

of –22 dBm, giving a power penalty of 7 dB. This result is a 9 dB improvement over the

same results using the linear receiver and a 6 dB improvement compared to the Mamyshev

receiver. Figure 5.7 (b) shows the eye diagrams obtained for the SA receiver. For both the

single and two-channel cases, there is a clear eye opening from which the transmitted data

that be recovered. In eye diagram B there is a significant amount of beat noise present on

the top of the electrical eye. Again the nonlinear response of the saturable absorber will

increase the level of beat noise present on the input signal. As a result, an SOA is required

to provide a measure of suppression of this beat noise of the optical signal.
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Figure 5.8: Measured (a) BER curves as a function of received average power and (b)
electrical eye diagrams for the SA-SOA receiver.

5.3.2.4 SA-SOA Receiver Results

The measured BER curves for the SA-SOA receiver are shown in Figure 5.8 (a). From

this plot it can be seen that for the single transmitting channel, a BER of 1×10−9 can be

achieved for a received average power of –31 dBm. When the interfering channel is added

to the system, the received power required for error free operation becomes –20 dBm, a

power penalty of 11 dB. Comparing this value to the results shown for the SA receiver,

the power penalty has increased by 4 dB. This can be understood by examining the eye

diagrams shown in Figure 5.8 (b). For the single channel case, eye diagram A shows a

clear eye opening. However, eye diagram B measured for the two-channel case shows that

MAI is present on the detected signal. This is due to the gain-saturated SOA. While the

saturable absorber can suppress this MAI, as demonstrated in the results shown above, the

gain-saturated SOA re-amplifies the remaining MAI present in the optical signal. Since

the gain-saturated SOA is being used to limit the one level of the signal, the power of

the interference is increased disproportionately compared to the desired signal. Therefore,

while the SOA succeeds in removing some of the optical beat noise, the extinction ratio is

decreased due to the amplification of the MAI, resulting in a larger power penalty.

5.3.3 Simulation Model Results

To verify the experimental results presented above, the simulation model developed in sec-

tion 4.4 in chapter four was used. For this set of simulation results, the data rate was changed

to 1 Gb/s with the pulsewidth of the desired channel reduced to 2 ps to match the tuneable

mode-locked laser source used in the experimental setup. Similarly, the pulsewidth of the

interfering channel was reduced to 1 ns. The method for the calculation of the bit error rates
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was also the same as that discussed in section 4.4.

In order to create a model of the Mamyshev filter, a simple model for the process of SPM

was required. When this phenomenon occurs in an optical fibre, the nonlinear coefficient

of the fibre, γ, produces a nonlinear phase shift given by [5],

φNL = γPinL (5.1)

where Pin is the input power of the optical signal and L is the length of the fibre. The

nonlinear coefficient, γ, used is given in Table 5.1 while the length L was 100 m. This

nonlinear phase shift was then multiplied by the electric field of the signal in the simula-

tion model, creating the SPM effect. The resultant signal from the fibre is filtered using a

bandpass optical filter that is offset from the central wavelength of 1555 nm by 300 GHz or

2.4 nm.

5.3.3.1 Linear Receiver Results

Figure 5.9: Measured BER curves as a function of received average power for (a) the linear
receiver and (b) the Mamyshev receiver.

Figure 5.9 (a) shows the BER curves as a function of received average power for the simu-

lated linear receiver. These results show that a BER of 1×10−9 can be achieved for a single

transmitting channel at a received average power of –44 dBm. The addition of the second

channel results in a power penalty of 12 dB at 1×10−9. This value is in good agreement

with the experimental results that show that the power penalty associated with the presence

of the interfering channel was 15 dB.
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5.3.3.2 Mamyshev Results

Figure 5.9 (b) shows the BER curves as a function of received average power for the Mamy-

shev receiver. For single channel operation, error free operation can be achieved for a re-

ceived average power of –43 dBm. With the addition of the interfering channel, a bit error

rate of 1×10−9 can be achieved for a received power of –34 dBm; a power penalty of

9 dB. This represents of improvement of 3 dB compared to the linear receiver results. This

improvement is in excellent agreement with the experimental results shown in section 5.3.2.

5.3.3.3 SA Receiver Results

Figure 5.10 (a) shows the BER curves measured as a function of received average power for

the SA receiver. For a received power of –43 dBm a bit error rate of 1×10−9 was possible

for the single channel case using the SA receiver. The addition of the interfering channel

introduces a power penalty of 7 dB, resulting in error rate operation for the two channel case

at a power of –36 dBm. This is a 5 dB improvement in comparison to the linear receiver

and a 2 dB improvement when compared to the Mamyshev receiver. Again, these results

are in good agreement with the experimental results presented in section 5.3.2.

Figure 5.10: Measured BER curves as a function of received average power for (a) the SA
receiver and (b) the SA-SOA receiver.

5.3.3.4 SA-SOA Receiver Results

Figure 5.10 (b) shows the BER curves as a function of received average power for the SA-

SOA receiver. These results show that for single channel operation a BER of 1×10−9 can

be achieved for a received power of –43 dBm. Moving to a two channel scenario introduces

a power penalty of 9 dB, showing good agreement with the experimental results. This also
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confirms the experimental results demonstrated for the SA-SOA receiver where the SOA

limits the one level of the optical signal while amplifying the MAI noise, hence the increase

in the power penalty associated with the addition of the interfering channel. Therefore, in

this case the SA receiver would be preferred over the SA-SOA receiver. However, despite

the increase in the power penalty, the performance of the SA-SOA receiver is the same

as that for the Mamyshev receiver demonstrating that the SA-SOA receiver is comparable

in performance to an established optical thresholding technique. A third nonlinear optical

device, such as a TPA-based detector, could be added to the receiver to remove the amplified

MAI from the SOA, providing an additional improvement to the extinction ratio of the

signal and hence the performance of the system.

5.4 Summary

The Mamyshev filter is a device that has been successfully demonstrated as an optical regen-

erator in long-haul optical systems. More recently, this technique has been adapted for the

purpose of optical thresholding in OCDMA systems. In this chapter, it was shown that the

Mamyshev filter used as an optical thresholder provides a increase in system performance

when compared to the results measured for a linear receiver. However, the performance of a

Mamyshev filter is highly dependent on a number of factors. These include the attenuation

experienced in the fibre, the amount of dispersion experienced and the nonlinear coefficient

of the fibre. The parameters of the optical bandpass filter used in the Mamyshev filter are

also an important consideration. This is because both the width of the passband and the roll-

off of the passband play an important role in the performance that can be achieved through

the use of a Mamyshev filter for optical thresholding.

In comparison to a Mamyshev filter, an SA-SOA receiver offers a similar level of perfor-

mance improvement in optical systems where MAI and optical beat noise is present. This

receiver can be more easily implemented than a Mamyshev filter with the main requirement

for an SA-SOA receiver being the input optical power levels to each device. This receiver

also has the added advantage that both devices are semiconductor in nature, allowing the

possibility of integration into a small footprint, low-cost device. This device can include a

standard linear photodetector, as used in the experimental results demonstrated in this chap-

ter, or a high-speed TPA-based detector, providing further improvement in the suppression

of noise present on the received signal.
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Chapter 6

Discussion and Conclusions

Discussion

As the demand for broadband services continues to grow unabated worldwide, it becomes

necessary for service providers to increase the capacity of their optical networks through

some form of optical multiplexing. While this is certainly the case for the backbone net-

works, current electrical access networks are limited in terms of speed and transmission

distance that can be achieved. Therefore, optical networks are required to move closer and

closer to the end consumer through deployments such as fibre-to-the-home (FTTH) to meet

this growing demand. However, these optical networks also need to be cost-effective while

maintaining a high degree of flexibility and scalability in order to compete with current

access technologies. Therefore, the choice of network employed and the associated multi-

plexing technology becomes vital to meet these requirements.

The success of code division multiple access (CDMA) in cellular networks has resulted in a

large amount of interest and subsequent experimental research in translating this multiplex-

ing technique from radio frequency networks to optical networks. This is because CDMA

networks have a number of inherent advantages such as asynchronous transmission, the po-

tential for increased security, quality of service control etc., that allow the network to meet

demands of flexibility, scalability, efficiency and hence, cost-efficiency. However, these in-

herent properties of a CDMA-based network also result in the two major sources of noise

that can are present in such a network; multiple access interference and optical beat noise.

These noise sources are a result of each channel present on the network sharing the same

time and bandwidth resources, and can severely limit the capacity of an optical CDMA

network if some method of noise removal is not used. In this thesis, three semiconductor-

based devices are used as nonlinear optical elements in a receiver structure that can be used

to suppress noise present on an OCDMA signal.
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In Chapter 3, a commercially available 1.3 µm Fabry-Pérot laser operating as a nonlinear

optical thresholder was investigated. This device used the nonlinear optical-to-electrical

conversion process of two-photon absorption (TPA) as a means to discriminate between the

desired optical pulses and the interference signals based on their respective peak powers.

One advantage of using the TPA process in a semiconductor device is that the optical sig-

nal is simultaneously optically thresholded and detected by a single device, removing the

requirement for an additional photodetector after the thresholder. The feasibility of using

such a TPA-based detector was experimentally demonstrated in a back-to-back setup to en-

sure that an electrical data pattern could be successfully recovered using such a device. It

was shown that such a device can improve the extinction ratio between the desired optical

pulse and the interference by 5 dB compared to a standard linear detector. The use of a

TPA-based detector in a four-channel OCDMA system was also demonstrated in this chap-

ter. The experimental results showed that three channels could be supported at an error rate

of 1×10−3 using a linear detector. In comparison, a TPA-based detector could support 4

channels with an achieveable error rate of ∼ 1×10−6. It is believed that this figure could

be further improved, resulting in lower error rates and possibly an increased number of

channels, by improving the optical signal-to-noise ratio (OSNR) of the transmitted signal.

By increasing the level of the desired signal in relation to the noise, a larger amount of

nonlinear photocurrent can be generated by the TPA-based detector, hence improving the

suppression of the noise signal.

While the advantages of using a TPA-based device have been clearly demonstrated, such a

device is limited by a number of factors. Firstly, due to the inefficiency of the TPA process,

a high input optical power is required to generate a sufficient nonlinear response. These

high powers can be achieved by either increasing the launch power of the signal or by using

amplification before the TPA device. However, the nonlinear effects in an optical fibre and

the additional cost associated with the addition of optical amplifiers must be accounted for.

The inefficiency of the TPA process also limits the maximum achievable data rate due to the

relationship between the peak power of the signal and the duty cycle. Therefore, in order

to generate meaningful photocurrent from the device that can be electrically amplified, the

repetition rate and the optical pulsewidth are required by be sufficiently small. In relation

to the device presented in this thesis, the limitation on the bandwidth of the device was due

to the transimpedance amplifier that directly followed the TPA-based detector. However,

with a high bandwidth electrical amplifier, the average power would need to be increased

to account for the reduction of the peak power, due to the increase in the duty cycle, hence

ensuring that a nonlinear response is generated from the device.
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Chapter 4 focused on the combination of a saturable absorber and a TPA-based detector

to suppress interference that is present in OCDMA systems. The OSNR of an optical signal

being detected by a TPA-based detector can be improved through the use of a saturable

absorber (SA) before the TPA-based detector. The SA operates in a similar fashion to the

TPA-based detector by exhibiting an intensity-dependent transmission characteristic with

high peak power signals reflected from the device while lower power signals are absorbed.

The response of the SA is also wavelength dependent allowing unwanted wavelengths to

be attenuated before being incident on the TPA-based detector. It was shown that the in-

clusion of a SA before a TPA-based detector improved the power penalty associated with

the addition of an interfering channel by 2 dB. However, although an SA-TPA-based detec-

tor can suppress multiple access interference (MAI) generated in an OCDMA system, the

nonlinear responses of both devices can increase the level of optical beat noise present on

an optical signal. This beat noise is a result of mixing between two or more optical signals

and can severely limit the capacity of an OCDMA system. The experimental demonstra-

tion discussed above applied temporal offsets between the optical signals to prevent optical

beating and hence examine the effects of MAI only and the subsequent suppression of this

noise using an SA and a TPA-based detector. However, for the worst-case scenario in an

OCDMA system, all optical signals can overlap at any given point in time, resulting in the

generation of optical beat noise. Therefore, the second part of chapter 4 investigated the

use of a gain-saturated semiconductor optical amplifier (SOA) as an optical limiter.

The relationship between the input power and the output power of a gain-saturated SOA

is such that high input powers receive very little gain while lower power signals receive a

larger gain. This property of an SOA can allow an optical signal to be clamped to a single

level. Since the one level of an optical signal in an OCDMA system can fluctuate due to op-

tical beat noise, an SOA can effectively be used to suppress this form of noise. This premise

was investigated in chapter 4 with the construction of an SA-SOA-TPA-based receiver. The

performance of this receiver was examined using a two-channel optical system that sim-

ulated the worst-case scenario in terms of MAI and optical beat noise that can be present

in an OCDMA system. Using only the TPA-based detector, there was a power penalty of

20 dB due to MAI and optical beat noise when the interfering channel was added to the

system. This penalty was reduced by 7 dB when the SA was placed before the TPA-based

detector and was reduced by a further 8 dB, to give an overall power penalty of 5 dB, with

the inclusion of the SOA between the SA and the TPA-based detector. These results show

clearly the advantage of using such a receiver structure for nonlinear optical thresholding in

an OCDMA system. The latter half of this chapter also presented a simulation model of this
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optical system and the SA-SOA-TPA-based receiver. The models of the nonlinear devices

were based on their experimental characterisation results to ensure that the model behaved

as close as possible to the real-world devices. The simulated results for the system were

in good agreement with the experimental results showing the same level of performance

improvement with the addition of each nonlinear element to the receiver.

Table 6.1 compares the SA-SOA-TPA receiver with a number of different optical thresh-

olding techniques. It can be seen that the bandwidth of the SA-SOA-TPA device is the

main disadvantage of this nonlinear receiver compared to the other most commonly used

techniques. However, it should be noted from this table that the pulsewidth used in the

SA-SOA-TPA experiments is 10 times greater than the next largest pulsewidth of 2.5 ps.

Therefore, the data rate of the signal could be increased to 1 Gb/s while maintaining the op-

tical peak power by reducing the pulsewidth by a factor of 10. From Table 6.1 it can be seen

that the periodically poled lithium-niobate (PPLN) waveguide is currently the best perform-

ing nonlinear thresholder in terms of operational data rate and energy required to achieve

error free performance. However, the three alternative methods; the Mamyshev filter, the

nonlinear optical loop mirror (NOLM) and the PPLN, require varying lengths of fibre with

high nonlinear coefficients and low dispersion parameters to ensure a nonlinear response

from the device. In comparison, the SA-SOA-TPA receiver consists of three commercially

available semiconductor devices that allow for the possibility of future integration into a

single, low-cost device.

Technique Data Rate Pulsewidth
Optical Power

Fibre
Average Peak Energy

SA-SOA-TPA 100 Mb/s 25 ps 10 mW 4 W 100 pJ/bit N/A
Mamyshev [1] 10 Gb/s 400 fs 25 mW 6.3 W 2.5 pJ/bit 500 m
NOLM [2] 2.5 Gb/s 2.5 ps 9.4 mW 1.5 W 3.8 pJ/bit 6.6 km
PPLN [3] 10 Gb/s 400 fs 0.3 mW 70 mW 28 fJ/bit 67 mm

Table 6.1: Performance comparison of different optical thresholding techniques.

Table 6.1 shows that the most commonly used techniques for the suppression of noise in

OCDMA systems are fibre-based solutions. The Mamyshev filtering technique is one of

those methods and makes use of self-phase modulation in a highly nonlinear fibre and an

optical bandpass filter to distinguish and hence separate the desired optical signal from the

noise signals that are present. In comparison to other fibre-based techniques, the Mamy-

shev filter is relatively simple to implement experimentally. Therefore chapter 5 examines

the performance of an SA-SOA-based receiver and a receiver using a Mamyshev filter in

131



the presence of MAI and optical beat noise. The experimental results show that the per-

formance improvement gained through the use of the SA-SOA receiver is similar to that

for the Mamyshev filter in terms of the power penalty associated with the addition of the

interfering channel. The simulation model results again show good agreement with the ex-

perimental data. These results also highlight some other important considerations for these

two methods of optical thresholding. The performance of the Mamyshev filter, and other

fibre-based thresholders, is highly dependent on the type of fibre used and the nonlinear

coefficient of that fibre. Some important parameters of the fibre include the attenuation,

nonlinearity and dispersion which can affect the level of performance that is possible from

a given thresholder. The optical bandpass filter used after the fibre is also an important con-

sideration. Ideally this filter would be as narrow as possible to ensure that only the desired

signal is passed while the noise is rejected. However, if the bandwidth is too narrow, then

signal power can be lost again reducing the performance of the Mamyshev filter. In relation

to the SA-SOA receiver, the experimental results show that while the SOA can suppress

optical beat noise, it can reduce the contrast ratio between the signal and the noise. This

is a result of the one level being clamped to a single power due to gain-saturation in the

SOA but the noise signal experiences no clamping and is amplified, reducing the contrast

ratio. Therefore an additional nonlinear element, such as a TPA-based detector, would be

required after the SOA to remove the noise signal that has been reintroduced.

Future Work

In this thesis three nonlinear optical devices used in an SA-SOA-TPA receiver for nonlinear

optical thresholding in OCDMA systems were examined both experimentally and analyt-

ically. While the results presented showed that such receiver can successfully reject and

suppress noise sources in an OCDMA system, there are a number of avenues that could be

explored for future work on the topic. Firstly, as mentioned in the discussion section pre-

vious, the SA-SOA-TPA receiver lacks the bandwidth capabilities of the most commonly

employed optical thresholding techniques that typically operate in the GHz range. As a re-

sult, one aspect of future work would be improve the bandwidth of the receiver. In the case

of the SA-SOA-TPA receiver presented here, the bandwidth limitation was due to the TPA

detector and the transimpedance electrical amplifier at the back end being two discrete com-

ponents. In a standard detector both the photodiode and the subsequent electrical amplifier

are integrated onto the same substrate and are placed as close as possible to each other to

maximise the bandwidth. Therefore, the possible integration of a TPA-based detector and

an electrical amplifier onto a single chip would be highly desirable as it would allow the
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TPA detector approach operating bandwidths similar to those of competing thresholding

techniques.

The TPA-based detector itself is also an area that can be further investigated in future work.

In the experimental demonstrations a 1.3 µm InGaASP FP laser was used as a TPA-based

device. However, other devices either made of similar or different materials, such as Si,

with narrow operating wavelength band could be used. These devices can be characterised

to determine their nonlinear response allowing comparison to the device used in this the-

sis. In relation to the TPA-based device, further characterisation could be performed to

determine the feasibility of using the device in a 2-D wavelength-time OCDMA system.

While TPA has been shown to be suitable for use in OCDMA systems employing 1-D time

spreading optical codes, the wavelength selective nature of the TPA device would result in

varying performance for different wavelengths. This variation could be characterised to de-

termine the maximum number of wavelengths that could be used in a 2-D OCDMA system

employing TPA thresholding and the maximum separation allowable between the coding

wavelengths.

Finally, the semiconductor nature of the three nonlinear devices discussed in this thesis

allow for the possible integration of these devices into a single component. This possibility

of integration provides an advantage over other fibre-based thresholding solutions as an SA-

SOA-TPA device can be cost effective with a small physical footprint. However, a number

of issues would need to be addressed to determine the feasibility of making such a device.

These include ensuring adequate power levels can be maintained throughout the device al-

lowing optimal performance from the device, minimising the insertion losses of each device

and high-speed packaging of the device. Therefore, if an SA-SOA-TPA receiver is to be a

realistic device for nonlinear optical thresholding in OCDMA systems, then optimisation of

the integration and packaging process to ensure maximum performance from the nonlinear

devices in the receiver would be paramount aspect of the future work on this topic.

Summary

An SA-SOA-TPA-based receiver has been shown to provide a clear performance improve-

ment in the presence of MAI and optical beat noise in an OCDMA system. It has also

been shown that an SA-SOA receiver can provide the same level of improvement as a fibre-

based thresholder commonly used in experimental OCDMA demonstrations. Therefore, an

integrated SA-SOA-TPA-based receiver could be a viable alternative to current fibre-based

thresholders in future OCDMA applications. This receiver can deal effectively with both

major sources of noise present in OCDMA systems and has the advantage of being semi-

133



conductor based. This allows for the possibility of integrating the three nonlinear optical

elements into a single, high-speed, small footprint, low-cost device. In comparison, current

thresholding and time gating techniques for the removal of MAI and optical beat noise re-

quire relatively long lengths of optical fibre and additional components. If OCDMA were

to become the dominant multiplexing technique in future optical access networks then these

criteria of size, cost and performance would become important considerations for service

providers, with an integrated SA-SOA-TPA-based receiver providing a realistic alternative

to current thresholding methods.
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Appendix II – Data Sheets

The following pages contain the datasheets for the devices listed below:

◦ TPA-based detector

◦ Saturable absorber

◦ Semiconductor optical amplifier
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