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ABSTRACT

of the above features in bottom-up approaches as a way of par-
titioning images into more meaningful objects without assg

This paper presents a robust and efficient method for segmen-any application dependent semantic models. The have damie

tation ofimages into large regions that reflect the real ehobjects
present in the scene. We propose an extension to the wellrknow
Recursive Shortest Spanning Tree (RSST) algorithm baseal on
new color model and so-called syntactic features [1]. Weoint
duce practical solutions, integrated within the RSST franté,

to structure analysis based on the shape and spatial catfigur
of image regions. We demonstrate that syntactic featumsde a
reliable basis for region merging criteria which prevenhiation

of regions spanning more than one semantic object, therigby s
nificantly improving the perceptual quality of the outpugysen-
tation. Experiments indicate that the proposed featuregameric

in nature and allow satisfactory segmentation of real wioniages
from various sources without adjustment to algorithm paatans.

1. INTRODUCTION

The problem of partitioning an image into a set of homogenous
regions or semantic entities is a fundamental enablingntgeh
ogy for understanding scene structure and identifyingregieob-
jects. Unfortunately, segmentation remains to a largentxda
unsolved problem, despite being the subject of study foersév
decades. Although, it is well recognized that in certaimacies
utilizing segmentation can be very successful, many rebees
consider reliable unsupervised general-purpose imagaeg-
tion as a hopeless goal. We share the opinion presented ith§2]
segmentation, while imperfect, is an essential first steséene
understanding and that a combined architecture for segtiemt
and recognition is needed. For example, sensible integrat
segmentation features in an image indexing context shealdl to
more efficient object-based indexing solutions [3].

A large number of approaches to image or video segmenta-

tion has been proposed in the literature [4, 2, 5, 6]. Theybmn
broadly classified as eithdlop-Down(model-based) oBottom-

proof of concept of this idea using quasi-inclusion critari

Syntactic features can serve as an important source of infor
mation that helps to close the gap between low level featmeds
semantic interpretation of the scene. Of course, they dgrwmt
vide evidence "strong enough” to reliably group regionswiery
different colour, texture and motion into complex semaalifects.
However, we argue that they can significantly improve the per
formance of automatic bottom-up segmentation techniquieg-b
ing them closer to the semantic level by allowing creatiotaaje
meaningful regions. Furthermore, syntactic and semaaoticces
of information are not mutually exclusive, and if availathey
should be both used to complement the segmentation prazedur
Syntactic features can be useful even in the case of supdrste-
narios where they can facilitate more intuitive user intdoms e.g.
by allowing the segmentation process make more "intellitge-
cisions whenever the information provided by the user isnéft-
cient.

In this paper, we focus on the integration of syntactic fezgu
into the image segmentation process and propose a prassical
tion for fully automatic, robust and fast segmentation ikaho-
tentially useful for object-based multimedia applicao®ur ob-
jective is to automatically segment images into large negjigen-
erally corresponding to objects or parts of objects whisiding
creation of regions spanning more than one semantic oby¥et.
believe that incorporation of syntactic features into tegrnsen-
tation process is a key element to meet this objective amdvall
satisfactory results with challenging "Real World” images

We adopt the RSST region merging algorithm as a convenient
framework for the introduction of syntactic features. Satic
features are extracted by structure analysis, performédmthe
RSST framework, and are based on the shapes and spatial-config
uration of image regions. The initial partition, which igjuéred
for initial structure analysis, is obtained by the RSST &thm

Up (visual feature-based) approaches. Many approaches aim tdmplemented as in [4]. Then, region features are extended by

create large regions using simple homogeneity criteriadbasly
on color, texture or motion. However, applications for sagh
proaches are limited as they often fail to create meaniryuii-
tions due to either the complexity of the scene or difficighting
conditions.

new color model and region boundary criterion. Subsequethit
merging order and merging criteria are re-defined basedemaxh
tracted syntactic features and the merging process castinntil
there are no remaining region pairs fulfilling the merginigecia.

The remaining of the paper is organized as follows: The next

In [1], Ferran and Casas present a new source of potentially section describes briefly the RSST framework and the prapose

important information to a wide range of segmentation aapli
tions which they ternByntactic FeaturesSyntactic features rep-
resent geometric properties of regions and their spatiaiguara-
tions. Examples of such features include homogeneity, eatnp
ness, regularity, inclusion or symmetry. They advocateube

extensions. The syntactic features extracted and sotufmrfast
structure analysis are described in section 3. Section eflyri
discusses the integration of the new homogeneity critet@the
merging framework. Selected results for a variety of cimaglieg
images are presented in section 5 and conclusions are fatedul
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in section 6. outliers are excluded from the computation of the quadrdige
tance.
2 RSST SEGMENTATION ERAMEWORK In additiqn to the above extended colour_model, over-seggion
of objects with slow gradual color changes is prevented topad

The RSST segmentation starts by mapping the input imageinto N9 the so-calledBoundary Meltingapproach [8] which favors

weighted graph [7]. The regions form the nodes of the gragh an Merging of regions with low magnitude of color gradient gon
the links between neighboring regions represent the mgizpst. their common boundary. The merging cost is computed from the
Merging is performed iteratively. At each iteration two iGs following formula:
connected by the least cost link are merged. Merging twanegi W
involves creation of a joint representation for the new sagind cg(i,7)=1— % 1)
updating its links with its neighbors. The process continue- ) min{li, L}
til either a desired number of regions or a minimum link cast i WhereW:; is the number of weak edges on the common boundary
reached. In the original approach [4], the merging costéetamn  andli,l; are the perimeter lengths of regiofis, i2;.
two features: region average color and size.

The geometric properties proposed in this paper are irnesgira  3.2. Regularity (low complexity)
in the RSST framework by employing new measures for caleulat
ing the cost of merging two neighboring regions. The intiatu
features control the merging order and provide a basis f@a-a r
liable stopping criteria. To facilitate fast analysis ofapk and
spatial configuration the region model is extended by boynda
representation. It should be noted that the proposed asalgss . ; . ;
not require any parameterization or ordering of the conpixels the ratio between 'FS perimeter Iengtrpnd the square root of its
leading to fast contour merging even in the case of compligione areaa;. Char?ges in shape complexity for p@"’ Rj) caused
topology. by their merging are measured d{i, j) = min{zi,z;}/xi;,
wherez;; denotes shape complexity of a hypothetical region formed
by mergingR; and R;. Themin function was chosen to prevent
biasing of the measure by very complex regions. Valugs(af;)
are mapped into rang®, 1] using the following formula:

Further evidence for region merging is provided by the faet t
the shape complexity of most objects tends to be rather lothd
proposed approach, both global and local shape complexitie
explored.

Shape global complexity; of an regionR; can be defined as

3. SYNTACTIC VISUAL FEATURES

Syntactic features advocated by Ferran and Casas include-ho

geneity, compactness, regularity, inclusion and symmjdfry A 2 (i, §) = clip{1.1 — 0.69 - h(i, )} 2)
subset of the above features will be integrated into the satpn

tion process by performing structure analysis providingid#or whereclip denotes a clipping operation of values from outside the
complex homogeneity criteria used for quantifying cost efging range|0, 1]. Low values ofc,. provide strong evidence for merging

neighboring regions. Each homogeneity criterion will baleated the two regions e.g. values bel@w indicate that the joint region

for pairs of neighboring regions denoted&sand R; and values will have lower shape complexity than either of the two orai

of the corresponding cost measure will be mapped into thgeran regions.

[0,1]. Local shape complexity or boundary jaggednégs) at pixel

p belonging to the contour of regiadR; is estimated using an adap-
tation of the corner detector based on the Moravec oper@ior [
Using J(p) we can easily compute average jaggedness along the
In the current approach we consider only spatial color haneg whole boundary ofR; and jaggedness of the common boundary
ity, but in the future, we plan to ntegrate texture featufdsahd between two neighboring regions.

shape homogeneity. The color is represented using the CNE LU
color space, which is approximatively perceptually umiforThe
initial segmentation is based on the regions’ average @uidrthe
homogeneity criterion is calculated using the Euclideatadice. It is well known that "real world” objects tend to be compaice (
However, as the regions grow, average values become irisnffic  they exhibit adjacency of their constituent parts). In tasecof
for effective characterization of their color. Therefovehen the the RSST algorithm, adjacency of constituent parts is iragas-

3.1. Homogeneity

3.3. Compactness

total number of regions falls below a pre-defined value (tsihy trinsically during link initialization where regions aremsidered
255) an extended color model is used instead. In this model, eachadjacent when they have at least one adjacent pixel. We dexten
region contains a list of pairs of color/population. Afthetinitial this binary notion of adjacency by defining an adjacency ingrg
segmentation, each list contains only one such pair repiiege cost measure:

each region’s average color and size. Subsequenty, whetveve

regions are merged, the joint representation is createdihyate- Cali,j) =1— — (3)
nating lists from both regions. This extended color repreg@®n min{li, {;}

has the advantage of low requirements for both storage astat-up ~ whereL;; is the length of the common boundary between regions
ing the merging cost. Also, no prior assumption need be made R; andR;.

about the underlying color distribution. It has been shown b However, favoring the creation of compact and simple region
Fauqueur and Boujemaa [6] that such representations caft be e also discourages formation of large regions correspontinag-
ficiently compared using quadratic distance. In our curipie- cluded background - see for example Figure 1. This problem ca
mentation, the creation of the joint color representatidioilowed be avoided, without affecting the main central objects,awpfing

by density-based outlier detection and pairs of colors ethtks merging of regions fulfilling conditioB;; N F' # () where B;;



Fig. 1. Formation of occluded background. Poils; N F' are
marked in red.

denotes the common boundary between the two regiong-aisd
the image boundary.

3.4. Inclusion

Real world objects may contain holes, but very often smaifet
(usually) less significant parts are included inside laggects.
Therefore, total inclusion of a small region inside anotirevides
very strong evidence for merging the two regions. In the ingrg
procedure described in the next section such evidenceidesrr
all other merging criteria. Total inclusion can be seen gsezisl
case of adjacency and can be detected either by checkingioond
ca(%,7) = 0 or ,in the case of the RSST algorithm, by checking if
the link between the two regions is the only link for either.

4. MERGING PROCEDURE

Geometric properties and merging costs defined in the prsvio
section have to be somehow integrated in the single measetk u
to calculate link weights. Our observations indicate thratrgy evi-
dence from just a subset of features indicating either ay"gend”

or "very bad” merge is usually more reliable than for exantpésr
weighted sum. Moreover, the merging criteria should someho
adapt as the segmentation progresses. Therefore, we dhdde
merging process into stages. In a given stage, links caynetpg

to pairs of neighboring regions, are allowed to compete fergn
ing only if they fulfil the merging criteria defined for thisegte.
The merging order is controlled by cost(i, ) calculated as a
weighted sum of costs related to color homogeneity, chaimges
shape complexity and adjaceney(i, j) = 3-c.(i,7)+ca (i, 5)+

¢z (4, j). If alink does not fulfill the merging criteria specific to the
current stage its cost is set to infinity. Each stage consinunil
there are no more links with finite cost associated with it. &wh
a new stage starts, the merging criteria are redefined ansl foos
all links are recalculated.

The segmentation process consist of the following mairestag

¢ Initial segmentation intdV regions based on color and size,
e Merging based on.,c, andc,

e Boundary melting,

e Reduction of shape complexity.( < 0.4), weak color crit.,

e Removal of small regions, weak color criterion,

e Merging very complex regions, weak color criterion,

e Merging jagged regions, weak color criterion,

e Merging reg. with very similar color, weak geometric crit.,
e Creation of simple regions, weak color criterion,

e Creation of occluded background based on
conditionB;; N F' # @ and weak color criterion.

The above multistage approach has proven to be particulary
convenient for experimentation and development purposes h
ever some stages could be amalgamated to further reducerthe ¢
putational cost. We are also conscious that the above agiproa
requires a certain number of thresholds which were adjusiedd
on empirical evidence. However, as is demonstrated in tke ne
section, the syntactic features are generic in nature and de-
fined, they significantly reduce dependency on parameteitsato
ling other features, e.g. color.

5. RESULTS

The proposed algorithm was applied to images from variouses
and the results are presented in Figure 2. This figure alsgssho
the results of the Blobworld segmentation algorithfor the same
images for comparison. The Blobworld algorithm has beearext
sively tested and produced very satisfactory results [#énpast.

The results indicate that the incorporation of the syntdeta-
tures in the RSST algorithm not only provides a reliable giog
criteria for merging but also results in the creation of éarggions
which rarely span more than one semantic object. The propose
method avoids over-segmentation and in contrast to thevigidd
algorithm, produces accurate region boundaries.

However, perhaps the most important property of our algo-
rithm is that it works well on images from different collemtis,
such as standard test images, professional databaseal pig-
tographs and video keyframes from broadcast T\Wsilhg a fixed
set of parameter valuesThis, along with the fact that it took
less than 3 seconds on Pentium Il 600 MHz to segment an im-
age of CIF size (352x288) makes the proposed algorithm ideal

The function used to calculate link weights can be expressed for object-based applications such as content-based imag-

in the following general form:

C(ivj) = {

if Hs(4,5)
otherwise

Co(i7j)
o0

(4)

where H, (7, j) denotes boolean operator testing if a link corre-

sponding to paif R;, R;) fulfills the merging criteria defined for

stages. The criteria are defined by a set of thresholds control-

ling the values of merging costs measures and region piepert
described in the previous section. To avoid over-segmentat
and at the same time ensure formation of meaningful regtbmes,
strengths of color and geometric criteria should be cayetdm-
bined, i.e. weak color criteria should be used in combimatiith
strong geometric criteria and vice versa.

ing and retrieval in large collections or definition of irgst re-
gions for content-based coding of still images in the candéxhe
JPEG2000 [5], for example.

6. CONCLUSIONS

A new method was presented for the segmentation of colorésag
into large regions corresponding to the objects present ima
age. To the best of our knowledge this is the first compreliensi
and practical solution for integration of syntactic feasiinto an

1Source code obtained from http:/elib.cs.berkeley.edbbbworld/
2Blobworld ,using mostly Matlab code, required over 30 mésufor
this task.



automatic image segmentation process. It was shown thagethe
ometric features can significantly improve the perceptusllity
of segmentation. The results indicate that the proposethadet
allows meaningful partitioning of real world images fronrieas
sources without any adjustment to the parameter values.

The proposed list of merging cost components is by nho means
complete and could be further extended — by adding symmetry

analysis, for example. It should also be noted that the me@po
set of features is not functionally orthogonal and theresame
overlaps between different syntactic features, e.g. batvegobal
shape complexity and compactness. Addressing such isdlies w
be the focus of our future research.
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Fig. 2. Segmentation results for images from various sources in-
cluding: Corel gallery (rows 1-3), key frames from well krrow
MPEG4 test seq. (rows 4-5), digital camera (row 6), key frame
from news broadcast (rows 7-8), mobile phone camera (rows 9-
10). Results of the proposed algorithm and Blobworld arevsho

in the second and third column respectively. Labels in tghtr
corners represent numbers of regions.



