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Abstract. Effective indexing is crucial for providing conve-
nient access to scanned versions of large collections of hand-
written historical manuscripts. Since traditional handwriting
recognizers based on Optical Character Recognition (OCR)
do not perform well on historical documents, recently a holis-
tic word recognition approach has gained in popularity as an
attractive and more straightforward solution [1]. Such tech-
niques attempt to recognize words based on scalar and profile-
based features extracted from whole word images. In this pa-
per, we propose a new approach to holistic word recogni-
tion for historical handwritten manuscripts based on matching
word contours instead of whole images or word profiles. The
new method consists of robust extraction of closed word con-
tours and the application of an elastic contour matching tech-
nique proposed originally for general shapes [2]. We demon-
strate that contour-based descriptors can effectively capture
intrinsic word features. Our experiments show a recognition
accuracy of83%, which considerably exceeds the performance
of other systems reported in the literature.

Key words: Historical manuscripts – Holistic word recogni-
tion – Contour matching – Annotation – Indexing

1 Introduction

The approach described in this paper is motivated by the work
of Lavrenko, Rath and Manmatha [3][4][1] who promote the
idea of holistic word recognition for handwritten historical
documents. Their main focus is on achieving reasonable recog-
nition accuracy, which enables retrieval of handwritten pages
from a user-supplied ASCII query. They argue that, although
currently it is not feasible to produce near-perfect recognition
results, satisfactory retrieval can still be performed using the
noisy outputs of recognizers [5]. In their word spotting ap-
proach for indexing historical handwritten manuscripts, pages
are segmented into words which are then matched as images
and grouped into clusters which contain all instances of the
same word. A partial index is constructed for the collection
by tagging a number of the resulting clusters.

Since the quality of historical documents is often signif-
icantly degraded it is crucial to select the right features for
word matching. The feature set proposed by Rath and Man-
matha [3] include smoothed versions of the word images and
various profile-based features. For example, the shape of a
word is captured by upper and lower word profiles extracted
by traversing the upper (lower) boundary of a word’s bound-
ing box and recording for each image column the distance
to the nearest “ink” pixel in that column. In order to capture
the “inner” structure of a word these features were extended
by the number of background to “ink” transitions. It appears
that the biggest limitation of the above set of features is their
strong dependency on good normalization, mainly skew/slant
angle normalization and baseline1 detection. It was shown
in [1] that the application of statistical language models can
further improve word recognition accuracy as a post-processing
step. A simple Hidden Markov Model with one state for each
word resulted in over10% improvement in recognition accu-
racy.

In this work, our primary goal is to investigate the possi-
bility of matching words using their contours instead of whole
images or word profiles. We believe that contour-based de-
scriptors can better capture a word’s important details and
eliminate the need for skew and slant angle normalization.
Furthermore, elastic contour matching based on a Dynamic
Programming (DP) technique provides a flexible way to com-
pensate for inter-character and intra-character spacing varia-
tions. In this initial approach, we assume that bounding boxes
for each word are already known [1][6]. The inner holes in
letters and dots will be ignored.

The remainder of this article is organized as follows: the
next section describes extraction of a single closed contour
for each word. Then, the contour matching algorithm pro-
posed originally for general shapes [2] is briefly described
in section 3. Next, experimental results are presented in sec-
tion 4. Our outlook on future research is discussed in section 5
and conclusions are formulated in section 6.

1 Baseline - imaginary line upon which a line of text rests.

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by DCU Online Research Access Service

https://core.ac.uk/display/11308335?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


2 T. Adamek et al.: Word matching using single closed contours for indexing handwritten historical documents

Fig. 1. Manuscript sample (2770277).

2 Contour extraction

Extraction of a single closed contour for each word is a key
component of the proposed approach. The extraction proce-
dure has to deal with the poor quality typical of manuscripts
(noise, stained paper, etc), contrast variations (faded ink, dif-
ferences in pressure on the writing instrument) and the most
challenging problem – disconnected letters. Figure 1 shows a
sample of a typical manuscript under consideration. Contour
extraction is performed in five steps: binarization, localization
of the main body of lower case letters, connected components
labelling, connecting disconnected letters and contour trac-
ing.

2.1 Binarization

In the first step, the pixels from the input grey level image are
classified as either “ink” or “paper” by comparing their values
with a threshold. Since the contrast of the input word image
can vary considerably, mainly due to differences in pressure
on the writing instrument, there is no single optimal threshold
that provides acceptable binarization for different parts of the
word. Therefore, the optimal threshold has to be estimated
individually for each pixel based on its local neighborhood.
We chose Niblack’s [7] algorithm where the thresholdT for
a given pixel is computed using the meanm and the standard
deviationσ of the gray values in a small window centered
at the pixel. The threshold is calculated according to formula
proposed by Sauvola et al. [8]:

T = m · (1− k · (1− σ

R
)) (1)

wherek is a constant set to0.02 andR denotes the dynamics
of the standard deviation and is set to128.

However, the above approach does not produce smooth
word outlines and as such was modified. Prior to binariza-
tion, morphological filtering [9] is used to create eroded and
opened versions of the input image - the structuring element
employed is shown in Figure 2. The dynamic thresholdT is
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Fig. 2. Kernel used for morphological filtering.

Fig. 3. Binarization using dynamic threshold.

calculated based on the eroded image. The binary classifica-
tion of a single pixel as “ink” or “paper” is made by compar-
ing its value from the opened image with the dynamic thresh-
old calculated for this pixel based on the eroded image. An
example of binarization is shown in Figure 3. Note that weak
strokes (top of double ’t’ and connections between ’r’ and ’s’)
were detected and even dilated without widening the strong
strokes.

2.2 Position estimation

Often binarization alone is not sufficient to obtain a single
connected “ink” region for each word. In such cases, sepa-
rated parts of the word have to be connected. The proposed
connecting procedure utilizes the position of the word base-
line and the x-height2. Detection is performed by analysis of
the number of “ink” pixels in each line of the word binary
image – see Figure 9. Similarly, horizontal boundaries of the
text can be detected by analyzing the number of “ink” pixels
in each column of the binary word image. Additional rules
can be applied to eliminate the residuals of the vertical mar-
gin line as illustrated in the example shown in Figure 9(c).

2 x-height - distance between the baseline and tops of the main
body of lower case letters.
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It should be noted that the position of the baseline and the
length of x-height are not directly used by the matching al-
gorithm, but serve only as guidelines for the robust extraction
of word contours. Moreover, if all “ink” pixels are already
connected in the binarization step, the proper contour can be
extracted even if the estimated baseline and x-height are in-
accurate.

2.3 Connected component labelling

The connected component labelling algorithm scans the word’s
binary image and groups “ink” pixels into components based
on pixel 8-neighborhood connectivity. Once all groups are de-
termined, each pixel is labelled according to the component
it was assigned to. Only components containing a sufficient
number of pixels within the area of the main body of lower
case letters are retained for further processing. As a result,
small “ink” regions and letter residuals from the line above or
below the current word are eliminated – examples are shown
in Figure 9(4th column).

2.4 Connecting disconnected letters

Once the relevant components are identified they are sorted
based on the horizontal positions of their center of gravity.
Then, successive components are connected by adding the
best connecting link (“ink line”) into the binary image. The
best candidate for the link between two disconnected com-
ponents is chosen in the following procedure. At first, can-
didate links are created by pairing contour points from both
connected components. This is followed by link validation. A
link is considered as valid only if:

– both ends of the link are inside, or within a close distance
to, the area of the main body of lower case letters – see
examples (a), (b) and (e) in Figure 9;

– both ends of the link are considerably far from the main
body of lower case letters – see the top of letter ’I’ in
example 9(h).

The shortest valid link is chosen as the best “ink” line
connecting two components. Links connecting “ink” regions
are highlighted in red in Figure 9(4th column).

2.5 Contour tracing

Once all components are connected with the links, the final
binary mask for the word can be created – see examples from
the 5th column in Figure 9. This is followed by a contour
tracing procedure which extracts a single ordered contour for
each word – see examples from the last column in Figure 9.

3 Contour matching

In our approach, similarities between word contours are mea-
sured using the contour matching technique proposed origi-
nally for comparing general shapes [2][10].

(a) Word image
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Fig. 4. Extraction of MCC representation.

In [2], we introduced a rich shape description method,
termed the Multi-scale Convexity Concavity (MCC) repre-
sentation. In this representation, information about the amount
of convexity/concavity at different scale levels is stored for
each contour point (Figure 4(b)). A Dynamic Time Warping
(DTW) technique [11] is used to find an optimal refined align-
ment along the contours upon which the dissimilarity mea-
sure is defined. The approach is robust to several transfor-
mations including translation, scaling, rotation, modest oc-
clusion and symmetric transformation. The method performs
particularly well in cases of elastic deformations and where
the similarity between curves is weak.

In [10], we proposed an alternative version of the MCC
representation, termed MCC-DCT, where a one dimensional
Discrete Cosine Transform (DCT) is applied to each multi-
scale contour point feature vector de-correlating information
from different scale-levels and placing most of the energy in
low frequency coefficients. In addition, we proposed an it-
erative optimization framework for determining the relative
proportions in which information from different DCT coeffi-
cients should be combined in the final similarity measure. We
showed that such optimization can further improve matching
performance for a particular application.

For the purpose of this work, we used the MCC-DCT ver-
sion of the contour representation. The matching procedure
was optimized using the shape collection from the MPEG-
7 Core Experiment ”CE-Shape-1” (part B) [12]. It should
be noted that this dataset contains general shapes and does
not contain any examples of word contours. An example of
matching word contours using the above method is shown in
Figure 5. A more detailed description of the MCC represen-
tation and the associated matching algorithm can be found
in [2].
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Fig. 5. Matching example. Finding the optimal match between two
contour representations corresponds to finding the lowest cost diag-
onal path through the table containing pairwise distances between
contour point features from both words. In our original approach all
possible combinations of starting points are examined to ensure an
optimal match. The optimal path has to begin and end at the cell cor-
responding to the alignment of the two starting contour points under
consideration. Deviations of the path from a straight diagonal path
compensates for elastic deformations between contours i.e. stretch-
ing and shrinking of parts.

4 Experiments

4.1 Overall Results

For our experiments we used a set of 20 pages from the George
Washington collection at the Library of Congress. These con-
tain 4,856 word occurrences of 1,187 unique words. The col-
lection is accurately segmented into words, and ground-truth
annotations for the word images were created manually [1].

The contours for all words were extracted according to
the procedure described in section 2. Then, for each word
contour the MCC-DCT descriptor with100 equally spaced
contour points, each with a feature vector consisting of10
DCT coefficients, was extracted and stored.

Each of the 4,856 word occurrences was used as a query
and its contour representation was matched against word rep-
resentations from all manuscript pages except the page with
the query word. A 1-nearest neighbor method was used to
classify the query word and the classification result was com-
pared against manual annotation. It should be noted that words
from the same manuscript page as the query were excluded
from matching for comparability reasons with the results re-
ported in [1].

The results were measured in terms of average Word Er-
ror Rate (WER). To separate out-of-vocabulary (OOV) errors
from mismatches we report two types of WER, one that in-
cludes OOV words and one that omits them from the eval-
uation. The lowest WER reported until now in the literature
for the George Washington collection was0.449 when OOV
words were included and0.349 when OOV words were ex-
cluded [1]. It should be noted that this result was obtained

after utilizing additional resources to train a statistical lan-
guage model. Using a 27-dimensional feature vector repre-
sentation of each word, without any language model post-
processing yielded a WER of0.603 when OOV words are
included and0.531 when OOV words are excluded. In com-
parison our method showed an average WER of0.306 with
OOV words and0.174 without OOV words. This represents
approximately50% reduction of the non-OOV error rate ob-
tained by our system despite the fact that it is still at an early
stage of development and despite the fact that it is based on
contour mapping only.

4.2 Comparison with CSS

The contour extraction procedure presented in section 2 opened
a new possibility of utilizing matching techniques requiring
ordering of the contour points for the purpose of word match-
ing. In this section, we evaluate the performance of theCur-
vature Scale Space(CSS) approach [13], which was adopted
as contour-based descriptor by the ISO/IEC MPEG7 stan-
dard, in the context of word recognition. The CSS descriptor
is very compact, allows fast matching, and extensive tests us-
ing general shape collections [14] revealed that the method
is quite robust with respect to noise, scale and orientation
changes of objects. In the experiment, the CSS extraction and
matching was performed using the MPEG7 eXperimentation
Model (XM software v5.6) [15].

Adopting the CSS technique for recognition of words from
the George Washington collection resulted in relatively high
average WER of 0.350 (excluding OOV words). Such poor
performance can be explained by two major drawbacks of the
CSS technique: the occurrence of ambiguity with regard to
concave segments and inability to represent convex segments.
This result confirms the need for utilization of a rich shape
descriptor, as for example the one presented in section 3.

4.3 Towards fast recognition

The contour matching technique described in section 3 has
been proposed originally for comparing general shapes [2][10].
Although the method can be used without any changes, in this
section we will demonstrate possibilities for further adapta-
tion to the specific task of word matching in order to im-
prove performance and reduce computational load. In addi-
tion, a pruning technique for discarding unlikely matches will
be proposed. All experiments presented in this section were
performed using a standard PC with 1.6GHz Pentium 4 pro-
cessor. For clarity, only WER without OOV words will be
considered. Note that the goal of the experiments is to demon-
strate the influence of various parameter settings on speed and
recognition performance and not a proposal for the final tun-
ing of the algorithm. We are aware the latter case would re-
quire use of two collections, one for tuning and one for test-
ing.

Modifications of the matching algorithm.When matching two
shapes, their relative rotation and therefore the circular shift
between their contour representations, is generally unknown.
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Fig. 6. Location of starting point.
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Fig. 7. Word Error Rate (excluding OOV) as a function of allowed
path deviationTd (starting points utilized). Labels at each data point
denote times required for matching two word contours for a given
setting of parameterTd.

Hence all circular shifts have to be examined to ensure an op-
timal match, implying a total complexity ofO(N3), where
N is the number of contour points used. In the case of word
matching, we can locate a single starting point for each con-
tour in such a way that its position along the contour is consis-
tent among different instances of the same word. Close to op-
timal matching can then be performed by examining only one
circular shift corresponding to the alignment of starting points
and therefore reducing the matching complexity toO(N2).
We propose to locate the starting point from the part of the
contour corresponding to the end of the word, rather than the
beginning, due to better shape consistency at this point. The
point is located by scanning the main body of lower case let-
ters and searching for the first “ink” pixel. The scanning starts
at the right-bottom and is performed from right to left and
from bottom to top as shown in Figure 6. Utilizing the loca-
tion of starting points, reduced the average matching time for
two words from6ms to less than289µs whilst maintaining a
low average WER of0.182 (without OOV words).

In the case of the matching algorithm used, finding the
optimal match corresponds to finding the lowest cost diagonal
path through the table containing pairwise distances between
contour points from both words – as explained in Figure 5.
The path has to begin and end at the cell corresponding to the
alignment of the two starting contour points. Deviations of
the path from a straight diagonal path compensates for inter-
character and intra-character spacing variations.

It is common practise in the case of DTW techniques [11],
to restrict the path to lie in the area close to the ideal straight
diagonal line in order to speed up the matching process. In
our original approach, the path is allowed to deviate from the
straight diagonal path by no more than a predefined deviation
threshold±Td · N , whereTd = 0.04 (reducing the com-
plexity to O(2TdN

2)). In most cases when matching gen-

Table 1.Effect of pruning based on global contour complexity.

τx
]pruned pairs

]total pairs
[%] WER (excluding OOV words)

0.1 80% 0.215
0.2 63% 0.170
0.3 48% 0.165
0.4 37% 0.165
. . . . . . . . .
∞ 0% 0.165

eral shapes, this restriction imposed on the path’s geometry
had no affect on the optimal path. In order to investigate the
influence of this restriction on the word recognition rate we
plotted WER against different values of the parameterTd to-
gether with corresponding times required for matching two
word contours – see Figure 7. From the plot we can observe
that constraining the path to the diagonal line would result in
WER above0.230 which confirms the requirement of elas-
tic matching. The experiment also verified the linear depen-
dency betweenTd and computational load of the matching.
For the remainder of this article we adoptTd = 0.08 as a
good trade-off between recognition efficiency and matching
speed. Although, this setting increases the average matching
time to532µs whereas the average WER without OOV words
is further reduced to0.165(starting points utilized).

Pruning unlikely matches.Pruning techniques can be used
to quickly discard unlikely matches by requiring word im-
ages to have similar statistics [4]. In [16], pruning of word
pairs was performed based on the area and aspect ratio of
their bounding boxes. This idea was further extended in [17]
by the additional requirement of two words to have the same
number of descenders (strokes below the baseline). In our ap-
proach, the pruning statistics are extracted directly from the
word contours. Pruning is performed based on contour com-
plexity and the number of descenders and ascenders. For clar-
ity, each pruning rule will be first discussed independently
and only the best settings for each of the rules will be used in
the final combined pruning criterion.

Shape complexityxi of a word contourCi can be defined
as the ratio between its perimeter lengthli and the square root
of its areaai: xi = li/

√
ai. Both can be easily estimated di-

rectly from the word contour [18]. The following rule was
used to discard unlikely matches [19]:

Rule 1: Two word contoursCi and Cj are similar only if
|xi − xj |/min{xi, xj} ≤ τx.

Clearly, increasingτx in Rule 1allows for more matches to be
processed by the matching algorithm (reducing recognition
speed) and leading to lower values of average WER. Table 1
demonstrates empirically the effect of pruning using different
values of thresholdτx on WER and number of pruned pairs.
The results show that settingτx = 0.3 would prune almost
half of the total number of word pairs, which would other-
wise have to be processed by the matching algorithm, while
maintaining low average WER of 0.165.

Words’ descenders and ascenders were identified by travers-
ing their contours and labelling contour points as belonging
to a descender or an ascender based on the comparison be-
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Fig. 8. Identification of descenders and ascenders.

Table 2.Effect of pruning based on number of descenders.

τdesc
]pruned pairs

]total pairs
[%] WER (excluding OOV words)

0 50% 0.180
1 9% 0.164
2 2% 0.165

. . . . . . . . .
∞ 0% 0.165

tween their vertical positions with the vertical limits of the
body of lower case letters – see Figure 8. Final numbers of
ascenders and descenders were found by counting the num-
ber of continues sequences of points marked as ascenders or
descenders.

Let DESCi andASCi be the estimated number of de-
scenders and ascenders of word contourCi. The following
two rules were used to discard unlikely matches:

Rule 2:Two word contoursCi andCj are similar only
if |DESCi −DESCj | ≤ τdesc.

Rule 3:Two word contoursCi andCj are similar only
if |ASCi −ASCj | ≤ τasc.

The thresholdsτdesc andτasc were introduced to control the
tolerance for the absolute differences between numbers of de-
scenders and ascenders when pruning word pairs and should
have only integer values. Tables 2 and 3 demonstrate the ef-
fects of pruning on the average WER and the number of pruned
pairs using rules 2 and 3 respectively. Table 2 shows that
the number of descenders provides very reliable evidence for
identifying unlikely matches. Specifically,τdesc = 0 would
lead to early discarding of 50% of word pairs without notice-
able difference in average WER. In contrast, pruning based
on the number of ascenders (Table 3) is somehow less reli-
able due to generally more complex shape of the upper parts
of the words. Therefore, to ensure that only small proportion
of valid matches will be discarded by theRule 3we have to
allow certain tolerance, e.g.τasc = 1 would result in WER of
0.164.

In the last experiment all three pruning rules were com-
bined:

Rule 4:Two word contoursCi andCj are similar only
if Rules 1,2 and 3 are satisfied.

Incorporating the above rule and settingτx = 0.2, τdesc = 0

Table 3.Effect of pruning based on number of ascenders.

τasc
]pruned pairs

]total pairs
[%] WER (excluding OOV words)

0 73% 0.204
1 30% 0.164
2 9% 0.165

. . . . . . . . .
∞ 0% 0.165

andτasc = 1 would led to discarding 85% of total matches
while maintaining a low average WER of0.183 (excluding
OOV words).

In summary, the relatively minor adaptation of the match-
ing algorithm and the incorporation of the pruning technique
could reduce the average time required to recognize a sin-
gle word to0.6s (for the particular size of the annotated col-
lection) whilst maintaining a low average WER. This corre-
sponds roughly to a70 fold increase in speed compared with
the original approach.

5 Future work

An obvious improvement to further reduce WER would be
the optimization of the similarity measure using the frame-
work proposed in [10] in conjunction with a suitable train-
ing collection of handwritten words. Furthermore, currently
all contours from the database are re-scaled to a predefined
size prior to the extraction of the MCC representations. In the
case of word matching, the x-height should be sufficient for
size alignment. Replacing the size invariance property with
x-height invariance could further improve discrimination be-
tween words. Incorporation of additional features in order to
capture the “inner” structure of a word and dots, e.g. size and
centroid of the inner holes [20], should also be investigated.
The number of contour matchings necessary to classify a sin-
gle word could be further reduced by developing an appro-
priate indexing strategy for a training dictionary. We would
like to investigate the possibility of reducing WER caused by
OOV words by augmenting the training dictionary by synthe-
sizing new word contours based on the initial training set. In
theory, this could significantly reduce OOV errors. Finally, it
should be stressed that word matching is just a first step in
word recognition. Incorporating a statistical language model
as a post-process could further improve the recognition accu-
racy of the system as it was shown in [1].

In the future we plan to incorporate this algorithm into a
complete indexing system for large collections of handwritten
historical documents, such as those used for experimentation
purposes here, but also illuminated Gaelic manuscripts. Fur-
thermore, in the latter case, a specific challenge we intend to
investigate is the differentiation of multiple scribes within a
single document based on characterizing the shapes of words.

6 Conclusions

In this article, a new method for word recognition for histor-
ical manuscripts has been proposed. Extensive experimenta-
tion conducted using the George Washington collection shows
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that systems based on word contour matching can signifi-
cantly outperform existing techniques. Specifically, it has been
shown that on a set of twenty pages, the average recognition
accuracy was83%. Adaptation of the contour matching to the
specific task of word recognition in order to improve perfor-
mance and reduce computational load together with a sim-
ple pruning technique were also discussed. Moreover, pre-
liminary investigation of potential simplifications allow us to
speculate that additional development would further improve
the performance.

Acknowledgements.We would like to thank the Center for Intelli-
gent Information Retrieval from Univ. of Massachusetts for provid-
ing the annotated collection of George Washingtons manuscripts.
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Fig. 9. The intermediate results during the contour extraction process (columns in order from left to right): input gray-scale image,
“ink”/“paper” identification by applying dynamic threshold, localization of the main body of lower case letters and removal of margin line
residua, connected components alg.(gray levels) and best connecting links (red lines), binary mask, word contour.


