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This paper presents a brief overview of past and current hardware acceleration 
(HwA) approaches that have been proposed for the most computationally 
intensive compression tools of the MPEG-4 standard. These approaches are 
classified based on their historical evolution and architectural approach. An 
analysis of both evolutionary and functional classifications is carried out in 
order to speculate on the possible trends of the HwA architectures to be 
employed in mobile video platforms. 

1. Introduction  

There is an ongoing global trend to shift multimedia applications from more 
traditional delivery platforms, such as a set-top boxes or desktop PCs, to mobile 
platforms (e.g. PDAs and smart-phones). MPEG-4’s improved compression 
efficiency will drive the first wave of mobile multimedia applications, while its 
content-based features will underpin future applications. MPEG-4 pays for its 
compression efficiency and content-based advantages with computationally 
expensive algorithms for motion estimation (ME), shape adaptive DCT/IDCT 
and context-based arithmetic encoding (CAE). Generic HW limitations of 
mobile devices include: low computational power, low memory capacity, short 
battery life and miniaturization requirements. These limitations are exacerbated 
by real-time multimedia applications that require complex but low power HwAs. 

Several HW solutions have been proposed for the video compression 
domain [1]: Application Specific Integrated Circuit (ASIC) solutions, Digital 
Signal Processing (DSP) architectures, systolic arrays, with Single Instruction 
Multiple Data (SIMD) or Multiple Instruction Multiple Data (MIMD) control 
paradigms and Field Programmable Gate Array (FPGA) implementations. 
Unfortunately, these are not intrinsically power efficient. The HwA solutions 
developed to date have been high-throughput driven. Hence, they use more 
power than their SW counterparts for the simple reason that power is not an 
issue on desktops. However, the short battery life issue of mobile devices has 
become the biggest HW design constraint facing truly mobile multimedia. 
Power efficiency can be achieved by maximally exploiting the possibility for 
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MPEG-4 tools to be HW accelerated and re-modeled, in conjunction with other 
state-of-the-art techniques such as dynamic power management (DPM). Thus, a 
hybrid HwA design paradigm has evolved, where computationally intensive 
tasks are implemented on more flexible dedicated HW architectures while their 
adaptive control is committed to SW RISC processor-based solutions. The 
following sections outline the evolution of this paradigm shift. 

2. Motion Estimation Hardware Acceleration 

Motion estimation (ME), complicated by object representation, is by far the 
most computationally expensive MPEG-4 tool, requiring over 50% of the 
computational power [2]. A block-matching algorithm (BMA) approach consists 
of two tasks: a block-matching (BM) task carrying out distance calculations and 
a search task specifying the sequence of candidate blocks where the distance 
criterion is calculated. Many of the distance criteria for BMA are based on 
square root, multiplication and division operations, which are not efficient in 
HW. Those deemed to be feasible in HW from the performance/complexity ratio 
point of view are [2]: different pel count  (DPC) and sum of absolute differences 
(SAD). Of these, SAD was proved to deliver the best accuracy/complexity ratio.  

2.1. Processing Datapath Approaches 

Systolic arrays (SA) were the first approaches used for BMAs. They were meant 
to maximally exploit BM operations’ regularity in a full search (FS) strategy. 
Implementations can be classified as 1-D or 2-D approaches, with global or 
local accumulation [3]. Clock rate, picture size, search range, and block size are 
the parameters used to decide on the number of processing elements (PEs) in the 
systolic structure [4]. SA implementations have been proposed for both full 
search (FS) and fast heuristical (FH) search strategies. Usually a SA does not 
require significant control circuitry overhead [4]. However, for FH strategies, 
the complexity of the controller needed to generate data addresses and flow 
control signals increases considerably along with the power inefficiency. In 
order to avoid this, a tree-architecture BM is proposed in [5]. Although suitable 
for irregular search strategies, this requires unfeasible high memory bandwidth. 

Recent categories of BMA are the reduced pel information approaches. 
They firstly reduce the pel information (usually by edge extraction, frame 
processing or pel subsampling) and then apply a search strategy on reduced-bit 
frame representations. Some adaptive reduced-bit BMA vary the size of the pel 
information so that acceptable compressed image quality is maintained [6]. 
Another important category is binary search algorithms [7] that are also 
employed in shape coding. The short battery life issue has steered ME research 
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towards the so-called fast exhaustive (FE) search strategies that employ 
conservative SAD estimations and SAD cancellation mechanisms [8]. These 
approaches achieve the same results as the FS ones, but reduce computation by 
skipping irrelevant candidate blocks.  

2.2. ME Memory Optimization Approaches 

Recently, a lot of ME optimization approaches have been proposed to tackle 
memory efficiency. They target memory data flow rather than traditional 
memory banking optimization. They re-arrange and remap the content of the on-
chip memory in order to achieve the highest memory access efficiency. This is 
achieved by a high degree of on-chip memory content re-use, parallel pel 
information access, memory access interleaving [9]. 

3. DCT/IDCT Hardware Acceleration 

This section briefly surveys the range of DCT algorithms and architectures in 
the literature and evaluates them in terms of viability for a low power HwA 
implementation.  

3.1. DCT / IDCT Algorithms and Architectures 

The algorithm proposed in [10] is a very common baseline DCT 
implementation, and many algorithms and architectures are based upon it. The 
algorithm exploits the fact that a unitary matrix can theoretically be factorised 
into products of relatively sparse matrices. There are faster algorithms known, 
but they typically translate to very complex signal-flow graphs with irregular 
routing, complex architectures and numerous I/O pins. The large number of 
butterfly stages can make a unified DCT/IDCT block difficult to implement. 

More recently, research attention has shifted towards developing more 
regular DCT architectures with less emphasis on developing the fastest possible 
algorithm. There are numerous techniques used, and these include systolic 
arrays, recursive structures, and Distributed Arithmetic (DA). Some specify the 
lower level architecture such as the adders and memory architectures. There are 
also architectures that are targeted directly for low power applications. Some 
current low power techniques exploit the mathematical properties of the 
DCT/IDCT such as DCT pruning algorithms [11] (which only transforms a 
subset of the whole block), low SAD macroblock skipping, skipping all-zero 
IDCT input and truncated multiplication. These architectures exploit the fact 
that the DCT coefficients will be subsequently quantized and adaptively adjust 
the precision of the calculations accordingly. Other techniques exploit the fact 
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that the DCT/IDCT are essentially large multiply-accumulate operations and use 
DA [12] as an alternative to power consuming multiplications. There are also 
some general low-level techniques proposed [13] such as clock gating, low-
transition data paths and voltage scaling. 

The first generally accepted SA-DCT algorithm [14] can be easily 
incorporated with existing block-based techniques and is backward compatible 
with existing standards. A new architecture [15] has been proposed that can be 
configured to evaluate the DCT or the SA-DCT as appropriate. The architecture 
trades off scalability, modularity and regularity. It is a feed-forward architecture, 
which avoids numerical inaccuracy or bit-width explosion that can occur in 
some of the fast algorithms more suited a SW implementation. 

4. Shape Encoding Hardware Acceleration 

It is generally accepted that shape coding is the second most computational 
expensive process in a MPEG-4 encoder after motion estimation, while shape 
decoding is the most complex task in a MPEG-4 decoder. Context Based 
Arithmetic Coding (CAE), the shape coding approach used in MPEG-4, is 
discussed in detail in [16][17]. 

4.1. HwA Evolution 

To date, there has only been one complete HW implementation of the Shape 
Encoder [18] and a number of proposed architectures for the decoder. This 
approach achieves real-time core profile level 2 processing at 23.5 Mhz. Its 
performance is optimized for throughput. There are no architectural or 
implementation attempts for efficient power consumption. Profiling has revealed 
that 95% of the computational load of shape coding is consumed by the binary 
motion estimation/compensation, CAE and size conversion sub-blocks. 
Optimised HW solutions are proposed in [18] to allow these functions operate in 
real time. The main architectural features proposed included: bit data parallelism 
processing, bit addressing scheme, efficient reuse of windowed pel data. 

Whilst no low power shape coder/decoder exists, the literature outlines 
power efficient techniques and architectures for blocks common to both. There 
are also lower level optimizations for discrete elements, such as low power 
Barrel shifters, adders etc. However the potential for power saving with these is 
relatively small unless coupled with an efficient architectural implementation. 
Some of the shape coding/decoding sub blocks, such as Mode Decision Logic, 
Accepted Quality comparisons etc, are potentially more suited to a SW 
implementation in a hybrid HW/SW shape coding solution. 
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5. Architectural Trends 

A multicore SOC architecture has recently been proposed in [19] to exploit the 
many different modes, options, and switches that are provided within the 
MPEG-4 standard. This is achievable only if early design decisions are made on 
MPEG-4 tools’ specifications and enough flexibility is left in the dedicated HW 
blocks. Thus, a heterogeneous SOC concept is proposed to employ multiple 
cores that are adapted to different classes of algorithms. 

Architectural solutions are the main topic of this overview. However, one 
important remark is that since power consumption is directly proportional to the 
computational complexity, it is important to tackle this issue at a high-level 
where specific behavioral aspects of the compression tools can be exploited in 
order to reduce computation. Architectural-level memory optimization in order 
to meet the best area-speed-power trade-off can be achieved by reducing the 
amount of memory accesses through multiple memory splitting into sub-banks, 
selective line activation, bit-line segmentation, on-chip memory, and application 
specific data-flow transformations (e.g. memory interleaving). In the context of 
memory bandwidth, an efficient balance between on-chip and off-chip memory 
has to be obtained to meet the best power/bandwidth trade off. Since video 
compression tools are memory intensive, local memory architectures are also 
used to also avoid system bus conflicts and congestion.  

6. Conclusions 

The technology shift from desktop platforms to mobile platforms requires a 
change in focus in the ME HwA design trade-off problem and a substitution of 
the area/performance design space for a performance/power one. Hybrid power-
efficient HwA architectures are required to meet real-time mobile multimedia 
applications’ needs. This paper gives a very brief overview on this recent design 
paradigm shift. The Visual Media Processing Group at DCU carries out research 
in the area of low-power hardware acceleration for mobile multimedia 
platforms. The objective of this paper is to help researchers in this field to focus 
on low-power enhancements of the HW solutions proposed so far for MPEG-4’s 
computationally intensive video compression tools. 
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