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In this paper we present an overview of an ongoing collaborative project in the
field of video object segmentation and tracking. The objective of the project is
to develop aflexible modular software architecture that can be used as test-bed
for segmentation algorithms. The background to the project is described, asis
the first version of the software system itself. Some sample results for the first
segmentation algorithm developed using the system are presented and directions
for future work are discussed

1. Introduction

The QIMERA" project was initiated in March 2002 by a group of researchers sharing a
common interest in video object segmentation and tracking. They decided to form a
voluntary (i.e. non-funded) project between themsdlves and to invite participation from
other researchersworking in the field. The project currently consists of five memberswho
work remotely over email.

The objective of the QIMERA project is to develop a flexible modular software
architecture for video object segmentation and tracking facilitating multiple configurations
of andyds dgorithms and supporting user interaction when necessary. The god is to
develop a system into which individua analysis tools can be easily integrated in order to
test their efficiency/accuracy. The system should not be tied to one paticular
segmentation agorithm, but rather should be configurable depending on the type of
segmentation problem to be addressed and the analysis tools available. An architecture for
such a system has been proposed and an initid software implementaion of the key

The name QIMERA is derived from the Spanish word ‘quimera’ (‘chimera’ in English)
meaning a fantastic fabrication of the mind, especialy an unrealistic dream. Project
members felt this to be a suitable description for the very challenging problem of
segmentation.

Qimeraweb page: http://www.gimera.org
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componentsisavailable. A segmentation agorithm that uses the available components has
been developed.

In this paper we present a high level overview of the system, a description of the
firg adgorithm implemented, and some sample results. It should be noted that the
agorithm described is the firgt attempt to actualy use the QIMERA platform, and as
such it is quite crude.

2. System Overview

The QIMERA platform consists of graphica user interface (GUI) and a system core. The
system is designed so that the GUI and the core can be decoupled. In this way, the core
could run on one platform whilst the GUI runs on a different (remote) platform.

The system core consists of a st of configurable Analysis Modules communicating
with the GUI and each other. The Analyss Modules are designed to group different
gpproaches to specific imagelvideo andysis tasks. The idea s thet, for example, many
different approaches to colour segmentation could be grouped in asingle Colour Anaysis
Module. Thus, each Andysis Module can consist of one or moreindividua andysstools
that could either work together or in competition with each other. In order to produce an
output object segmentation, the results of a number of different Analysis Modules need
to be combined — eg. combining the results of independent colour segmentation and
motion segmentation processes. The task of scheduling when results should be combined
and actually carrying out the inference processis performed by the Inference Engine. This
structureisillustrated by a screen shot of the System Configuration Interfacein Figurel.
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Figure 1. System Configuration Figure 2. User Interaction Interface
Interface

Each module depicted in Figure 1 has two components. a GUI for user interaction (setting
of the initid parameters) and a processing component that implements the module. A
brief description of each modulein presented below:
input (output) module — assists the user in the selection of the input video sequence
(output results)



initial mask module— asssts the user in the grouping of the segmented regionsinthe
initia frameto form an initial object segmentation mask

colour segmentation module — segments each frame into uniform colour regions.
motion estimation module — estimates the motion of regions/objects.

inference engine— combines the results of other modules

mask correction module — alows the user to correct the object mask, if required, at
any frame during the tracking stege

3. A Semi-automatic Segmentation Algorithm using QIMERA

In order to ingantiate an initid verson of the platform, individua analysis tools were
developed and integrated into the rlevant modules as outlined in Figure 1. Using these
andysis tools, the sysem was used to develop an gpproach to semi-automatic
segmentation. In this section we describe this approach. It should be noted that this
approach is only representative of the type of gpproach that could be developed with
this system.

3.1. User interaction

In order to mark objects, the user draws two coloured scribbles [1] on theinitid frame:
over the foreground and background parts of the image. Since theimage is pre-segmented
into uniform colour regions, the user’s scribbles specify a number of regions that are then
cdassified as background or foreground. If both scribbles touch the same region a conflict
occurs for that region. In this case the region is consdered unsdected. The scribble
interfaceis depicted in Figure 2.

3.2. Tracking strategy

Once the initid mask is congtructed, the foreground object is segmented and updated for
eech frame in the video sequence in the following manner (Smilar to the approach outlined
in[2)):
- Each frameis segmented into uniform regions.
For each region in the current frame a two-parameter motion projection is estimated.
The regions that are projected inside the previous foreground mask are selected inthe
foreground mask for the current frame. The regions for which the backward projection
extends outside the previous foreground mask are labded as outliers and their
association to foreground or background is further investigated.
The details of the modules that implement the above dgorithm are described in the
following.



3.3. Colour segmentation module

The colour segmentation module partitions esch image in the video sequence into uniform
colour regions. For this we use a modified Recursve Shortest Spanning Tree (RSST)
dgorithm [3]. Our modification is based on the observation that sometimes this gpproach
merges regions with very different colors because of the strong pendty for joining large
regions (origindly introduced to improve the spatia continuity of the fina regions). The
problem is particularly visble when a smal number of find regions are desired. To make
the segmentation more insensitive to smal changesin illumination due to shadows etc. we
usethe HSV colour space. The agorithm operatesin two stages:

- The fird stage is identica with the origind RSST dgorithm. It iteraively merges
regions (two regions per iteration) according to the distance caculated using the colour
features and region size. The process stops when the desired number of regions is
obtained. Because of the problem outlined above the specified number of regions
should not be smaller than 255.

The second stage continues to merge regions, but anew formulais used to caculaethe
distance between two regions.

d(r.r,) :711><| saturation, - saturation, |+731>1 hue - hue, | @
where:
d(r,,r,) isthedistance betweenregionsi andj.

The above formula does not discourage large regions (since spatia continuity was
obtained in the first stage). The hue operations are computed modulo 360°. The region
merging stops when al distances exceed a predefined threshold.

3.4. Initial Mask Module

The user drawn scribbles classfy the regions they intersect into background and
foreground respectively. Not dl the regions in the initid image are intersected by one of
the scribbles® therefore they are not explicitly assigned to background or foreground
during user interaction. The unclassified regions are labeled iteratively. For dl unlabded
regions, the distances to the avail able objects (foreground/background) are cdculated es:
_ min[d(ur,Ir)] @
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where:

d,, (1) isthedistanceto the closest dlassified region

min[d(ur,Ir)] - istheminimum distance to each labeled region.

2 |t is generally desirable to keep user interaction to a minimum.



d (ur , Ir) -isthedistance to a labeled region.
The distance measure incorporates the colour and spatid features of the regions. At every
iteration the region which has the smalest distance is assigned to the foreground or
background respectively. The assignation of the regions ends when dl regions are labeled

3.5. Motion Estimation Module

Motion estimation is performed on regions using backward mation projection. Every
region in the current frame is backward projected into the previous frame based on a
colour metric and using atwo parameter motion modd.

3.6. Inference Engine

The inference engine assigns the background/foreground labels to the current image regions
based on the results of the motion estimation module. The decison rules are the
fallowing:
- The regions projected completely inside the previous frame foreground mask are
assigned to the foreground.
For regionsthat are only partid projected insde the previous frame foreground mask
(outlier regions) the pixelsinsde and repectively outside the mask are identified and
the colour distance between each partition and the surrounding regions is computed
according to equation (2). The ratio of the distances is computed. The region is a
classified as background or foreground if the ration exceeds a given threshold used to
define the robustness of the tracking procedure.

4. Conclusonsand Future Work

The tracking results obtained with the agorithm described in the previous section are
illugtrated in Figure 3. The reaults indicate that the agorithm is a suitable starting point
for work on supervised object segmentation and tracking. Future work on this particular
dgorithm will focus on developing a fully automatic mode of the dgorithm, refining the
process of motion estimation and investigating a Statistical gpproach to combining
individual segmentation resultsto produce afind object segmentation.

Future work in the QIMERA project itsdf will focus on collaborative work on a
more sophisticated inference engine, integrating additional analyss tools, adding
sgmentetion evduation metrics and providing an enhanced interface for module
communication and integration.

Figure 3. Segmentation results for the MPEG-4 test sequences:. “Foreman”, “Mother
and daughter”, “Table tennis’, at frames 1, 14, 23.
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