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ABSTRACT
The searching spontaneous speech can be enhanced by com-
bining automatic speech transcriptions with semantically
related metadata. An important question is what can be
expected from search of such transcriptions and different
sources of related metadata in terms of retrieval effective-
ness. The Cross-Language Speech Retrieval (CL-SR) track
at recent CLEF workshops provides a spontaneous speech
test collection with manual and automatically derived meta-
data fields. Using this collection we investigate the com-
parative search effectiveness of individual fields comprising
automated transcriptions and the available metadata. A fur-
ther important question is how transcriptions and metadata
should be combined for the greatest benefit to search accu-
racy. We compare simple field merging of individual fields
with the extended BM25 model for weighted field combi-
nation (BM25F). Results indicate that BM25F can produce
improved search accuracy, but that it is currently important
to set its parameters suitably using a suitable training set.

Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing—Indexing Methods; H.3.3 [Information

Storage and Retrieval]: Information Search and Retrieval

General Terms
Algorithms, Experimentation

Keywords
searching spontaneous speech transcriptions, metadata, data
fusion, field combination

1. INTRODUCTION
Spontaneous speech forms a natural and often almost un-
conscious means of communicating information between in-
dividuals. Increasing archives of digitally recorded sponta-

neous speech are creating new opportunities to access infor-
mation contained in this data. However, retrieving relevant
content presents significant challenges. Previous research in
spoken document retrieval (SDR) for broadcast news, no-
tably the TREC-8 and TREC-9 tasks, has demonstrated
that, when handled appropriately, there is little difference in
retrieval effectiveness between errorful transcriptions gener-
ated using automatic speech recognition (ASR) and a near
accurate1 manual transcription [3]. However, much of this
data is read speech and well defined distinct document units
are generally easily identifiable. Data nearer to spontaneous
speech was used in the Video Mail Retrieval using Voice
(VMR) project [5], where there was degradation in retrieval
performance for automatically indexed data compared to
manual transcriptions, but in this case the manual transcrip-
tions were completely accurate. While the documents in
the VMR collection generally comprise spontaneous speech,
they are still distinct individual documents.

Spontaneous conversational speech, where document bound-
aries are often not well defined, raises a number of new is-
sues for search. The CLEF Cross-Language Speech Retrieval
(CL-SR) uses data from the Malach oral history collection
to explore retrieval of spontaneous speech with significant
conversational elements in the context of cross-language in-
formation retrieval [9]. These collections can of course also
be used to explore monolingual search without the addi-
tional complexities associated with cross-language search.
An interesting feature of this collection is that ASR docu-
ment transcriptions are accompanied by several automati-
cally and manually derived metadata fields. Results from
CLEF workshops held in 2005 and 2006 show that retrieval
effectiveness using only the ASR fields is poor, while using
metadata gives much better performance. It is not however
clear exactly why this is the case, this topic is explored in
more detail in Sections 2 and 3. Retrieval is clearly shown
to be improved by combining metadata fields, with manual
metadata being considerably more useful than automatic
metadata. While the utility of field combination is clear, it
is important to consider how these fields should best be com-
bined for best results, we explore this issue in Section 4 with
specific reference to the BM25 model, based on the analy-
sis in [8], and report experimental results using the CLEF
CL-SR collection in Section 6. Note that while metadata is
clearly important for retrieval of spontaneous speech in the

1Word Error Rate (WER) ≈ 10%.
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case of these CLEF collections, it is not possible to explore
whether it might also improve retrieval effectiveness results
for the earlier SDR tasks reviewed above beyond their al-
ready high values, since comparable metadata fields do not
exist for these collections.

The remainder of this paper is organised as follows: Section
2 discusses the nature of spontaneous conversational speech,
Section 3 examines searching this spontaneous speech and
associated metadata, Section 4 explores issues in field combi-
nation and the BM25F model, Section 5 outlines the CLEF
CL-SR test collections, Section 6 gives our experimental re-
sults and analysis, and finally Section 7 concludes the paper.

2. SPONTANEOUSVS SCRIPTED SPEECH
Unlike more deliberately generated written text communi-
cation or speech read from a script, when speaking sponta-
neously a person will often convey many details in an infor-
mal and unstructured way, and frequently make considerable
use of the context in which they are speaking and the back-
ground of the audience which is being addressed, whether it
be an individual, a business meeting, a class of students or
a general interest grouping.

The degree of genuine spontaneity will depend on the cir-
cumstances in which they are speaking, and their experience
in ensuring that what they say is unambiguous and will not
return to haunt them in the future. Contrast the implica-
tions of a slip of the tongue in a social gathering between
close friends or a business meeting with regular colleagues,
and a live radio or TV interview of a leading politician or a
contract negotiation meeting between companies. In the for-
mer cases perhaps a simple clarification or apology will often
suffice if a slip is made, or perhaps no one will even notice
and the exchange can proceed without interruption, in the
latter cases there may be significant long term implications
of using a certain expression or even implying something un-
intentionally. While the political interview is spontaneous in
the sense that it is not scripted, the interviewer will often
have an agenda of points that they wish to raise and in-
clude sufficient context in their questions and responses to
inform the listener of the topic under discussion, and the
politician will typically respond carefully, for the reasons
stated above. In a social gathering or local business meet-
ing such contextual information will generally be missing
from the exchanges, since the participants are familiar with
each other or the subject under discussion and many details
to not need to be stated. Essentially there is a large degree
of tacit knowledge at play in such exchanges.

Words spoken may make reference to what is known to the
participants to establish or maintain common understand-
ing of the point under discussion, but important words re-
lated to the topics may often be new or very specific ones
important in conveying new information. Such words will
often be outside the vocabulary of an ASR system meaning
that they cannot be recognised correctly, and will therefore
not appear in such automatically generated transcriptions
and in consequence not be available for search. In the case
of ASR transcriptions of spontaneous speech we might well
expect them to contain words with low average specificity
in terms of identifying relevant documents, i.e. recognised
words may appear in a higher average proportion of docu-

ment transcriptions, making it harder to rank relevant doc-
uments reliably. We demonstrate that this can indeed be
the case in Section 6.

For more structured interviews the need to establish the con-
text for listeners will mean that a greater number of topic re-
lated words appear and that these additional words are more
common in the language as a whole. These more common
topics words are more likely to be within the vocabulary of
an ASR system, particularly if it has been adapted to the do-
main of interest. Obviously examining this hypothesis fully
would require access to suitable corpora of accurately tran-
scribed speech. However, if it is found to be even partially
correct, the success of TREC SDR may be to some degree
attributable to these words which can be recognised cor-
rectly, as well as redundancy and term co-occurrence effects.
Searching spontaneous conversational speech may thus be an
intrinsically much more difficult task.

3. SEARCHING SPONTANEOUS SPEECH
These observations potentially have significant implications
for searching of spontaneous conversational as speech. If
the words are not articulated between participants while ex-
pressing an opinion, developing an idea or clarifying some
point, since they are already common knowledge, then search-
ing an audio recording to find material containing content
pertaining to these details is clearly going to present prob-
lems, since many of the obvious search words are just not
present in the speech. This problem would be significant
in itself if the details of the conversations were accurately
transcribed. However, the volume of speech means that it
is only practical to perform transcription using ASR which
inevitably introduces introduces errors arising from various
sources. Thus the issue of the absence of important context
descriptive content in conversational speech is compounded
by the presence of errors in the transcription. As has been
observed previously [3], the issue of transcription errors has
not proven to be a significant problem for searching spoken
segments which can be broken into distinct documents, such
as the easy segmentation of a news broadcast, and which
are scripted to explain the context of the material covered,
again as exemplified by broadcast news stories. However,
conversational speech represents a new search problem com-
bining the previously described problems of the absence of
contextual review, ASR errors and also uncertainty in topic
boundaries, and indeed even the scope of topics within the
data to which boundaries might be assigned. Where there is
a lower density of topic specific words being spoken, recog-
nising individual spoken words correctly becomes more im-
portant. This lack of redundancy means that failure to cor-
rectly recognise individual useful words may have apparently
disproportionately significant implications for retrieval.

In order in facilitate effective search of this errorfully tran-
scribed data where topic boundaries are unclear and which
lacks articulation of much of the associated knowledge, it
would seem obvious to suggest that the content should be
annotated with terms useful for improving search reliability.
The question then arises how should such annotation, or de-
scriptive metadata, be assigned to the speech transcription?
One option obviously is to enter this manually, although
this will often be extremely expensive, and will only be jus-
tified in limited cases. The other option is to seek to assign
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metadata automatically or possibly semi-automatically. The
availability of suitable metadata will depending on the type
of data under consideration.

In the field of education there is growing interest in recording
of lectures. These can then be made available for download
for students for private study to reinforce lectures or distance
learning. Beyond this basic use, lectures recordings are also
potentially a very valuable new resource, since they are often
sources of the lecturers tacit knowledge of a subject which
they fail to include in written materials associated with the
course, or which arise unexpectedly during the lecture, pos-
sibly promoted by questions from the audience. Whilst a
student taking a particular course will be able to identify the
lecture recording that they wish to access, as such archives
grow it will clearly become impractical to search lecture
archives manually. This will be true for small archives in
the case of distance learning students or those searching a re-
mote archive, when the student doesn’t know exactly where
the information they are interested in is located. Thus we
should seek to make lectures searchable. Importantly mak-
ing them searchable also significantly increases their value
as a knowledge source for students wishing to learn about
a subject. The first stage in making a lecture recording
searchable is to transcribe the content using ASR. However,
even after the correct lecture has been located, viewing a
complete lecture takes a considerable amount of time, and
efficiency in locating relevant sections of a lecture can be im-
proved by adding structure to the lecture. Associated with
a lecture there will often be a set of electronic slides.

In previous work we demonstrated that where such slides are
available, even highly errorful lecture transcriptions can be
segmented and assigned to their related slide with a high de-
gree of reliability [4]. Associating relevant manually created
metadata with each section of a noisy lecture transcription
has several positive advantages. Since they are created man-
ually, the contents of the slides are accurate, and since they
are slides designed to support a lecture presentation, they
are likely to contain concise statements of the key points to
be raised in the lecture, and to do so using carefully selected
vocabulary used to describe the topic under discussion. By
contrast the ASR transcription of the lecture will contain
mistakes and will almost certainly fail to recognise impor-
tant domain specific words which are outside the vocabulary
of the ASR system. In addition, the lecturer may fail to
use accepted domain specific vocabulary in their description
while extemporizing on the subject under discussion2. Thus
annotating the transcription with the slides can improve the
indexing and search of this content. Annotating sponta-
neous speech in this way is only possible if there is high
quality descriptive content available that can be associated
with the transcription. The structure of lecture presentation
means that the problem is generally one of alignment within
a limited search space. Other environments will constitute
a much more challenging metadata association task.

While the contents of a formal lecture are generally spon-
taneous, they are not often truly conversational, unless the
lecturer chooses to engage in extensive interaction with the
class. Within education a small group tutorial forms a bet-

2This of course assumes that the lecturer is not reading from
a script!

ter example of a spontaneous conversational speech envi-
ronment. Such sessions may possibly be even more valu-
able than formal lectures. The discussions will be largely
unstructured with many unanticipated comments from the
tutor and the students, with much greater potential for the
expression of ideas that are not available in formal instruc-
tion associated with the course. This environment intro-
duces the problems associated with searching spontaneous
conversational speech discussed earlier. A key question if
the speech is to be augmented with metadata for searching,
where might this metadata come from? Research at IBM has
explored the automated delivery of information associated
with a meeting [1]. The Meeting Miner system performs
live ASR on the audio stream emerging from a meeting,
and analyses the resulting transcription to form questions
or queries to archives related to the meeting, and returns
items from the archive to the participants in an attempt
to provide them with additional information that they may
find useful to enhance their participation in the meeting. In-
formation gathered in this way might potentially be used to
annotate the meeting transcription, to more fully describe
the topic under discussion in the meeting and thus poten-
tially facilitate improved search. The key question here is
whether materials can be chosen with sufficient selectivity
and reliability to give improved search.

4. INFORMATIONRETRIEVALANDFIELD
COMBINATION

Assuming that annotations can be suitably selected, there is
the further important question of how the ASR transcription
might be combined with metadata fields to provide most
effective search. Two methods are typically used to process
documents with multiple fields in retrieval. The simplest
approach is simply to merge all the data for a document
into a single vector losing the document structure, and then
perform standard information retrieval. The alternative is
to perform separate retrieval runs for the individual search
fields, and then form a sum of the resulting ranked lists to
produce a single combined document list for output. In this
latter method, often referred to as data fusion the lists may
be weighted prior to merging.

In this section we examine these methods in more detail
in the context of the BM25 retrieval model [7] based on
the review of this topic and proposed a simple multi-field
extension model (BM25F) appearing in [8].

BM25 is a very successful weighting scheme based on the
probabilistic model of information retrieval. The model was
developed for standard single field documents such as those
used in early TREC ad hoc search tasks. The standard
model does not allow for exploitation of the structure of
multi-field documents. However, as illustrated later, this
approach can lead to problems in term weighting when we
attempt to take account of the field structure in multi-field
documents, due to the nonlinear treatment of within docu-
ment term frequency (tf(i, j)) in the BM25 function.

4.1 The Problem
Consider an unstructured document j belonging to a collec-
tion J , where j can be regarded as a vector
j = {tf(1, j), tf(2, j), . . . , tf(V, j)} where tf(i, j) is the term
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frequency of the i term in j, and V is the total vocabulary.
Documents can be scored against a query using a ranking
function such as BM25, where BM25 is defined as follows,

cw(i, j) =
tf(i, j) × (k1 + 1)

k1((1 − b) + b × ndl(j)) + tf(i, j)
cfw(i),

where

cfw(i) = log
N − n(i) + 0.5

n(i) + 0.5
, (1)

cw(i, j) is the combined term weight of i in j, N = total
number of documents in the collection, n(i) = number of
documents in the collection containing term i, cfw(i) = col-
lection frequency weight, ndl(j) = dl(j)/ave dl = normalised
document length, dl(j) = length of document j, ave dl = av-
erage document length across the collection, and k1 and b
are scalar parameters. The standard document matching
score ms(j, q, J) is computed by summing the cw(i, j) of
terms matching a query q also represented by a vector and
assumed to be unweighted q = {q(1), q(2), . . . , q(V )}.

Consider a collection with a set of field types
T = {1, . . . , f, . . . , K}, e.g. f = 1 ASR transcription, f = 2
assigned keywords, etc, and assum that the fields are non-
repeatable and non-hierarchical.

A structured document j can be written as a vector of fields:
j = {j[1], j[2], . . . , j[k], . . . , j[K]}. Each j[k] can be seen as
a vector of term frequencies (tf(i, j[k]))i=1,...,V similar to a
standard unstructured document. j is thus a matrix, note
any field may be empty for an individual document. Let J

refer to the collection of structured documents. In order to
weight the fields differently, define the field weight vector of
each document as v ∈ RK . Without loss of generality, set
one field weight, e.g. the ASR transcription, equal to 1.

When scoring a structured document for query q we want to
take account of the document contents and the collection,
but also the field structure and the relative weight vector v.
The problem is therefore how to extend a standard ranking
function ms(j, q, J) into a new function ms(j, q,J,v). The
extension model proposed in [8] basically assumes that sim-
ilar words appear in different fields, although probably with
different distributions.

Most modern term weighting functions, including BM25,
have a nonlinear tf(i, j) component. This is desirable since
the information gained on observing a term the first time
in a document is greater than that of each subsequent oc-
currence. In BM25 the term frequency saturates after a
few occurrences, which is fine for simple single field short
documents, such as published new stories, for which it was
originally developed, but may not be so for more complex
“structured” documents. The rate at which the saturation
point is reached is controlled by the k1 factor, and this needs
special consideration for such documents.

The simple linear summation of scores across multiple fields
breaks the nonlinear tf(i, j) relation. For example, for a
query term in a document with metadata ASR tf(i, j[2]) = 2
and tf(i, j[1]) = 1. For a standard unstructured document
these will be combined to give an overall tf(i, j) = 3 in a
single BM25 combined weight for this term i in document j.

If we weight the metadata v[f ] = 2 and the ASR v[f ] = 1.
This should boost the weight of this term somewhat over-
all in the matching score of the document, but not in a
simple linear fashion. The linear combination of scores in
simple data fusion would give a rather higher value than
this, equivalent to an effective tf(i, j) contribution of 2 ×
f(BM25metadata(tf(i, j[1]) = 1)+f(BM25ASR(tf(i, j[2]) =
2), i.e. almost double the expected BM25 tf(i, j) function
value for a single field document. This would mean that a
document matching a single query term over several fields
could score much higher than a document matching several
terms in one field only.

4.2 Developing a Solution
If all the field weights vf are set to 1, it is reasonable that the
document and retrieval result should revert to the unstruc-
tured case (equivalent to merging all the fields). However,
this is not the case with a non-linear tf function with linear
summation of the field scores, i.e.

ms(j, q, J) 6=
X

f

ms(j[f ], q, J)

Instead, we get a score that is very hard to interpret and no
longer satisfies the properties of the original ranking func-
tion. In this case, setting weights becomes a hard problem.

BM25 requires the two parameters k1 and b to be tuned for
each collection to which it is applied. k1 controls the non-
linear tf(i, j) effect, b the effect of length normalization.
The simple linear sum of scores method requires separate
parameters to be set for each field. The values of a field
weight vector v would also have to be set empirically, K−1,
since one field can be set to 1. Thus for BM25 the total
number of tuning parameters to be set is 2K + (K − 1) =
3K − 1.

The method proposed in [8] is based on weighting term fre-
quency combination at indexing time. In doing this it seeks
to modify standard ranking functions to exploit multiple
weighted fields, while satisfying the following requirements:

• preserve term frequency non-linearity which has
been shown repeatedly to improve retrieval performance.

• give a simple interpretation to collection statistics
and to document length incorporating field weights.

• revert to the unstructured case when field weights
are set to 1.

The method combines the term frequencies of the different
fields by forming a linear combination weighted by the cor-
responding field weights,

j
′ =

KX
f=1

vf .j[f ]

and J′ is a new collection of documents. Note that j′ and J′

are both dependent on the values in the field weight vector
v.
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Documents are then scored using the resulting term frequen-
cies,

ms2(j, q,J,v) = ms(j′, q,J′)

In this scenario the term weighting and scoring functions are
applied only once to each document.

From the earlier example, combining the term frequencies
and field weights would give 2 + 2 × 1 = 4, resulting in a
slight boost to the weight of the term in each field, while
term dependence is maintained. The resulting boost is suf-
ficiently small that matching several terms remains more
significant than matching the same individual term in sev-
eral fields. This is equivalent to mapping the structured
document collection into a new unstructured collection with
modified term frequencies.

Although developed for BM25, this method is generally ap-
plicable for different ranking functions for non-structured
documents. However, the benefits of using it may vary for
different functions.

A few issues of interpretation need to be considered in the
case of the extended multi-field BM25 model.

Document Length. There are various different ways of count-
ing the document length. The simplest is to count the num-
ber of words in the document, considering only those words
that are indexed. Thus the length of the document is the
sum of the term frequencies. This definition applies natu-
rally to the modified documents of J ′: the modified term
frequencies are simply summed.

k1 and b. Since the merging method substantially changes
the tf(i, j) values, it can also be expected to change the
optimal value of k1. [8] proposes a method for estimatiing k1

and b based on values derived empirically for an unweighted
merged collection. However, in experiments we found this
approach to be unreliable and instead set them empirically
for the each modified weighted collection itself.

5. CLEF CL-SR TEST SET
This section summaries the design and features of the CLEF
CL-SR test collections, further detail is contained in the orig-
inal track report [9]. The collection is based on digitized
interviews with Holocaust survivors, witnesses and rescuers
made by the Survivors of the Shoah Visual History Foun-
dation (VHF). A very large collection (116,000 hours) of
interviews was collected. One 10,000 hour subset of this col-
lection was extensively annotated. A project funded by the
U.S. National Science Foundation focused on Multilingual
Access to Large Spoken Archives (MALACH) has produced
ASR systems for this collection to foster research on access
to spontaneous conversational speech [2].

5.1 Document Test Set and Related Metedata
The objective of a ranked retrieval system is to sort a set
of “documents” in decreasing order likelihood of relevance.
This makes the implicit assumption that clearly defined doc-
ument boundaries exist. The nature of oral history inter-

views means that document boundaries are less clearly de-
fined. The average VHF interview lasts more than 2 hours.
It is not realistic to browse spoken units of this size spo-
ken. Therefore it is more useful to retrieve relevant pas-
sages rather than entire interviews. The annotated 10,000
hour subset of the VHF collection is provided manually seg-
mented by subject matter experts into topically coherent
segments. Segments from these recordings were selected as
the “documents” for the CLEF 2005 and CLEF 2006 CL-SR
evaluations.

The document set used for the CLEF evaluations was se-
lected as follows. Roughly 10% of the dataset, compris-
ing 403 interviews (totaling roughly 1,000 hours of English
speech) were selected. Of these interviews, portions of 272
were digitized and processed by two ASR systems for the
CLEF 2005 CL-SR test collection. A total of 183 of these are
complete interviews; for the other 89 interviews ASR results
were available for at least one, but not all, of the 30-minute
tapes on which the interviews were originally recorded. Fi-
nally, some further sections involving brief discussion of vi-
sual objects were eliminated from the collection. The re-
sulting test collection comprised 8,104 segments from 272
interviews totaling 589 hours of speech. Thus each segment
(“document”) has an average duration of about 4 minutes
(503 words) of recognized speech. A collection of this size is
very small from the perspective of contemporary text infor-
mation retrieval experiments, such as those as TREC, but is
comparable to the 550 hour broadcast news collection used
in the TREC 8 and TREC 9 SDR evaluations [3]. For the
retrieval evalation each segment was uniquely identified by
a DOCNO based on the recording from which it was taken.

For each segment a number of fields, including the ASR
transcriptions, were created by VHF subject matter experts
while viewing the interviews. The following fields were in-
cluded in the test collection:

• NAME: contains the names of persons other than the
interviewee that are mentioned in the segment.

• MANUALKEYWORDS: The MKW field contains the-
saurus descriptors selected manually from a large the-
saurus that was constructed by VHF. Two types of
keywords are present, but not distinguished: (1) key-
words that express a subject or concept; and (2) key-
words that express a location, often combined with
time in one pre-coordinated keyword. On average about
5 manually thesaurus descriptors were manually as-
signed to each segment, at least one of which was
typically a pre-coordinated location-time pair (usually
with one-year granularity)

• SUMMARY: contains a three-sentence summary in which
a subject matter expert used free text in a structured
style to address the following questions: who? what?
when? where?

The following fields were generated fully automatically by
systems that did not have access to the manually assigned
metadata for any interview in the test collection. These
fields can therefore be used to explore the potential of dif-
ferent techniques for automated processing:
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• ASRTEXT fields contain words produced by an ASR
system. The speech was automatically transcribed by
ASR systems developed at the IBM T. J. Watson Re-
search Center. For CLEF 2005, two ASR transcrip-
tions were generated. The ASRTEXT2004A field con-
tains a transcription using the best available ASR sys-
tem, for which an overall mean word error rate (WER)
of 38% and a mean named entity error (NEER) rate
of 32% was computed over portions of 15 held-out in-
terviews. The recognizer vocabulary for this system
was primed on an interview-specific basis with per-
son names, locations, organization names and country
names mentioned in an extensive pre-interview ques-
tionnaire. The ASRTEXT2003A field contains a tran-
scription generated using an earlier system for which
a mean WER of 40% and a mean NEER of 66% was
computed using the same held-out data. The ASR-
TEXT2006A ASR field was created for CLEF 2006
with mean word error rate of 25%. This was not
available for all segments, where the ASRTEXT2004A
field was inserted instead to form the ASRTEXT2006B
field, further details are contained in [6].

• Two AUTOKEYWORD fields contain thesaurus de-
scriptors, automatically assigned by using text clas-
sification techniques. The AUTOKEYWORD2004A1
(AKW1) field contains a set of thesaurus keywords
that were assigned automatically using a k-Nearest
Neighbor (kNN) classifier using only words from the
ASRTEXT2004A field of the segment; the top 20 key-
words are included. The classifier was trained using
data (manually assigned thesaurus keywords and man-
ually written segment summaries) from segments that
are not contained in the CL-SR test collection. The
AUTOKEYWORD2004A2 (AKW2) field contains a
set of thesaurus keywords that were assigned in a man-
ner similar to those in the AKW1, but using a differ-
ent kNN classifier that was trained (fairly) on differ-
ent data; the top 16 concept keywords and the top 4
location-time pairs (i.e., the place names mentioned
and associated dates) were included for each segment.

5.2 Topics and Relevance Assessment
For the CLEF 2005 CL-SR task, a total of 75 requests felt
to be representative of the form and subjects real search re-
quests were selected from those created by users of the VHF
collection. These were formed into standard TREC style
topic statements consisting of a title, a short description
and a narrative. Only topics for which relevant segments
exist can be used as a basis for comparing the effectiveness
of ranked retrieval systems. The developers sought to choose
a set of topics and interviews for which the number of rele-
vant segments was likely to be sufficient to yield reasonably
stable estimates of mean average precision (30 relevant seg-
ments was chosen as the target, but considerable variation
was allowed). A total of 12 topics were excluded, 6 because
the number of relevant documents turned out to be too small
to permit stable estimates of mean average precision (fewer
than 5) or so large (over 50% of the total number of judg-
ments) that the exhaustiveness of the search-guided assess-
ment process used was open to question. The remaining 6
topics were excluded because relevance judgments were not
ready in time for release as training topics and they were

not needed to complete the set of 25 evaluation topics. The
63 topics developed in CLEF 2005 were thus available as a
training set for CLEF 2006. 30 additional topics were cre-
ated for the CLEF 2006 task. These were combined with 12
topics developed in 2005, but for which relevance data was
not released, to form a test topic set of 42 topics. Following
analysis of the results of participants submission 33 topics
from the 42 topic released as the test set were selected as the
2006 evaluation set. Full details of the topics and relevance
assessment procedures adopted are given in [9] and [6].

6. EXPERIMENTAL INVESTIGATION
In this section we give experimental retrieval results for the
individual metadata fields of the CLEF CL-SR task and give
some analysis of these results, and then report results for
experiments combining ASR transcriptions and metadata
fields. The basis of our experimental system is the City
University research distribution version of the Okapi system
[7]. The documents and search topics are processed to re-
move stopwords from a standard list of about 260 words,
suffix stripped using the Okapi implementation of Porter
stemming and terms are indexed using a small standard set
of synonyms. None of the indexing procedures were adapted
for the CLEF CL-SR test collections. All experiments are
for the 63 English language training topics from CLEF 2006
using the combined TD topic fields3. k1 and b were tuned
empirically for each experiment. Standard Okapi pseudo rel-
evance feedback (PRF) [7] is used in all cases with an em-
pirically determined upweighting of the original topic terms
in each case. Results here thus represent an upper bound on
expected performance for this system. The following met-
rics are shown: Recall in terms of total number of relevant
documents retrieved for topics, standard TREC mean aver-
age precision (MAP), and precision at rank cutoffs of 5, 10
and 30.

6.1 Individual Field Retrieval Runs
Table 1: Retrieval results for individual document

fields with CLEF 2005 CL-SR test topics.

Recall MAP P5 P10 P30
MKW 2274 0.225 0.444 0.381 0.296
Summary 2157 0.234 0.422 0.384 0.285
ASR2006B 1488 0.071 0.215 0.200 0.131
AKW1 1451 0.047 0.149 0.138 0.106
AKW2 625 0.039 0.102 0.094 0.064

Table 1 shows retrieval results for individual fields4. Look-
ing at these results for individual fields we can observe a
number of interesting points. The good result for the Sum-
mary field is perhaps not surprising since these descriptions
are constructed manually by domain experts. However, the
result for MKW is only slightly lower. Our indexed MKW
fields had an average of about 22 terms, similar to the num-
ber of terms in each of the AKW fields. This indicates that
if a set of keywords related to the specific contents of a docu-
ment can be assigned, then useful retrieval performance can

3The CLEF 2006 test set was not used since it is in use as
test data in CLEF 2007
4No result is shown for the Name field since it is empty for
many documents
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be achieved without the need for extensive manual descrip-
tions. Retrieval performance based on the ASR and AKW1
and AKW2 fields is much lower. Without access to full
accurate transcriptions of the speech and AKWs assigned
based on such transcriptions, it is not clear to what extent
poor retrieval performance is due only to errors in the ASR
transcriptions, and consequentially the assigned keywords.
Or the extent to which the failure of important words to
be articulated in the speech at all, means that even with
perfect transcription relevant documents cannot be reliably
retrieved at high ranks. However, even without this infor-
mation we can perform some interesting analysis of spoken
transcriptions in relation to indexing and search.

Table 2: Term occurrence statistics for TREC 8 and

TREC 9 SDR Text and Speech collections.

Text Speech
No. of Unique Terms 78611 23316
Terms n(i) = 1 46626 4444
Terms n(i) > 1 31985 18872

One interesting feature to consider is the coverage of the
vocabulary appearing in spoken documents against the vo-
cabulary of the ASR system. There is no ground truth of
the contents of CLEF CL-SR collections. However, we per-
formed an analysis of the vocabulary of the spoken document
collection used for the TREC-8 SDR task [3]. This data
set comprises around 22,000 broadcast news documents. A
baseline ASR transcription is provided along with a rough
manual transcription of the data. The results of this analysis
are shown in Table 2. It can be seen that the total number
of unique terms appearing in the ASR transcription is about
one third of those appearing in a manual transcription, while
the vocabulary of the manual transcriptions is somewhat in-
flated by the presence of typos which will not be present
in the ASR transcription, there is a clear trend. While the
frequency of many of these additional terms in the manual
transcription is very low, the data associated with speech
segments must be mapped to within-vocabulary words, and
evidence suggests that this set of words is drawn from a sub-
set of the recognition vocabulary of the ASR system. This
means that the frequency of recognised words will be higher
in the ASR transcriptions than in accurate transcriptions.
While the OOV rate is overall probably less than 10% for the
ASR system in this news domain, a great many rare words
are missing from the transcription, either because they are
outside the vocabulary, or because the ASR system is“reluc-
tant” to use them, possibly because of problems in statistical
estimation in the language model associated with rare words
in the training set. Whatever the reason for this, their ab-
sence from the transcription means they are not available
for search.

The BYBLOS recognition system used to generate this tran-
scription is quite well suited to the data to be recognised.
Given the training of the ASR used to generate the CL-
SR transcriptions described in Section 5.1, while the TREC
SDR corpus is read rather than spontaneous speech, a sim-
ilar trend is likely to occur for the ASR output of sponta-
neous speech in terms of vocabulary coverage in terms of
vocabulary coverage.

Table 3: Average cfw(i) and topic coverage values

for CLEF 2006 CL-SR Title field. Total no of non-

stopword terms = 74.

Terms
Field Mean Std Dev Present
MKW 5.24 1.76 48
Summary 6.47 1.89 66
ASR2006B 5.35 1.57 66
AKW1 4.17 2.02 47
AKW2 4.23 2.64 39

Table 4: Results for combination of ASR2006B with

various metadata fields.

Recall MAP P5 P10 P30
+AKW1 Unwgt 1584 0.077 0.248 0.219 0.144

Wgt 1641 0.086 0.254 0.237 0.156
+AKW2 Unwgt 1665 0.086 0.238 0.210 0.149

Wgt 1663 0.088 0.244 0.211 0.140
+AKW1 Unwgt 1717 0.092 0.241 0.233 0.157
+AKW2 Wgt 1778 0.097 0.264 0.221 0.164
+MKW Unwgt 2129 0.225 0.417 0.370 0.273

Wgt 2334 0.255 0.432 0.419 0.313
+SUMM Unwgt 2166 0.213 0.415 0.363 0.270

Wgt 2252 0.242 0.454 0.405 0.292

Given that we expect many rare search terms will be miss-
ing from the ASR transcriptions, we might expect that the
terms which do appear will have lower discriminative ability,
i.e. lower than expected cfw(i) values. Table 3 shows mean
and standard deviation cfw(i) values for the document fields
calculated for non-stopwords in the Title field of the CLEF
2006 CL-SR topics with non-zero cfw(i) values. It can be
seen that mean cfw(i) values for the ASR fields are lower
than for the Summary field, both of which have the same
coverage of the search terms. The keyword fields have signif-
icant numbers of topic search terms missing. We can again
see that the mean cfw(i) value for manual MKW fields is
higher than those for the AKW fields. While the differences
in cfw(i) values may not appear large, these actually corre-
spond to very large variations in the numbers of document
in which a search term appears. Thus we can see that man-
ual fields have greater discrimination than the automatically
generated ones.

6.2 Field Combination Experiments
We now report results for merging of the ASR transcrip-
tion field with metadata fields as described in Section 4.
Table 4 shows combination of the automatically generated
ASR2006B field with AKW1, AKW2, AKW1 and AKW2,
MKW and Summary fields. Two combination schemes are
compared in this experiment: simple merging of the fields
and weighted field merging using BM25F. The field weights
for the weighted runs and BM25 parameters were based on
training using the CLEF 2005 data sets. Fields weights
are based on the relative average precisions for the individ-
ual fields on the training set. Weights were set as follows:
ASR2006B times 2, AKW1 times 1, AKW2 times 1, MKW
times 4, and Summary times 4. A number of observations
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can be made about these results. Use of BM25F by weight-
ing the fields improves retrieval performance with respect
to all metrics in nearly all cases. Comparing with the re-
sults for the individual fields in Table 1 it can be seen that
the weighted combination results are in all cases better than
those of any one of the individual component fields. Similar
comparison reveals simple merge of ASR2006A with either
the MKW or Summary field reduces performance compared
to the individual manual fields, while simple combination of
the automated fields still produces an improvement in ef-
fectiveness compared to individual fields, albeit a small one
than with the weighted combination. The improvement in
effectiveness for MKW and Summary when using weighted
combination with ASR2006B is interesting since it indicates
that while the transcription is noisy, it is still able to con-
tribute useful information does not appear in the manual
fields. These results should be treated with some caution
since the parameters have been optimised for the individual
runs on the test collection. We will be conducting further
evaluations of field combination scenarios as part of our par-
ticipation in the CLEF 2007 CL-SR track, and it will be
interesting to see whether the trends retrieval effectiveness
observed in this paper in are preserved for a set of search
topics for which the algorithms have not been tuned.

7. CONCLUSIONS
Searching spontaneous conversation speech is a challenging
problem raising more significant research challenges than
earlier work on retrieval from read speech news collections.
This paper has explored some of these problems, and exam-
ined the potential utility of related metadata to spoken con-
tent to enhance search effectiveness. We then examined the
issue of field combination in multi-field documents. Exper-
imental results using the CLEF CL-SR data sets illustrate
that combination of ASR transcripions with metadata fields
can enhance retrieval effectiveness. Further work is required
in examining data combination for search, if performance
on unseen search topics is to be made reliable. Examination
of cfw(i) values for automatically and manually fields show
that automatic fields have lower term specificity indicating
that this is one of the reasons for poor document ranking
using these features.

Overall the results indicate that spontaneous speech search
can benefit from the use of high quality metadata. Gen-
erating manual metadata is time consuming and expensive,
although as demonstrated in our experiments it can be much
more effective that automatically generated material. A re-
search challenge then is to improve the quality of automati-
cally generated metadata. In some domains, such as educa-
tion, useful metadata is often easily available and relatively
simple to associate with spoken content, in other domains,
automatically locating and assigning precise metadata to as-
sociate with spoken segments for search will prove very chal-
lenging.
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