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#### Abstract

Ontology-based data access (OBDA) is widely accepted as an important ingredient of the new generation of information systems. In the OBDA paradigm, potentially incomplete relational data is enriched by means of ontologies, representing intensional knowledge of the application domain. We consider the problem of conjunctive query answering in OBDA. Certain ontology languages have been identified as FO-rewritable (e.g., DL-Lite and sticky-join sets of TGDs), which means that the ontology can be incorporated into the user's query, thus reducing OBDA to standard relational query evaluation. However, all known query rewriting techniques produce queries that are exponentially large in the size of the user's query, which can be a serious issue for standard relational database engines. In this paper, we present a polynomial query rewriting for conjunctive queries under unary inclusion dependencies. On the other hand, we show that binary inclusion dependencies do not admit polynomial query rewriting algorithms.


## 1 Introduction

Ontology-based data access (OBDA) $[9,12,18]$ has recently emerged as an important ingredient of the new generation of information systems. OBDA is required in those cases where data, stored in relational databases, is regarded as potentially incomplete, and so is supplemented by ontologies describing the background knowledge of the application domain. In logical terms, OBDA involves the following reasoning problem:

QA $(D, \Sigma, q)$ : given a database instance $D$, an ontology $\Sigma$ and a query $q(\boldsymbol{x})$, find all certain answers $\boldsymbol{a}$ to $q(\boldsymbol{x})$ in $D$ under $\Sigma$.

In other words, the task is to check, given a tuple $\boldsymbol{a}$, whether $\mathcal{I} \models q(\boldsymbol{a})$ for every model $\mathcal{I}$ of $(D, \Sigma)$. The OBDA paradigm can be viable in practice only if its efficiency is comparable with the efficiency of standard database query evaluation, where data complexity was identified as a proper efficiency measure [22]. This idea lies behind the $D L$-Lite family of description logics, designed with the aim of OBDA $[7,8]$, and the DL-Lite-based OWL $2 Q L$ profile of the OWL 2 Web Ontology Language. Its distinctive feature is that 'in OWL 2 QL, conjunctive query answering can be implemented using conventional relational database
systems. Using a suitable reasoning technique, sound and complete conjunctive query answering can be performed in LogSpace with respect to the size of the data' (www.w3.org/TR/owl2-profiles). In fact, in OWL 2 QL, conjunctive query answering is in $\mathrm{AC}^{0}$ for data complexity, and this problem is first-order rewritable in the sense that $\mathrm{QA}(D, \Sigma, q)$ can be reduced to the query evaluation problem $\operatorname{QE}\left(D, q^{\prime}\right)$, where the query $q^{\prime}$ does not depend on $D$.

Recently, other families of languages generalising $D L$-Lite and featuring firstorder rewritability have emerged: linear Datalog $\pm$ [5], sticky-join sets of TGDs (tuple-generating dependencies) [6], atomic-hypothesis and domain-restricted $\forall \exists$-rules [4]. From the complexity-theoretic point of view, all these languages are perfectly suitable for OBDA. On the more practical side, there is a number of different query rewriting algorithms, which have been implemented in such systems as QuOnto [1, 19], REQUIEM [17], Presto [21] and Nyaya [10]. However, in all of these algorithms, the size of the rewritten query $q^{\prime}$, posed to the database system, can be $\mathcal{O}\left((|\Sigma| \cdot|q|)^{|q|}\right)$ in the worst case.

In this paper, we try (1) to clarify whether the exponential blow-up in the size of the rewritten query is inevitable, and (2) to identify languages for which polynomial rewritings are possible. We concentrate on the language of inclusion dependencies, covering $D L$-Lite and $O W L 2 Q L$. In Section 3, we give a polynomial rewriting of conjunctive queries under unary inclusion dependencies. This result improves on the polynomial rewriting from [13], which reduces $\mathrm{QA}(D, \Sigma, q)$ to $\mathrm{QE}\left(D+a u x, q^{\prime}\right)$, where $a u x$ is a set of fresh constants encoding the canonical model of $(D, \Sigma)$. Note also the recent polynomial reduction [11] of $\mathrm{QA}(D, \Sigma, q)$ to $\mathrm{QE}\left(D+\{0,1\}, q^{\prime \prime}\right)$, which uses two fresh constants 0,1 and works for the extension Datalog $\pm$ of OWL 2 QL (see Remark 1). In Section 4, we show that unary inclusion dependencies are near the border separating the languages with polynomial rewritings by proving that no polynomial-time algorithm can produce a query rewriting under binary inclusion dependencies.

## 2 Preliminaries

A relational schema $\mathcal{R}$ is a set of relational symbols (predicates), each associated with its arity. The ontology language we consider in this paper consists of inclusion dependencies, which can be thought of as sentences (in the first-order language of similarity type $\mathcal{R}$ ) of the form

$$
\forall \boldsymbol{x}\left(\exists \boldsymbol{y} P_{1}\left(u_{1}, \ldots, u_{n}\right) \rightarrow \exists \boldsymbol{z} P_{2}\left(v_{1}, \ldots, v_{m}\right)\right),
$$

where $P_{1}$ is an $n$-ary predicate in $\mathcal{R}, P_{2}$ an $m$-ary predicate in $\mathcal{R}$, all the variables $u_{i}\left(\right.$ and $\left.v_{i}\right)$ are pairwise distinct and $\boldsymbol{x}=\left\{u_{1}, \ldots, u_{n}\right\} \backslash \boldsymbol{y}=\left\{v_{1}, \ldots, v_{m}\right\} \backslash \boldsymbol{z}$. An inclusion dependency is called unary if $\boldsymbol{x}$ is a singleton. A database instance $D$ is a set of ground atoms. We use the standard model-theoretic notions and notation. Thus, if $\mathcal{I}$ is a first-order structure, $\Sigma$ a set of inclusion dependencies and $D$ a database instance then $\mathcal{I} \models(D, \Sigma)$ means that all formulas in $D$ and $\Sigma$ are true in $\mathcal{I}$; in this case $\mathcal{I}$ is called a model of $(D, \Sigma)$.

A conjunctive query (CQ) $q(\boldsymbol{x})$ is a first-order formula $\exists \boldsymbol{y} \varphi(\boldsymbol{x}, \boldsymbol{y})$, where $\boldsymbol{x}$ and $\boldsymbol{y}$ are vectors of variables and $\varphi$ is constructed, using only $\wedge$, from atoms of the form $P\left(t_{1}, \ldots, t_{n}\right)$, with $P$ being an $n$-ary predicate and $t_{i}$ a term (an individual name or variable from $\boldsymbol{x}$ or $\boldsymbol{y}$ ). Given a database instance $D$, we use $\operatorname{Ind}(D)$ to denote the set of constants in $D$. A tuple $\boldsymbol{a} \subseteq \operatorname{Ind}(D)$ is a certain answer to $q(\boldsymbol{x})$ over $(D, \Sigma)$ if $\mathcal{I} \models q[\boldsymbol{a}]$ for all models $\mathcal{I}$ of $(D, \Sigma)$; in this case we write $(D, \Sigma) \models q[\boldsymbol{a}]$. To simplify notation, we will often identify $q$ with the set of its atoms; term $(q)$ is the set of terms in $q$.

We are interested in data-independent reductions of the query answering problem $\mathrm{QA}(D, \Sigma, q)$, where $q$ is a CQ and $\Sigma$ a finite set of unary inclusion dependencies, to the query evaluation problem $\operatorname{QE}\left(D, q^{\prime}\right)$, where $q^{\prime}$ is a (not necessarily conjunctive) query over $D$. More precisely, $q^{\prime}(\boldsymbol{x})$ is an $F O$-rewriting of $q(\boldsymbol{x})$ under $\Sigma$ if, for any database instance $D$ and any tuple $\boldsymbol{a} \subseteq \operatorname{Ind}(D)$, we have $(D, \Sigma) \models q[\boldsymbol{a}]$ iff $D \models q^{\prime}[\boldsymbol{a}]$.

## 3 Polynomial Rewriting

Let $\Sigma$ be a set of unary inclusion dependencies. Each dependency in $\Sigma$ can be regarded as a formula of the form

$$
\forall x\left(\pi_{j} P_{1}\left(u_{1}, \ldots, u_{n}\right) \rightarrow \pi_{k} P_{2}\left(v_{1}, \ldots, v_{m}\right)\right)
$$

where $x=u_{j}=v_{k}$, and $\pi_{j}$ and $\pi_{k}$ denote projections onto the $j$-th and $k$-th argument, respectively:

$$
\begin{aligned}
& \pi_{j} P_{1}\left(u_{1}, \ldots, u_{n}\right)=\exists u_{1}, \ldots, u_{j-1}, u_{j+1}, \ldots, u_{n} P_{1}\left(u_{1}, \ldots, u_{n}\right) \\
& \pi_{k} P_{2}\left(v_{1}, \ldots, u_{m}\right)=\exists v_{1}, \ldots, v_{k-1}, v_{k+1}, \ldots, v_{m} P_{2}\left(v_{1}, \ldots, v_{m}\right)
\end{aligned}
$$

First we observe that answering conjunctive queries under unary inclusion dependencies can be polynomially reduced to the case where the language does not contain predicates of arity greater than 2 . Indeed, for each $n$-ary predicate $R$ with $n>2$, we can introduce $n$ binary predicates $R_{1}, \ldots, R_{n}$, replace each $\pi_{k} R\left(x_{1}, \ldots, x_{n}\right)$ in $\Sigma$ with $\exists y R_{k}\left(x_{k}, y\right)$ and add the following unary inclusion dependencies:

$$
\forall y\left(\exists x_{i} R_{i}\left(x_{i}, y\right) \rightarrow \exists x_{j} R_{j}\left(x_{j}, y\right)\right), \quad 1 \leq i \neq j \leq n
$$

Let $\Sigma^{\prime}$ be the resulting set of unary inclusion dependencies. We also need to modify $D$ accordingly: for each atom $R\left(a_{1}, \ldots, a_{n}\right) \in D$, take a fresh constant $a_{R\left(a_{1}, \ldots, a_{n}\right)}$, replace the atom with $R_{i}\left(a_{i}, a_{R\left(a_{1}, \ldots, a_{n}\right)}\right)$, for $1 \leq i \leq n$, and denote the result by $D^{\prime}$. Finally, given a conjunctive query $q$, let $q^{\prime}$ be the result of replacing each $R\left(t_{1}, \ldots, t_{n}\right)$ in $q$ with the conjunction $\exists y\left(\bigwedge_{i=1}^{n} R_{i}\left(t_{i}, y\right)\right)$. It is not hard to see that $(D, \Sigma) \models q[\boldsymbol{a}]$ iff $\left(D^{\prime}, \Sigma^{\prime}\right) \models q^{\prime}[\boldsymbol{a}]$, for any $\boldsymbol{a} \subseteq \operatorname{lnd}(D)$.

To simplify presentation, from now on we only deal with unary inclusion dependencies over unary and binary relations, i.e., inclusion dependencies

$$
\forall x\left(\psi_{1}(x) \rightarrow \psi_{2}(x)\right)
$$

where $\psi_{1}$ and $\psi_{2}$ are formulas of the form $A(x), \exists y P(x, y)$ or $\exists y P(y, x)$. To make notation more convenient, we often denote $P(y, x)$ (in both queries and dependencies) by $P^{-}(x, y)$. We will call $P$ and $P^{-}$the two directions of binary predicate $P$.

### 3.1 Canonical Model (Chase)

As inclusion dependencies are in essence Horn clauses, for any $(D, \Sigma)$, there is a structure $\mathcal{U}_{D, \Sigma}$ such that, for all conjunctive queries $q(\boldsymbol{x})$ and $\boldsymbol{a} \subseteq \operatorname{Ind}(D)$, we have $(D, \Sigma) \models q[\boldsymbol{a}]$ iff $\mathcal{U}_{D, \Sigma} \models q[\boldsymbol{a}]$. The structure $\mathcal{U}_{D, \Sigma}$, called the canonical model (chase) of $(D, \Sigma)$, is constructed as follows. For each direction of a binary predicate $P$ in $\mathcal{R}$, we introduce fresh symbols $c_{P}$ and $c_{P^{-}}$, and call them the witnesses for $\exists y P(x, y)$ and $\exists y P^{-}(x, y)$, respectively. (In the case of $k$-ary $R$, one would have to consider $k$ distinct witnesses $c_{R, i}$, for $1 \leq i \leq k$.) A path generated by $a \in \operatorname{Ind}(D)$ under $\Sigma$ is a finite sequence $a c_{R_{1}} \cdots c_{R_{n}}, n \geq 0$, such that

$$
a \sim_{D, \Sigma} c_{R_{1}} \sim_{D, \Sigma} \cdots \sim_{D, \Sigma} c_{R_{n}},
$$

where $\sim_{D, \Sigma}$ is the generating relation defined as follows, for $1 \leq i<n$ :
$\left(\mathbf{C}_{0}\right) a \sim_{D, \Sigma} c_{R_{1}}$ if $(D, \Sigma) \models \exists y R_{1}(a, y)$ and $D \not \vDash \exists y R_{1}(a, y)$;
$\left(\mathbf{C}_{1}\right) c_{R_{i}} \sim_{D, \Sigma} c_{R_{i+1}}$ if $\Sigma \models \forall x\left(\exists y R_{i}^{-}(x, y) \rightarrow \exists y R_{i+1}(x, y)\right)$ and $R_{i}^{-} \neq R_{i+1}$.
(A path $a c_{R_{1}} \cdots c_{R_{n}}$ generated by $a$ can be thought of as a labelled null constructed from $a$ by the sequence $c_{R_{1}}, \ldots, c_{R_{n}}$.) Denote by path ${ }_{\Sigma}(a)$ the set of all paths generated by $a \in \operatorname{Ind}(D)$ under $\Sigma$, and by tail $(\sigma)$ the last element in such a path $\sigma$. Now, the canonical model $\mathcal{U}_{D, \Sigma}$ with domain $\Delta^{\mathcal{U}_{D, \Sigma}}$ is defined by taking:

$$
\begin{aligned}
\Delta^{\mathcal{U}_{D, \Sigma}}= & \bigcup_{a \in \operatorname{lnd}(D)} \operatorname{path}_{\Sigma}(a), \\
a^{\mathcal{U}_{D, \Sigma}}= & a, \text { for all } a \in \operatorname{Ind}(D), \\
A^{\mathcal{U}_{D, \Sigma}}= & \{a \in \operatorname{lnd}(D) \mid(D, \Sigma) \models A(a)\} \cup \\
& \left\{\sigma \mid \operatorname{tail}(\sigma)=c_{R} \text { and } \Sigma \models \forall x\left(\exists y R^{-}(x, y) \rightarrow A(x)\right)\right\}, \\
P^{\mathcal{U}_{D, \Sigma}}= & \{(a, b) \in \operatorname{lnd}(D) \times \operatorname{lnd}(D) \mid(D, \Sigma) \models P(a, b)\} \cup \\
& \left\{\left(\sigma, \sigma \cdot c_{P}\right) \mid \operatorname{tail}(\sigma) \sim_{D, \Sigma} c_{P},\right\} \cup\left\{\left(\sigma \cdot c_{P^{-}}, \sigma\right) \mid \operatorname{tail}(\sigma) \sim_{D, \Sigma} c_{P-}\right\} .
\end{aligned}
$$

### 3.2 Tree Witnesses

Let $\mathrm{C}_{\mathcal{R}}$ be the set of all witnesses $c_{P}$ and $c_{P-}$ for binary predicates $P$ in $\mathcal{R}$, and $\mathrm{C}_{\mathcal{R}}^{*}$ the set of all finite words over $\mathrm{C}_{\mathcal{R}}$ (including the empty word $\varepsilon$ ). We use $\operatorname{tail}(\sigma)$ to denote the last element of $\sigma \in \mathrm{C}_{\mathcal{R}}^{*} \backslash\{\varepsilon\}$; by definition, $\operatorname{tail}(\varepsilon)=\varepsilon$.

Consider a conjunctive query $q(\boldsymbol{x})$. Without loss of generality, we will assume that (the primal graph of) $q$ is connected. Let $R$ be a direction $P$ or $P^{-}$for a binary predicate $P$ in $\mathcal{R}$ and $t$ a term in $q$. A partial function $f$ from term $(q)$ to $\mathrm{C}_{\mathcal{R}}^{*}$ is called a tree witness for $(R, t)$ in $q$ (cf. [13]) if the following conditions hold:
$-f(t)=\varepsilon$,

- for all atoms $S\left(s, s^{\prime}\right) \in q$ with $f(s)$ defined, we have

$$
f\left(s^{\prime}\right)= \begin{cases}c_{R}, & \text { if } f(s)=\varepsilon \text { and } S=R \\ \sigma, & \text { if } f(s)=\sigma \cdot c_{S^{-}} \\ f(s) \cdot c_{S}, & \text { if } f(s) \neq \varepsilon \text { and } \operatorname{tail}(f(s)) \neq c_{S^{-}}\end{cases}
$$

- the domain of $f$ is minimal with respect to set-theoretic inclusion.

By definition, if a tree witness for $(R, t)$ exists then it is unique; in this case we denote it by $f_{R, t}$ and use $\operatorname{dom} f_{R, t}$ for the domain of $f_{R, t}$. Note that even if $q$ contains no atom of the form $R\left(t, t^{\prime}\right)$, the tree witness for $(R, t)$ exists and $f_{R, t}(t)=\varepsilon$. Denote by $\left.q\right|_{R, t}$ the set of atoms of $q$ whose terms are in dom $f_{R, t}$. If $\left.q\right|_{R, t}$ is regarded as a query, we assume that all of its variables are free.

Informally, a tree witness $f_{R, t}$ has root $t$ and direction $R$, and describes the situation when $t$ is mapped to a database instance constant $a$ such that the type of $a$ in the canonical model requires an $R$-successor but the database instance does not provide it; cf. ( $\mathbf{C}_{0}$ ). In this case, the only choice for mapping every $t^{\prime}$ in $R\left(t, t^{\prime}\right) \in q$ is $a c_{R}=a \cdot f_{R, t}\left(t^{\prime}\right)$. Further, every $t^{\prime \prime}$ in $S\left(t^{\prime}, t^{\prime \prime}\right) \in q$ has to be mapped to $a c_{R} c_{S}=a \cdot f_{R, t}\left(t^{\prime \prime}\right)$ provided that $S \neq R^{-}$; however, if $S=R^{-}$ then $t^{\prime \prime}$ can only be mapped to $a$, which reflects the fact that $a c_{R}$ has a single $R^{-}$-successor $a$ in the canonical model.

Example 1. To illustrate, consider the CQ

$$
q=\left\{T\left(y_{0}, y_{1}\right), S\left(y_{1}, y_{0}\right), R\left(y_{1}, y_{2}\right), S\left(y_{2}, y_{3}\right), S\left(y_{4}, y_{3}\right)\right\}
$$

The tree witnesses for $\left(R, y_{1}\right)$ and $\left(S, y_{4}\right)$ in $q$ exist and are as depicted below:


On the other hand, for $\left(S, y_{1}\right)$ and $\left(T^{-}, y_{1}\right)$, tree witnesses do not exist (because $y_{1}$ is part of the cycle).

If a term $s$ is such that $f_{R, t}(s)$ is defined and $f_{R, t}(s) \neq \varepsilon$, then a tree witness exists for $s$ and any direction $S$ for which $\operatorname{tail}\left(f_{R, t}(s)\right) \neq c_{S^{-}}$; moreover, the tree witness for $(S, s)$ is 'included' in the tree witness for $(R, t)$. In the example above, the existence of a tree witness for $\left(R, y_{1}\right)$ implies that a tree witness for ( $S, y_{2}$ ) exists since $f_{R, y_{1}}\left(y_{2}\right)=c_{R} \neq c_{S^{-}}$; however, one cannot guarantee that a tree witness exists for $\left(R^{-}, y_{2}\right)$; and in fact, it does not exist since the cycle is reachable in the direction $R^{-}$. On the other hand, if $f_{R, t}(s)=\varepsilon$ then $s$ can also play role of root for the same direction $R$, in which case the tree witnesses for $(R, t)$ and $(R, s)$ coincide, e.g., $f_{S, y_{2}}$ and $f_{S, y_{4}}$ in the example above. Thus, we obtain:

Proposition 1. Suppose a tree witness for $(R, t)$ exists and $s \in \operatorname{dom} f_{R, t}$. If $f_{R, t}(s) \neq \varepsilon$ then a tree witness exists for every $(S, s)$ with $\operatorname{tail}\left(f_{R, t}(s)\right) \neq c_{S^{-}}$. If $f_{R, t}(s)=\varepsilon$ then a tree witness exists for $(S, s)$ with $S=R$. In either case, $\operatorname{dom} f_{S, s} \subseteq \operatorname{dom} f_{R, t}$ and $f_{R, t}\left(s^{\prime}\right)=f_{R, t}(s) \cdot f_{S, s}\left(s^{\prime}\right)$, for all $s^{\prime} \in \operatorname{dom} f_{S, s}$.

Even if a tree witness for $(R, t)$ exists, $\left.q\right|_{R, t}$ is not necessarily a tree-shaped query. Define a relation $\equiv_{R}$ as the set of all pairs $(t, s)$ such that a tree witness for $(R, t)$ exists and $f_{R, t}(s)=\varepsilon$. By Proposition $1, \equiv_{R}$ is an equivalence relation (on its domain). By taking the quotient of $\left.q\right|_{R, t}$ under $\equiv_{R}$, we obtain a tree reduct of $\left.q\right|_{R, t}(c f .[15])$, which can be depicted as follows:


We call $q$ a quasi-tree with root $t \in \operatorname{term}(q)$ if a tree witness for $(R, t)$ exists for all directions $R$ and $\bigcup_{R} \operatorname{dom} f_{R, t}=\operatorname{term}(q)$ :


If there are two tree witnesses with a common term that is not a root for both of them then either one is a sub-tree of the other or they are part of the same quasi-tree:


Proposition 2. Suppose $q$ is not a quasi-tree and tree witnesses exist for $\left(R_{1}, t_{1}\right)$ and $\left(R_{2}, t_{2}\right)$. If $f_{R_{1}, t_{1}}\left(t_{2}\right)$ is defined, $f_{R_{1}, t_{1}}\left(t_{2}\right) \neq \varepsilon$ then $\operatorname{dom} f_{R_{2}, t_{2}} \subsetneq \operatorname{dom} f_{R_{1}, t_{1}}$ and $f_{R_{1}, t_{1}}(s)=f_{R_{1}, t_{1}}\left(t_{2}\right) \cdot f_{R_{2}, t_{2}}(s)$, for all $s \in \operatorname{dom} f_{R_{2}, t_{2}}$.

Proof. Suppose first that $\operatorname{tail}\left(f_{R_{1}, t_{1}}\left(t_{2}\right)\right)=c_{R_{2}^{-}}$. Then, by Proposition 1, tree witnesses exists for $\left(S, t_{2}\right)$ in all directions $S$, and so $q$ is a quasi-tree with root $t_{2}$, contrary to our assumption. So, $\operatorname{tail}\left(f_{R_{1}, t_{1}}\left(t_{2}\right)\right) \neq c_{R_{2}^{-}}$and, by Proposition $1, f_{R_{1}, t_{1}}(s)=f_{R_{1}, t_{1}}\left(t_{2}\right) \cdot f_{R_{2}, t_{2}}(s)$, for $s \in \operatorname{dom} f_{R_{2}, t_{2}}$. Since $f_{R_{1}, t_{1}}\left(t_{2}\right) \neq \varepsilon$, $\operatorname{dom} f_{R_{2}, t_{2}} \subsetneq \operatorname{dom} f_{R_{1}, t_{1}}$.

### 3.3 Query Rewriting

We are now in a position to introduce the ingredients of our polynomial rewriting. Fix a relational schema $\mathcal{R}$. Consider $(D, \Sigma)$ and $q(\boldsymbol{x})=\exists \boldsymbol{y} \varphi(\boldsymbol{x}, \boldsymbol{y})$. We can easily compute answers to queries of the form $A(x)$ or $\exists y R(x, y)$ :

Proposition 3. For all formulas $\psi(x)$ of the form $A(x)$ or $\exists y R(x, y)$ and all $a \in \operatorname{Ind}(D)$, we have $\mathcal{U}_{D, \Sigma} \models \psi(a)$ iff $D \models \operatorname{ext}_{\psi}(a)$, where

$$
\operatorname{ext}_{\psi}(x)=\underset{\substack{ \\\forall x\left(\psi^{\prime}(x) \rightarrow \psi(x)\right) \text { is a unary incl. dep. in } \mathcal{R} \\ \Sigma \vDash \forall x\left(\psi^{\prime}(x) \rightarrow \psi(x)\right)}}{\bigvee \psi^{\prime}(x) .}
$$

Note that, for all other elements $\sigma$ in the domain $\Delta^{\mathcal{U}_{D, \Sigma}}$ of the canonical model $\mathcal{U}_{D, \Sigma}$, we have $\mathcal{U}_{D, \Sigma} \models \psi[\sigma]$ iff $\Sigma \models \forall x\left(\exists y T^{-}(x, y) \rightarrow \psi(x)\right)$, where $\operatorname{tail}(\sigma)=c_{T}$.
 quasi-tree $q^{\prime}$

Consider now a binary atom $R\left(t, t^{\prime}\right) \in q$ and the ways its terms can be mapped in the canonical model $\mathcal{U}_{D, \Sigma}$.

1. If both $t$ and $t^{\prime}$ are mapped to database constants $a, a^{\prime} \in \operatorname{Ind}(D)$ then we have $\mathcal{U}_{D, \Sigma} \models R\left(a, a^{\prime}\right)$ iff $R\left(a, a^{\prime}\right) \in D$ because the canonical model $\mathcal{U}_{D, \Sigma}$ inherits the binary relations between constants from $D$.
2. If $t$ is mapped to a constant $a \in \operatorname{Ind}(D)$ and $t^{\prime}$ to a labelled null in $\Delta^{\mathcal{U}_{D, \Sigma}} \backslash$ $\operatorname{Ind}(D)$, then $R\left(t, t^{\prime}\right)$ can only be true if $(i) a \sim_{D, \Sigma} c_{R}$, (ii) a tree witness for $(R, t)$ exists, and $\left.(i i i) q\right|_{R, t}$ can be embedded into the sub-tree of path ${ }_{\Sigma}(a)$ beginning with the edge $\left(a, a c_{R}\right)$; see the left-hand side of the picture above. For condition ( $i$ ) we have the following:

Proposition 4. For all directions $R$ and all $a \in \operatorname{Ind}(D)$, we have $a \sim_{D, \Sigma} c_{R}$ iff $D \models \mathrm{wt}_{R}(a)$, where

$$
\mathrm{wt}_{R}(x)=\operatorname{ext}_{\exists y R(x, y)}(x) \wedge \neg \exists w R(x, w)
$$

For condition $(i i i)$, consider the conjunction tree $\mathrm{A}_{R, t}^{q}(x)$ of the formulas:
$\left(\mathbf{t}_{0}\right) \operatorname{ext}_{A}(x)$, for all $\left.A(s) \in q\right|_{R, t}$ with $f_{R, t}(s)=\varepsilon$;
$\left(\mathbf{t}_{1}\right) \top$ if $\Sigma \models \forall x\left(\exists y T^{-}(x, y) \rightarrow A(x)\right)$ and $\perp$ otherwise, for all $\left.A(s) \in q\right|_{R, t}$ with $\operatorname{tail}\left(f_{R, t}(s)\right)=c_{T}$;
( $\mathbf{t}_{2}$ ) $\top$ if $\Sigma \models \forall x\left(\exists y T^{-}(x, y) \rightarrow \exists y S(x, y)\right)$ and $\perp$ otherwise, for all $S\left(s, s^{\prime}\right) \in$ $\left.q\right|_{R, t}$ with $\operatorname{tail}\left(f_{R, t}(s)\right)=c_{T}$.

The following lemma states that the formula tree $\mathrm{A}_{R, t}^{q}(x)$ precisely describes this situation for the database instance constants:

Lemma 1. ( $i$ ) If a tree witness for $(R, t)$ exists and $D \models \mathrm{wt}_{R}(a) \wedge \operatorname{treeA}_{R, t}^{q}(a)$, for $a \in \operatorname{Ind}(D)$, then $\left.\mathcal{U}_{D, \Sigma} \models^{\mathfrak{a}} q\right|_{R, t}$ holds for an assignment $\mathfrak{a}$ such that $\mathfrak{a}(s)=$ $a \cdot f_{R, t}(s)$, for all $s \in \operatorname{dom} f_{R, t}$.
(ii) If $\mathcal{U}_{D, \Sigma} \models^{\mathfrak{a}} q$ and there is $R\left(t, t^{\prime}\right) \in q$ with $\mathfrak{a}(t)=a \in \operatorname{Ind}(D)$ and $\mathfrak{a}\left(t^{\prime}\right)=a \cdot c_{R}$, then a tree witness for $(R, t)$ exists and $D \models \operatorname{wt}_{R}(a) \wedge \operatorname{treeA}_{R, t}^{q}(a)$.
3. If both $t, t^{\prime}$ are mapped to anonymous elements in $\Delta^{\mathcal{U}_{D, \Sigma}} \backslash \operatorname{Ind}(D)$, then two more cases need consideration.
3.1. Suppose first that there is a tree witness for some $(S, s)$ such that $s$ is mapped to a database instance constant $a \in \operatorname{Ind}(D)$ with $a \leadsto_{D, \Sigma} c_{S},(i v)$ both $t$ and $t^{\prime}$ are in $\operatorname{dom} f_{S, s}$, and $(v)$ all the terms $s^{\prime} \in \operatorname{dom} f_{S, s}$ with $f_{S, s}\left(s^{\prime}\right) \neq \varepsilon$ are existentially quantified variables in $q$ (only existential variables can be mapped to labelled nulls). In this case, by Lemma $1, R\left(t, t^{\prime}\right)$ is true in $\mathcal{U}_{D, \Sigma}$ if the formula

$$
\mathrm{wt}_{S}(s) \wedge \operatorname{treeA}_{S, s}^{q}(s) \wedge \bigwedge_{s \equiv_{S} s^{\prime}}\left(s=s^{\prime}\right)
$$

is true in $D$ under an assignment $\mathfrak{a}$ such that $\mathfrak{a}\left(s^{\prime}\right)=a \cdot f_{S, s}\left(s^{\prime}\right)$, for $s^{\prime} \in \operatorname{dom} f_{S, s}$. The disjunction of all such formulas for $(S, s)$ satisfying $(i v)-(v)$ depends only on the choice of terms $t, t^{\prime}$ and will be denoted by attached-tree $t_{t, t^{\prime}}(\boldsymbol{x}, \boldsymbol{y})$. (This case is a generalisation of Case 2.)
3.2. Thus, it remains to consider the case (shown in the right-hand side of the picture) when the whole query is mapped to the tree-shaped part of $\mathcal{U}_{D, \Sigma}$ consisting of labelled nulls. Then $q$ a quasi-tree and all terms in $q$ are existentially quantified variables that are mapped to the sub-tree path $\Sigma_{\Sigma}(a)$ of $\mathcal{U}_{D, \Sigma}$ generated by some $a \in \operatorname{Ind}(D)$. More precisely, $a$ generates a sequence of the form $a \sim_{D, \Sigma}$ $c_{R_{1}} \sim_{D, \Sigma} \cdots \sim_{D, \Sigma} c_{R_{n}}, q$ has a root $s$ (i.e., term $\left.(q)=\bigcup_{S} \operatorname{dom} f_{S, s}\right), s$ is mapped to $\sigma=a c_{R_{1}} \cdots c_{R_{n}}$, while all other terms $s^{\prime}$ are mapped to $\sigma \cdot f_{S, s}\left(s^{\prime}\right)$. The latter condition can be captured by a formula similar to the one in Case 3.1. The difference is that now we begin with a labelled null $\sigma$ with $\operatorname{tail}(\sigma)=c_{R_{n}}$ (rather than a database constant $a$ ). To cope with this, consider the union $q^{\prime}$ of $q$ and $\left\{R_{n}(v, s)\right\}$, for a fresh variable $v$, and let tree $\mathrm{T}_{c_{R_{n}}, s}^{q}$ be treeA $\mathrm{A}_{R_{n}, v}^{q^{\prime}}$, where the tree witnesses are computed in the query $q^{\prime}$. Note that tree $\mathrm{T}_{c_{R_{n}}, s}^{q}$ is a sentence because $q^{\prime}$ has no atoms for item $\left(\mathbf{t}_{0}\right)$. We denote by detached-tree the disjunction of sentences

$$
\exists w \mathrm{wt}_{R_{1}}(w) \wedge \operatorname{tree}_{c_{R_{n}}, s}^{q}
$$

for all roots $s$ of $q$ and all pairs of directions $R_{1}, R_{n}$ such that there are directions $R_{2}, \ldots, R_{n-1}$ with $\Sigma \models \forall x\left(\exists y R_{i}^{-}(x, y) \rightarrow \exists y R_{i+1}(x, y)\right)$ and $R_{i}^{-} \neq R_{i+1}$, for $1 \leq i<n$; cf. ( $\mathbf{C}_{1}$ ); if $q$ is not a quasi-tree containing only existentially quantified variables, we set detached-tree $=\perp$. The following lemma is an analogue of Lemma 1:

Lemma 2. Let $q=\exists \boldsymbol{y} \varphi(\boldsymbol{y})$.
(i) If $D \vDash$ detached-tree then there is $\sigma \in \Delta^{\mathcal{U}_{D, \Sigma}}$ such that $\mathcal{U}_{D, \Sigma} \models^{\mathfrak{a}} \varphi$ for an assignment $\mathfrak{a}$ with $\mathfrak{a}\left(s^{\prime}\right)=\sigma \cdot f_{S, s}\left(s^{\prime}\right)$, for all directions $S$ and $s^{\prime} \in \operatorname{dom} f_{S, s}$.
(ii) If $\mathcal{U}_{D, \Sigma} \models^{\mathfrak{a}} \varphi$ for an assignment $\mathfrak{a}$ such that $\mathfrak{a}(t) \notin \operatorname{Ind}(D)$, for all terms $t \in \operatorname{term}(q)$, then $q$ is a tree-shaped query and $D \models$ detached-tree.

Denote by $q^{*}$ the result of replacing each atom $A(t)$ and $P\left(t, t^{\prime}\right)$ in $q$ with

$$
\begin{aligned}
A^{*}(t) & =\operatorname{ext}_{A(x)}(t) \vee \text { attached-tree }_{t, t}(\boldsymbol{x}, \boldsymbol{y}) \vee \text { detached-tree, } \\
P^{*}\left(t, t^{\prime}\right) & =P\left(t, t^{\prime}\right) \vee \text { attached-tree }_{t, t^{\prime}}(\boldsymbol{x}, \boldsymbol{y}) \vee \text { detached-tree, }
\end{aligned}
$$

respectively. Note that these formulas depend not only on the predicate name but also on the terms in the atom. The length of $q^{*}$ is $\mathcal{O}\left(|q|^{2} \cdot|\mathcal{T}|^{3}\right)$ and can be made $\mathcal{O}\left(|q|^{2} \cdot|\mathcal{T}|\right)$ if the sentence detached-tree is computed separately (in fact, for the majority of queries, e.g., queries with answer variables, it is simply $\perp$ ).

Theorem 1. Let $q(\boldsymbol{x})=\exists \boldsymbol{y} \varphi(\boldsymbol{x}, \boldsymbol{y})$ be a connected query. Then $\mathcal{U}_{D, \Sigma}=q[\boldsymbol{a}]$ iff $D \models q^{*}[\boldsymbol{a}]$, for all $\boldsymbol{a} \subseteq \operatorname{Ind}(D)$.

Proof. $(\Rightarrow)$ If $\mathcal{U}_{D, \Sigma} \vDash q[\boldsymbol{a}]$ then there is an assignment $\mathfrak{b}$ such that $\mathcal{U}_{D, \Sigma} \not \models^{\mathfrak{b}} \varphi$ and $\mathfrak{b}\left(x_{i}\right)=a_{i} \in \operatorname{Ind}(D)$, for all answer variables $x_{i}$. If $\mathfrak{b}(y) \in \operatorname{Ind}(D)$ for all variables $y$, then clearly $D \models q^{*}[\boldsymbol{a}]$. Otherwise, for each $y$ with $\mathfrak{b}(y) \notin \operatorname{Ind}(D)$, one can trace (via binary atoms) the sequence $\sigma=\mathfrak{b}(y)$ back either to $a=$ $\mathfrak{b}\left(y_{0}\right) \in \operatorname{Ind}(D)$ or to the shortest sequence $\sigma^{\prime}=\mathfrak{b}\left(y_{0}\right) \in \Delta^{\mathcal{U}_{D, \Sigma}} \backslash \operatorname{Ind}(D)$. In the latter case, by Lemma 2 (ii), $q$ is a tree-shaped query and $D \models$ detached-tree, whence $D \models^{\mathfrak{b}} \varphi$. In the former case, by Lemma 1 (ii), there is a tree witness for $\left(S, y_{0}\right)$, where $S$ is such that $\sigma=a c_{S} \ldots$, and $D \models^{\mathfrak{b}}$ attached-tree ${ }_{t, t^{\prime}}$ for all $t, t^{\prime} \in \operatorname{dom} f_{S, y_{0}}$. Thus, $D \models^{\mathfrak{b}} P^{*}\left(t, t^{\prime}\right)$ and $D \models^{\mathfrak{b}} A^{*}(t)$, for all $P\left(t, t^{\prime}\right)$ and $A(t)$ in $\left.q\right|_{S, y_{0}}$. By repeating this procedure for each variable $y$ with $\mathfrak{b}(y) \notin \operatorname{Ind}(D)$, we can clearly cover all atoms in $q$, and therefore, $D \models q^{*}[\boldsymbol{a}]$.
$(\Leftarrow)$ Let $D \models q^{*}[\boldsymbol{a}]$. Then there is an assignment $\mathfrak{b}$ in $D$ such that $D \models^{\mathfrak{b}} \varphi^{*}$ and $\mathfrak{b}\left(x_{i}\right)=a_{i} \in \operatorname{Ind}(D)$, for all answer variables $x_{i}$, where $\varphi^{*}$ is the quantifierfree part of $q^{*}$.

If $D \vDash$ detached-tree then $q$ has no answer variables or constants and, by Lemma $2, \mathcal{U}_{D, \Sigma} \models^{\mathfrak{b}} \varphi$, for some assignment $\mathfrak{b}$. Thus, $\mathcal{U}_{D, \Sigma} \neq q$. So, for the rest of the proof we assume $D \not \vDash$ detached-tree.

We claim that we can choose tree witnesses $f_{S_{1}, s_{1}}, \ldots f_{S_{n}, s_{n}}$ such that their domains without roots are pairwise disjoint, i.e.,

$$
\left(\operatorname{dom} f_{S_{i}, s_{i}} \backslash\left\{s \mid s \equiv_{S_{i}} s_{i}\right\}\right) \cap\left(\operatorname{dom} f_{S_{j}, s_{j}} \backslash\left\{s \mid s \equiv_{S_{j}} s_{j}\right\}\right)=\emptyset, \quad \text { for all } i \neq j
$$

and if $D \models^{\mathfrak{b}}$ attached-tree ${ }_{t, t^{\prime}}$ then $t, t^{\prime} \in \operatorname{dom} f_{S_{i}, s_{i}}$, for some $1 \leq i \leq n$, in which case

$$
D \neq^{\mathfrak{b}} \operatorname{treeA}_{S_{i}, s_{i}}^{q}\left(s_{i}\right) \wedge \bigwedge_{s_{i} \equiv_{S} s^{\prime}}\left(s_{i}=s^{\prime}\right)
$$

Indeed, by Proposition 2, the domains of any two tree witnesses either do not intersect (but on the roots) or coincide or the domain of one is subsumed by the domain of other. Consider the assignment $\mathfrak{b}^{\prime}$ in $\mathcal{U}_{D, \Sigma}$ given by

$$
\mathfrak{b}^{\prime}(v)= \begin{cases}\mathfrak{b}(v) \cdot f_{S_{i}, s_{i}}(v), & \text { if } v \in \operatorname{dom} f_{S_{i}, s_{i}} \text { for } 1 \leq i \leq n, \\ \mathfrak{b}(v), & \text { otherwise }\end{cases}
$$

Consider now terms $t, t^{\prime}$. If $D \models$ attached-tree $_{t, t^{\prime}}$ then, by Lemma 1 (i), we have $\left.\mathcal{U}_{D, \Sigma} \models^{\mathfrak{b}^{\prime}} q\right|_{S_{i}, s_{i}}$, for $1 \leq i \leq n$ with $t, t^{\prime} \in \operatorname{dom} f_{S_{i}, s_{i}}$. Otherwise, both $t$ and $t^{\prime}$ are interpreted by database instance constants and so the atom containing them is true in $\mathcal{U}_{D, \Sigma}$ by Proposition 3.

Example 2. Consider the CQ from Example 1:

$$
q=\exists y_{0} y_{1} y_{2} y_{3} y_{4}\left(T\left(y_{0}, y_{1}\right) \wedge S\left(y_{1}, y_{0}\right) \wedge R\left(y_{1}, y_{2}\right) \wedge S\left(y_{2}, y_{3}\right) \wedge S\left(y_{4}, y_{3}\right)\right)
$$

As $q$ contains a cycle, it is not a quasi-tree, and so detached-tree $=\perp$. As both $y_{0}$ and $y_{1}$ are part of the cycle, attached-tree $y_{y_{0}, y_{1}}=\perp$, whence

$$
T^{*}\left(y_{0}, y_{1}\right)=T\left(y_{0}, y_{1}\right) \quad \text { and } \quad S^{*}\left(y_{1}, y_{0}\right)=S\left(y_{1}, y_{0}\right)
$$

Consider $R\left(y_{1}, y_{2}\right)$ : the only existing tree witness that has both $t_{1}$ and $t_{2}$ is $f_{R, y_{1}}$, all others either do not include one of the terms or would reach the cycle. So, if $\Sigma \vDash \forall x\left(\exists y R^{-}(x, y) \rightarrow \exists y S(x, y)\right)$ then attached-tree $y_{1}, y_{2}=\operatorname{wt}_{R}\left(y_{1}\right)$, otherwise it is $\perp$.

Both $S\left(y_{2}, y_{3}\right)$ and $S\left(y_{4}, y_{3}\right)$ are considered similarly. In either case there are three tree witnesses containing the terms: $f_{R, y_{1}}, f_{R, y_{2}}$ and $f_{R, y_{4}}$. The last two in fact coincide and give the disjunct $\mathrm{wt}_{S}\left(y_{2}\right) \wedge\left(y_{2}=y_{4}\right)$ to attached-tree ${ }_{y_{2}, y_{3}}$. And similarly to the previous case, if $\Sigma \models \forall x\left(\exists y R^{-}(x, y) \rightarrow \exists y S(x, y)\right)$ then attached-tree $y_{y_{2}, y_{3}}$ contains another disjunct $\mathrm{wt}_{R}\left(y_{1}\right)$.

To sum up: if $\Sigma \models \forall x\left(\exists y R^{-}(x, y) \rightarrow \exists y S(x, y)\right)$ then

$$
\begin{aligned}
& R^{*}\left(y_{1}, y_{2}\right)=R\left(y_{1}, y_{2}\right) \vee \mathrm{wt}_{R}\left(y_{1}\right) \\
& S^{*}\left(y_{k}, y_{3}\right)=S\left(y_{k}, y_{3}\right) \vee \mathrm{wt}_{R}\left(y_{1}\right) \vee\left(\mathrm{wt}_{S}\left(y_{2}\right) \wedge\left(y_{2}=y_{4}\right)\right), \text { for } k=2,4
\end{aligned}
$$

otherwise,

$$
\begin{aligned}
R^{*}\left(y_{1}, y_{2}\right) & =R\left(y_{1}, y_{2}\right) \\
S^{*}\left(y_{k}, y_{3}\right) & =S\left(y_{k}, y_{3}\right) \vee\left(\mathrm{wt}_{S}\left(y_{2}\right) \wedge\left(y_{2}=y_{4}\right)\right), \text { for } k=2,4
\end{aligned}
$$

Example 3. Consider now the CQ

$$
q=\exists y_{1} y_{2} y_{3} y_{4}\left(R\left(y_{1}, y_{2}\right) \wedge S\left(y_{2}, y_{3}\right) \wedge S\left(y_{4}, y_{3}\right)\right)
$$

This query is a quasi-tree with three roots: $y_{1}, y_{2}$ and $y_{4}$. Suppose that

$$
\begin{aligned}
\Sigma & \models \forall x\left(\exists y T^{-}(x, y) \rightarrow \exists y R^{-}(x, y)\right), \\
\Sigma & \models \forall x\left(\exists y T^{-}(x, y) \rightarrow \exists y S(x, y)\right) .
\end{aligned}
$$

Then detached-tree will contain a disjunct $\exists w \mathrm{wt}_{T}(w)$ for the root $y_{2}$ (if there is no $T$ as above then there will be no such disjunct). Sentence detached-tree will contain similar disjuncts for the other two roots, $y_{1}$ and $y_{4}$ (provided that $\Sigma$ entails inclusion dependencies required in each case).

Let us consider all tree witnesses and their contribution to the formulas attached-tree ${ }_{t, t^{\prime}}$ :
$-f_{R, y_{1}}$ provides $\mathrm{wt}_{R}\left(y_{1}\right)$ only if $\Sigma \models \forall x\left(\exists y R^{-}(x, y) \rightarrow \exists y S(x, y)\right) ;$

- $f_{R^{-}, y_{2}}$ provides wt $R_{R^{-}}\left(y_{2}\right)$;
- $f_{S^{-}, y_{3}}$ provides wt $_{S^{-}}\left(y_{3}\right)$ only if $\Sigma \mid=\forall x\left(\exists y S(x, y) \rightarrow \exists y R^{-}(x, y)\right)$;
$-f_{S, y_{2}}$ and $f_{S, y_{4}}$ provide $\mathrm{wt}_{S}\left(y_{2}\right) \wedge\left(y_{2}=y_{4}\right)$.

For $R\left(y_{1}, y_{2}\right)$ we have to take three tree witnesses $f_{R, y_{1}}, f_{R^{-}, y_{2}}$ and $f_{S^{-}, y_{3}}$; and for both $S\left(y_{2}, y_{3}\right)$ and $S\left(y_{4}, y_{3}\right)$ we have to take four tree witnesses $f_{R, y_{1}}, f_{S^{-}, y_{3}}$, $f_{S, y_{2}}$ and $f_{S, y_{4}}$.

So, if the additional unary dependencies mentioned above do not follow from $\Sigma$ then we have

$$
\begin{aligned}
& q^{*}=\exists \boldsymbol{y}\left[\left(R\left(y_{1}, y_{2}\right) \vee \mathrm{wt}_{R^{-}}\left(y_{2}\right)\right) \wedge\left(S\left(y_{2}, y_{3}\right) \vee\left(\mathrm{wt}_{S}\left(y_{2}\right) \wedge\left(y_{2}=y_{4}\right)\right)\right) \wedge\right. \\
&\left.\left(S\left(y_{4}, y_{3}\right) \vee\left(\mathrm{wt}_{S}\left(y_{4}\right) \wedge\left(y_{2}=y_{4}\right)\right)\right)\right] .
\end{aligned}
$$

If $\Sigma \models \forall x\left(\exists y R^{-}(x, y) \rightarrow \exists y S(x, y)\right)$ then $R^{*}\left(y_{1}, y_{2}\right), S^{*}\left(y_{2}, y_{3}\right)$ and $S^{*}\left(y_{4}, y_{3}\right)$ will contain the extra disjunct $\mathrm{wt}_{R}\left(y_{1}\right)$; if $\Sigma \models \forall x\left(\exists y S(x, y) \rightarrow \exists y R^{-}(x, y)\right)$ they all will contain $\mathrm{wt}_{S^{-}}\left(y_{3}\right)$.

The examples above show that the rewritings often contain duplicating subformulas: for instance, in Example 3, if $\Sigma \models \forall x\left(\exists y R^{-}(x, y) \rightarrow \exists y S(x, y)\right)$ then all conjuncts of the rewriting will contain a disjunct $\mathrm{wt}_{R}\left(y_{1}\right)$, and so, the rewriting is equivalent to the union of a shorter query and $\exists y_{1} \mathrm{wt}_{R}\left(y_{1}\right)$. These considerations suggest that some simple optimisations can significantly reduce the size of the rewritings.

## 4 No Polynomial Rewriting Algorithm under Binary Inclusion Dependencies

Theorem 2. Unless $\mathrm{P}=\mathrm{NP}$, no polynomial-time algorithm can reduce conjunctive query answering under binary inclusion dependencies to the problem of evaluating queries (independently of the database instance).

Proof. The result follows from NP-hardness of query answering under binary inclusion dependencies with a singleton database instance, which is shown by reduction of Boolean satisfiability. Given a $\operatorname{CNF} \varphi=\bigwedge_{j=1}^{m} D_{j}$ over variables $p_{1}, \ldots, p_{n}$, where $D_{j}$ is a clause, we consider the following set $\Sigma$ of inclusion dependencies, for $1 \leq i \leq n, 1 \leq j \leq m, k=0,1$ :

$$
\begin{array}{ll}
\forall x\left(A_{i-1}(x) \rightarrow \exists y S_{i}^{k}(x, y)\right), & \forall x\left(\exists y S_{i}^{k}(y, x) \rightarrow A_{i}(x)\right), \\
& \forall x y\left(S_{i}^{k}(y, x) \rightarrow P(x, y)\right), \\
\forall x\left(\exists y S_{i}^{0}(x, y) \rightarrow \exists y T_{j}(x, y)\right) \quad \text { if } \neg p_{i} \in D_{j}, & \\
\forall x\left(\exists y S_{i}^{1}(x, y) \rightarrow \exists y T_{j}(x, y)\right) \quad \text { if } p_{i} \in D_{j}, & \\
\forall x\left(\exists y T_{j}^{-}(x, y) \rightarrow \exists y T_{j}(x, y)\right), & \forall x y\left(T_{j}(x, y) \rightarrow P(x, y)\right) .
\end{array}
$$

The canonical model $\mathcal{U}_{D, \Sigma}$ of $D=\left\{A_{0}(a)\right\}$ is obtained by unravelling the 'generating' interpretation $\mathcal{G}_{D, \Sigma}$ shown below:


Consider the CQ $q\left(y_{0}\right)$, also depicted above:

$$
\begin{aligned}
q\left(y_{0}\right)=\exists y_{1}, \ldots, y_{n} \exists z_{0}^{1}, \ldots, & z_{n}^{1}, \ldots, z_{0}^{m}, \ldots, z_{n}^{m} \\
A_{0}\left(y_{0}\right) \wedge & \bigwedge_{i=1}^{n} P\left(y_{i}, y_{i-1}\right) \wedge A_{n}\left(y_{n}\right) \wedge \\
& \bigwedge_{j=1}^{m}\left(P\left(y_{n}, z_{0}^{j}\right) \wedge \bigwedge_{i=1}^{n} P\left(z_{i-1}^{j}, z_{i}^{j}\right) \wedge T_{j}\left(z_{n-1}^{j}, z_{n}^{j}\right)\right) .
\end{aligned}
$$

(Note $n$ atoms $P$ connecting $y_{n}$ to $y_{0}$, but $n+1$ atoms $P$ connecting $y_{n}$ to $z_{n}^{j}$, which means that any match of $q$ in $\mathcal{U}_{D, \Sigma}$ must map $z_{n}^{j}$ onto a point in the infinite chain of $T_{j}$-edges.) One can show now that $\varphi$ is satisfiable iff $(D, \Sigma) \models q(a)$.

Let us analyse the above proof. As query rewriting has to be independent of database instances, one can always choose a simplest possible case for $D$ : say, a singleton $D=\{A(a)\}$, for some unary relation $A$. Without any dependencies, query answering over such a $D$ can clearly be done in polynomial time. It follows from Theorem 1 that, under unary inclusion dependencies, conjunctive queries to $D$ can also be answered in polynomial time. But then the proof of Theorem 2 shows that, under binary inclusion dependencies, this is not the case anymore. So, the combined complexity of answering conjunctive queries over a singleton database instance of the form $\{A(a)\}$ provides an indication whether polynomial query rewriting algorithms exist or not. We will call this measure - that is, the combined complexity of the problem $\mathrm{QA}(\{A(a)\}, \Sigma, q)$-the primitive combined complexity of query answering. It follows that if conjunctive query answering is NP-hard for primitive combined complexity, then no algorithm is capable of constructing rewritings in polynomial time (unless $\mathrm{P}=\mathrm{NP}$ ).

Remark 1. If the database instance is extended with fresh constants 0 and 1 then $q\left(y_{0}\right)$ in the proof above can be rewritten as

$$
A_{0}\left(y_{0}\right) \wedge \exists p_{1} \ldots \exists p_{n}\left(\bigwedge_{i=1}^{n}\left(p_{i} \neq y_{0}\right) \wedge \bigwedge_{j=1}^{m} D_{j}^{\prime}\right)
$$

where $D_{j}^{\prime}$ is obtained from $D_{j}$ by replacing every literal $p_{i}$ with $p_{i}=1$ and every $\neg p_{i}$ with $p_{i}=0$. Moreover, using $\forall p_{i}$, one can polynomially encode the PSPACE-complete validity problem for QBFs. A polynomial reduction of the query answering problem $\mathrm{QA}(D, \Sigma, q)$ to the query evaluation problem $\mathrm{QE}(D+$ $\left.\{0,1\}, q^{\prime}\right)$ is given in [11] for Datalog $\pm$, where $|\mathcal{T}|+|q|$ steps of the chase are simulated using 0 and 1.

## 5 Discussion

We conclude with some general (and possibly controversial) remarks on OBDA.
First-order rewritability (or $\mathrm{AC}^{0}$ data complexity) does not seem to provide enough information to judge whether an ontology language is suitable for OBDA. When measuring the complexity of query evaluation in database systems, it is usually assumed that queries are negligibly small compared to data. Thus, it makes sense to consider data complexity [22], which takes account of the data but ignores the query. In OBDA, the rewritten queries can no longer be assumed to be small. However, data complexity does not differentiate among, e.g., unary inclusion dependencies, $O W L 2 Q L$ or the language of sticky-join sets of TGDs [6], query answering in all of which is in $\mathrm{AC}^{0}$ for data complexity, while the primitive combined complexity, reflecting the size of the rewriting (see Section 4), ranges from P to NP and further to ExpTime. Another explanation of database efficiency is that we only use queries with a bounded number of variables, in which case query evaluation is P-complete for combined complexity [23]. However, query rewritings may substantially increase the number of variables (for example, a CQ $q$ is rewritten in [11] into a query with $\mathcal{O}(N \cdot \log N)$ auxiliary binary variables, where $N=|T|+|q|)$.

The W3C recommendation (www.w3.org/TR/owl2-profiles) for OBDA is to reduce it to answering queries in database systems. Two drawbacks of this recommendation are that it ( $i$ ) disregards the complexity of possible reductions, and (ii) excludes some useful ontology languages from consideration. As we saw above, rewritings of CQs in OWL 2 QL cannot be done in polynomial time without extra constants, variables and quantifiers as in [11]. One might argue that the complex constellation used in the proof of Theorem 2 does not occur in realworld ontologies, but then more research is needed to support this argument. A number of 'lightweight' ontology languages such as $\mathcal{E} \mathcal{L}[3]$ or $D L$-Lite ${ }_{\text {horn }}^{(\mathcal{H} \mathcal{F})}$ (without the UNA) [2] are deemed not suitable for OBDA because query answering is P-complete for data complexity in them (note, however, that it is P-complete for primitive combined complexity in both languages compared to NP in the case of $O W L 2 Q L$ ). The combined approach to OBDA [16, 14] resolves this issue by expanding the data at a pre-processing step and then rewriting and answering CQs. The expansion is linear in the size of the database and can be done by the database system itself; the size of the rewritten query for $\mathcal{E} \mathcal{L}$ and $D L$-Lite ${ }_{\text {horn }}^{\mathcal{F}}$ is only quadratic $[16,13]$ (for $O W L 2 Q L$, it is still exponential).

In this paper, we do not touch on the problem of connecting ontologies to databases, which is typically done in OBDA by means of GLAV mappings. Such
mappings introduce additional problems as tuples in the same relation can come from different data sources. Also, they provide certain information on the completeness of database predicates, which can (and should) be exploited in order to minimise the rewritings [20]. Finally, with so many languages and rewritings for OBDA suggested, it looks like the time is ripe for comprehensive experiments that could clarify the future of OBDA.
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