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Abstract

The focus of the industrial PhD project was concentrated on the production of the sand
mold (green sand) which gives the cast component its final geometrical shape. In order to
ensure a high quality of the cast component, it is important to control the manufacturing
process of the mold itself so that it is homogeneous and stable. Therefore gaining a basic
understanding of how the flow and deposition of green sand should be characterized and
modelled was important, so that it could be used for simulation of the manufacturing
process of the sand mold.

The flowability of the green sand is important when the sand flows down through the
hopper filling the chamber with sand during the sand shot. The flowability of green sand
is mostly governed by the amount of water and bentonite which both decrease it. The
flowability and the internal forces thus control how well you can fill a complex mold geom-
etry in which shadowing from ribs and other geometric obstacles may be present. If the
flow stops prematurely it might hinder the mould from being completely filled or result
in too high variation in the material density which could influence the final surface of the
cast part. The wet bridges created by the bentonite makes the sand grains stick together
where the bentonite and water make the green sand very cohesive and by squeezing the
mixture it obtains mechanical properties that stabilizes the mold to acquire a strong mold
for the casting process. Therefore the green sand flowability is important during the sand
shot for a proper filling of the chamber, and subsequently the solid mechanical proper-
ties during the squeezing process are important for the final strength of the mold. This
is problematic since these mechanical behaviours have an inverse relationship, e.g if the
green sand is too dry then the green sand flowability will be very high and the strength of
the mold will be low and vice versa at least for the wet green sand up to a certain water
content level. Therefore, obtaining the correct green sand condition and improving the
filling of the mold during the sand shot are of great importance.

The Discrete Element Method (DEM) was chosen as the numerical model since the dis-
crete nature of the method simulates the granular structure of the green sand with good
agreement. The DEM model uses a rolling resistance model to emulate the non-spherical
quartz sand particles’ resistance to rolling as well as a cohesive model to emulate the
binding of the quartz sand particles from the bentonite.

The green sand was characterized with a ring shear tester where the yield locus was
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found and a new way to define the flowability was suggested. The ring shear tester was
used to obtain the static friction coefficients for the DEM model. A sand pile experiment
was used to investigate the simple mechanical behaviour of green sand from the measured
height. From this height the DEM model was also calibrated with respect to obtaining
the values of the rolling resistance and obtaining the parameter in cohesive model.

The project dealt with the flow of the sand particles and the deposition of sand dur-
ing the production of sand molds using the sand shot in the DISAMATIC process. The
deposition of the green sand in the chamber was investigated with a special cavity design
where air vents were placed inside the cavities. The air vents are used to transport the
green sand with an airflow during the sand shot. By changing the air vents settings in the
chamber and in the cavities it was possible to improve the filling in the narrow passages in
the cavity design, thereby improving the final sand mold as well. The sand shot with the
cavity design was simulated by the discrete element method (DEM) modelling the flow of
the green sand combined with classical computational fluid dynamics (CFD) for modelling
the airflow in the chamber and the airflow through the air vents. These experiments and
simulations gave beneficial insights to the DISAMATIC process and how to improve it.
Additionally fluidization properties of green sand were investigated with a fluidized bed
and the newly developed Anton Paar Powder Cell was used to obtain the fluidized viscosity.

Commercial aspects

Knowledge was acquired about the filling of the mold chamber with green sand in a special
designed cavity geometry. The settings of the air vents together with the air pressure
initially applied in the air tank gave valuable ideas for improving the filling in the cavities
thereby improving the final mold. Furthermore, it was possible to apply the commercial
software of STAR-CCM+ using the combined CFD-DEM model to simulate the process
with a 3-D slice representation of the geometry successfully. This makes it more feasible
to develop a stand-alone code in the future for simulating the DISAMATIC process. The
sand shot in the DISAMATIC process might also be modelled with a continuum model
where the ring shear tester could give indications of the solid mechanical behaviour of
the green sand and the Anton Paar Powder Cell could be used for obtaining the fluidized
viscosities of the green sand.



Resumé

ErhvervsPhD projektet omhandlede produktion af støbeforme i grønsand. Støbeformen
giver den støbte metalkomponent sin endelige geometriske udformning. For at sikre en
høj kvalitet af den støbte komponent, er det vigtigt at kontrollere fremstillingsprocessen
af selve formen, s̊aledes at den er homogen og stabil. Derfor er det vigtigt at f̊a en
grundlæggende forst̊aelse og viden om hvordan sandet flyder og aflejres. Denne viden
opn̊as via karakterisering af sandet med forskellige typer af forsøg. N̊ar sandet er karak-
teriseret vha. forsøgene, kan disse forsøg anvendes til at kalibrere en computermodel. Den
kalibrerede computermodel kan efterfølgende anvendes til simulering af DISAMATIC pro-
cessens sandskud.

Flydeevnen af grønsandet er vigtigt, n̊ar det strømmer ned gennem sandsiloen og fylder
kammeret under sandskuddet. Flydeevnen af sandet er hovedsageligt styret af mængden
af vand og bentonit, som begge formindsker flydeevnen. Denne flydeevne og de interne
spændinger i materialet er afgørende for hvor godt en kompleks kammergeometri kan
fyldes, hvor geometriske forhindringer kan være til stede. Hvis sandet stopper med at
flyde for tidligt, kan det forhindre formen i at blive helt fyldt eller resulterer i en forhøjet
variation i densiteten, dette kan potentielt p̊avirke udformningen af den endelige met-
alkomponents overflade. Sandkornene klæber sig sammen pga. bentonitten og vandet,
hvor bentonitten skaber sm̊a broer, som klæber de individuelle sandkorn sammen. N̊ar
blandingen trykkes sammen opn̊as der dermed mekaniske egenskaber, der stabiliserer for-
men. Grønsandets flydeevne er derfor vigtig i sandskuddet for at opn̊a en korrekt fyldning
af kammeret og derefter er gode faststofmekaniske egenskaber opn̊aet under pressepro-
cessen vigtige for den endelige styrke af formen. Dette er problematisk, eftersom disse
to mekaniske egenskaber har et omvendt forhold, fx hvis sandet er for tørt vil flydeevnen
være høj, og styrken af formen vil være lav og det omvendte er tilfældet for v̊adt sand, i
det mindste op til et vist vandindhold. Derfor er tilstanden af grønsandet vigtig, s̊a man
kan opn̊a en optimal fyldning af formen under sandskuddet.

Discrete Element Method (DEM) blev valgt som den numeriske metode, idet den diskrete
karakter af metoden simulerer den granulære struktur af sandet med god overensstem-
melse. DEM modellen bruger en rullemodstandsmodel for at efterligne de ikke-sfæriske
kvartssandkorns modstand mod rulning og en kohæsionsmodel til at efterligne bindingen
af kvartssandskornene fra bentonitten.
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Sandet blev karakteriseret med en ring shear tester, hvor den kunne detektere yield locus
og en ny m̊ade at definere flydeevnen er blevet foresl̊aet. Ring shear tester’en blev anvendt
til at bestemme friktionskoefficienterne anvendt i DEM modellen. Et sandbunkeforsøg blev
anvendt til at undersøge den simple mekaniske opførsel af sandet, hvor karakteriseringen
blev opn̊aet ud fra højden af bunken. Fra denne højde kunne DEM modellen ogs̊a blive
kalibreret med henblik p̊a fremskaffelsen af værdien for rullemodstanden og man fandt
ogs̊a kohæsions parameteren.

Projektet behandlede strømmeningen af sandpartiklerne og aflejringen af dem ved frem-
stillingen af sandformen under sandskuddet i DISAMATIC processen. Aflejringen af
grønsandet i kammeret blev undersøgt med et særligt hulrumsdesign, hvor luftventiler
blev placeret inde i hulrummene. Luftventilerne bruges til at transportere sandet via
luftstrømme under sandskuddet. Ved at ændre ventilindstillingerne i kammeret og i hul-
rummene var det muligt at forbedre fyldningen i de smalle passager i hulrumsdesignet,
og derved forbedre den endelige sandform. Sandskuddet i hulrumsdesignet blev simuleret
med DEM metoden kombineret med klassisk Computational Fluid Dynamics (CFD) til
modellering af luftstrømmen i kammeret og luftstrømmen gennem luftventilerne. Disse
eksperimenter og simuleringer gav indsigt i DISAMATIC processen og hvordan man kan
forbedre den. Derudover blev fluidiseringsegenskaberne af grønsandet undersøgt med en
fluidized bed test og den nyudviklede Anton Paar Powder Cell blev anvendt til at finde
den fluidiserede viskositet.

Kommercielle aspekter

Viden blev erhvervet om fyldningen af kammeret med grønsand med den specielt designede
hulrumsgeometri. Indstillingerne for luftventilerne sammen med lufttrykket i lufttanken
gav værdifulde ideer til forbedring af fyldningen i hulrummene og derved forbedre den
endelige støbeform. Desuden var det muligt at anvende den kommercielle software pakke
STAR-CCM+ med en kombineret CFD-DEM-model til at simulere processen med en 3-
D skive som repræsenterede geometrien med succes. Dette gør det muligt at udvikle en
selvstændig kode i fremtiden, som kan simulere DISAMATIC processen. Sandskuddet i
DISAMATIC processen kunne ogs̊a blive modelleret med en kontinuummodel, hvor ring
shear tests kunne give indikationer af den faste mekaniske opførsel af sandet og Anton
Paar Powder Cell testen kunne anvendes til at bestemme den fluidiserede viskositet af
sandet.
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Chapter 1

Introduction

This chapter introduces the thesis: Numerical simulation of flow and compression of green
sand. The DISAMATIC process is presented first in section 1.1 together with the applied
material green sand. Earlier research in the field of testing green sand, sand casting and
simulations are presented in section 1.2 and followed by the main objectives of the thesis
presented in section 1.3. Finally an overview of the thesis is given in section 1.4.

1.1 The DISAMATIC process

The DISAMATIC process is used to manufacture green sand molds for metal casting.
These molds are used for typical sand casting components (parts) like e.g. brake disks,
differential cases and steering knuckles for the automotive industry. The DISAMATIC
molding process is illustrated in Fig. 1.1, showing how the chamber is filled with green
sand during the sand shot.

The air overpressure of Pstart is established in an air tank above the hopper and is used
to blow the green sand from the hopper down into the molding chamber. The sand shot
is followed by a squeezing step, where the sand is compacted to increase the density and
build up strength in the sand mold before the casting process. The green sand is cohesive
due to bentonite and water which together with the subsequent squeezing of the mold will
results in a high compressive strength, sufficient tensile strength and a final stable mold.
The green sand mixture typically contains: 3-4.5 % water, above 7 % bentonite, seal coal
and other inactive fines around 2.5-4.0 % while the rest is quartz sand around 85-90 %.

1



2 CHAPTER 1. INTRODUCTION

1. Sand shot 2. Squeezing the mold 

SP 

PP 

3. Stripping of SP 4. PP pushes the mold  

6.  Reset SP and repeat.  4. Reset PP 

chamber 

hopper 

start 

Figure 1.1: The DISAMATIC process: 1. The sand shot. 2. Squeezing the mold. 3.
Moving the mold to the chamber front and stripping off the swing plate (SP). 4. Mold
close-up where the pressure plate (PP) pushes the mold out of the molding chamber. 5.
Stripping off the PP where the PP is stripped from the mold and returns to its starting
position in the molding chamber. 6. Closing the molding chamber and repeating a new
cycle. The edited figure and text are from [8].
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1.2 Research in the field of green sand test, sand casting
and simulations

It is important for the foundries to know the relationship between the input values for the
sand mixture (active clay, dead clay, water content, sand casting settings) and the proper-
ties of the final cast part. Research has been conducted with experimental tests of green
sand in [19] where a linear regression technique was applied to determine the relationship
between the input values of the sand mixture, i.e active clay, dead clay, water content and
each of the related output values of compactability, compressive strength, spalling strength
and permeability. These four linear relationships for the dependent variables (output vari-
ables) compactability, compressive strength, spalling strength and permeability each had
a high predictive capability due to a low R2 value.

The plastic behaviour of the green sand which is also denoted flowability is important
for obtaining a proper filling of the chamber and subsequently the solid mechanical prop-
erties are important for the final strength of the mold. This is problematic since these
mechanical behaviours have an inverse relationship, e.g if the green sand is too dry then
the green sand flowability will be very high and the strength of the mold will be low
and vice versa at least for the wet green sand up to a certain water content level. The
flowability of green sand was investigated in [20] with respect to confined compression and
density from the relations in [21, 22]. The green sand flowability was investigated in [23]
in which the sand was squeezed in a cylinder and the difference in the two force from two
different heights was measured. The larger the difference in the two forces measured, the
smaller the calculated flowability. Tri-axial tests have been performed on the green sand
to obtain the yield locus in [24] and uni-axial compression tests were made for green sand
in [25] where stress-strain curves were obtained and subsequently analyzed.

Continuum models as in [26] were designed to model cohesion-less granular material for silo
simulations and in [27] the contributions of frictional and collisional-translational mech-
anisms were included in the model. Simulation of the sand casting process with a 2-D
two-phase continuum model was presented in [28] studying the chamber flow. In [29] the
core shooting process was simulated numerically in two and three dimensions with an
Eulerian-Eulerian formulation of the two-phase flow. Recent research of the core shooting
process was performed in [30] with a two-fluid model using a kinetic-frictional constitutive
model. This model successfully modelled the core shooting process.

DEM has been used to simulate the lost foam process [31] a sand mold manufacturing
process and DEM simulations of the green sand molding process have earlier been con-
ducted by [32] with a particle diameter of 6.0 mm and moreover the squeezing process was
simulated with DEM in [33].

Experiments which obtains well defined physical values seem to be limited to tri-axial
tests, uni-axial compression tests or other compressions tests. In powder research the ring
shear tester is a typical choice for investigating granular flow where the yield locus and
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the flowability value can be found. The newly developed Anton Paar Powder Cell has
recently been applied to investigate the fluidized viscosity of the green sand in PAPER
[6]. The fluidization of the green sand is of great importance during the sand shot and in
this context experiments on a DISAMATIC machine were performed with respect to the
sand shot air overpressure in the tank and the air outlet settings in the chamber.

1.3 The main objectives of the thesis

The scientific goal of the project was to gain a basic understanding of how the flow and
deposition of green sand should be characterized from experiments and subsequently mod-
elled. Therefore experiments performed with the DISAMATIC process and corresponding
simulations of the process that gave insights and proposals for improvements of the process
were the main objective of this work.

The DISAMATIC process applies green sand which consists of quartz sand as the pri-
mary ingredient mixed with bentonite, which together with water coats the sand grains
and thus allows the sand to bind together under compression. Thus, the internal forces
control how well a complex mold chamber geometry can be filled especially if the green
sand needs to pass narrow sections in the mold chamber geometry. The flow can stop
prematurely in the narrow sections during the sand shot and this might prevent the mold
from being completely filled. This could result in a too high variation in the material
density, which directly influences the mold’s thermal conductivity. The quality of the pro-
duced castings is directly affected by the material density of the mold and the variation
of the density.

Hence, the main objective of thesis is to characterize the different determining mechanical
behaviours of the green sand during the sand shot in the DISAMATIC process. The green
sand is characterized mechanically by experiments, which are applied for calibration of the
numerical model. The Discrete Element Method (DEM), a particle based method, is cho-
sen as the numerical model simulating the granular structure of the green sand. Selected
experiments testing the green sand mechanical behaviour were applied for calibrating the
DEM model parameters for correct mechanical behaviour of the numerical model.

Special DISAMATIC chamber geometries were constructed to investigate the DISAMATIC
process with respect to the flow and the deposition of green sand and DEM was used to
simulate these geometries as well. Further investigations were performed with respect to
the deposition of green sand using a special cavity design and testing different air vents
settings in the chamber for transporting the green sand with an airflow in the chamber.
The sand shot with the cavity design was simulated with DEM modelling the flow of the
green sand combined with classical computational fluid dynamics (CFD) modelling the
airflow in the chamber and the airflow through the air vents.
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1.4 Thesis overview

The thesis consists of 6 chapters and 7 appended articles [1, 2, 3, 4, 5, 6, 7]. The topics of
the chapters are:

Chapter 1: Introduction

This chapter gives a short introduction to the thesis by first describing the DISAMATIC
process together with the green sand. Then earlier research in the field of green sand,
sand casting and simulations are discussed, and this is followed by the main objectives of
the thesis and lastly the thesis overview.

Chapter 2: Material characterization of the green sand

This chapter gives a general explanation of the used material (green sand) and its com-
position, qualitative behaviour, the material characterization and all the mechanical tests
performed to characterize the green sand. Mechanical characterization with respect to the
DISAMATIC process was performed together with experiments investigating the mechan-
ical properties of the green sand and this is presented in the chapter too.

Chapter 3: The Discrete Element Method and calibration

This chapter presents the Discrete Element Method as well as its the governing equations.
This chapter also presents the calibration of the DEM model parameters together with
the selected experiments, which were applied for the calibration procedure of the model
parameters from the two PAPERS [2, 3].

Chapter 4: Simulating the rib chamber geometry

This chapter presents the flow dynamics of the sand shot experiments inside the rib cham-
ber geometry together with the corresponding DEM simulations from the two PAPERS
[1, 2]. A sensitivity study of several parameters’ influence on the flow in the rib chamber
geometry is presented too.

Chapter 5: Simulating the cavity chamber geometry

This chapter presents the flow dynamics of the sand shot inside the chamber with the
special cavity design, which is investigated with both a DEM model and a combined
CFD-DEM model in PAPER [3]. The CFD part of the latter which is used to simulate
the air phase is presented as well.

Chapter 6: Conclusion and future work

The conclusions of the different investigations from this thesis are given in this chapter and
the future perspectives of numerical modelling of the DISAMATIC process are discussed.
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Appendix
Appendix A: The green sand composition.
Appendix B: Anton Paar Powder Cell tests of the green sand.
Appendix C: Fluidized bed tests of the green sand.



Chapter 2

Material characterization of the
green sand

2.1 Introduction

In section 2.2 the green sand composition and its qualitative mechanical behaviour are
presented. Simple tests of the green sand composition without taking into account the
water content, are briefly explained in section 2.2.1 and further details of the tests are
presented in appendix A. The general qualitative mechanical behaviour of the green sand
are briefly discussed and presented in section 2.2.3.

Batches of green sand are prepared with water content and several tests are performed
where these are used to characterize the mechanical behaviour of the green sand. The
preparation of the green sand batches in a mixer and simple foundry tests are described
in section 2.2.4. The results of the simple foundry tests are used to categorize the overall
state of the batches with the water content and this is presented in section 2.2.5.

In section 2.3 a sequence of five stages in the DISAMATIC process has been identified
and used for creating five mechanical categories denoted (1)-(5). These five categories
describe the different mechanical conditions that the green sand experiences during the
course of the DISAMATIC process. These five mechanical categories are also used to cat-
egorize the performed experiments in this project, which are also denoted (I)-(V). Each
category is discussed separately with a corresponding literature review of experiments to
test granular material, a description of the experiments performed, the results of the per-
formed experiments on the batches and a separate short conclusion.

Finally, an overall conclusion is drawn from the five categories and for all the experi-
ments performed on the batches in section 2.4 where the overall results for all the tests
are listed in table 2.10.

7
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2.2 The green sand

2.2.1 Green sand composition

First the green sand is prepared in a mixer before it is used in the DISAMATIC process
where the composition of the green sand should be a homogeneous mixture. The mixer
is described in section 2.2.4.1. The green sand mixture typically contains: 3-4.5 % water,
above 7 % bentonite, seal coal and other inactive fines around 2.5-4.0 % and the rest is
quartz sand around 85-90 %. The contents of the green sand mixture are illustrated below
in Fig. 2.1.

Figure 2.1: The green sand mixture. The figure is from [8].

2.2.2 Tests to determine the green sand composition

In order to make a fundamental characterization of the green sand composition, well
known tests to determine the total content of fines, size distribution of green sand, active
bentonite content and loss on ignition were performed in another master project [9] which
used the same green sand as in the present project. The results of the tests are shown in
table. 2.1 where a more detailed summary can be found in appendix A. The average grain
size should not be too large thereby decreasing the metal penetration tendency especially
under increasing metallostatic pressure. The size distribution of green sand can be seen
in Fig. 2.2.
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Table 2.1: Results from the sand experiments in [9].
Experiment on sand Results Range by Disa

Total fines content less then 1.0 % 2.5 - 4.0

Average grain size 0.20 mm 0.14 - 0.28 mm

Active clay content 11.9 % over 7 %

Loss of ignition 4.58 % 3.5 - 5.0 %

Figure 2.2: The size distribution of the green sand applied in the project. The figure is
from [9].
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2.2.3 Qualitative mechanical behaviour of the green sand

The mechanical properties of the green sand are important for the sand shot during filling
of the chamber and finally for the quality of the squeezed mold. The flowability of the
green sand is important when the sand flows down through the hopper filling the chamber
with green sand during the shot. The flowability of green sand is mostly governed by
the amount of water and bentonite. The wet bridges created by the bentonite make the
sand grains stick together [10] which is shown in Fig. 2.3. The bentonite and water
makes the green sand very cohesive and by squeezing the mixture it obtains a high green
compressive strength, sufficient wet tensile strength and by that, it stabilizes the mold to
acquire sufficient strength for the casting process.

Figure 2.3: The wet bridges created in the bentonite from the water make the bentonite
cohesive and thereby the sand grains will stick together. The pictures are from the slides
in [10](http://www.sut.ac.th/engineering/Metal/ru/GREEN20%SAND.pdf).

The quality of the final mold is affected by many factors, including the mixture of the
quartz sand, the complexity of the mold chamber geometry and the compressed air pressure
(Psand) driving the flow of the green sand. The final mold must be homogeneous and stable
[8, 34, 35]. Sufficient strength and solid mechanical properties of the mold are needed to
withstand the load from the metallostatic pressure during filling of the liquid metal and
afterwards the loads from the thermal contraction of the solidifying metal.

2.2.4 The green sand batch preparation and the simple foundry tests

The green sand batches constructed for the experiments are prepared in a mixer where
the mixer and this is described in section 2.2.4.1. The simple foundry tests performed on
the batches were constituted of the water content test which is described in section 2.2.4.2
and the compactability test which is described in section 2.2.4.3.
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2.2.4.1 The green sand mixer

For each batch the green sand and the added water are prepared in a mixer to get the
right homogeneous initial conditions for the experiments. The green sand is then filled
into buckets for each batch, when the desired compactability value is reached for the 7
individual batches. The green sand was filled into sealed buckets to keep a constant water
content during the testing of the batches. When the green sand tests are performed the

Plastic bag 

Bucket 

Mixer 

Figure 2.4: The mixer together with the bucket containing the homogeneously mixed green
sand.

green sand is taken from the middle of the bucket for a more stable water content of the
green sand and the plastic bag is closed afterwards. A dry batch of green sand where no
water was added was created and denoted batch 7. This batch was not put into the mixer.

2.2.4.2 The water content test

The water content test is used to find the amount of water in the green sand. To find the

Figure 2.5: The heater applied for the water content test (left) and the scale (right).

water content in the green sand a heater is used together with a green sand sample with
the weight of 50 g. The heater and the scale are shown in Fig. 2.5. The green sand sample
is inserted in the heater for 15 minutes at the temperature range of 200-220◦C and the
weight is measured subsequently. The percentage of mass loss due to water vaporization
is calculated according to,

Water contens in % =
50 g −Weigth after heating

50g
× 100% (2.1)

The water content tests were made on all the 8 batches of green sand and the results of
the water content are presented in section 2.2.5.1 - 2.2.5.2.
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2.2.4.3 The compactability test

The standard procedures for the compactability test is described by the American Foundry
Society (AFS) [35] and the experimental setup is shown in fig. 2.6. The green sand was
sieved before the compactability test was performed. The compactability test is used to
characterize the overall condition of the green sand and it is performed similarly to a
confined compression test and the value should be in the region of 34-44 %, [8]. The
compactability tests were performed on the 7 batches of green sand except for the dry
green sand in batch 7.

Green Sand 

Sieve 

Rammer 

ρ 
ρ3 

Figure 2.6: Green sand (left), is sieved into the cylinder and the density is found ρ (middle)
and finally the ramming station is used to determine the compactability of the sand mix-
ture by 3 rammings and the compacted density ρ3 (right). The edited figure is originally
from PAPER [2].

For the standard ramming a cylindrical tube was used to prepare a standard specimen
sample of green sand. The initial green sand sample weight was measured before com-
paction and since the volume was known, the un-compacted density (ρ) and the compacted
density (ρ3) could be calculated. The ramming test was performed with the standard 3
strokes and the compacted density (ρ3), was calculated from the compacted volume.

For three selected batches (3, 6, 8) all the compactability tests are plotted by the order of
which the experiments were performed to see if the compactabiliy level was constant over
time.

Additional compactability tests were made with 10 strokes and the density was moni-
tored for these special ramming tests (ρ10). This test was repeated 7 times for each batch,
and thereby an average of the density and the compactability was calculated for each
ramming in the batch.
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2.2.5 Results of the simple foundry tests

The 8 green sand batches were prepared for the fundamental characterization which was
briefly described in the previous sections.
The compactability versus water contents is presented in section 2.2.5.1.
The water content over time is presented in section 2.2.5.2.
The density as a function of compactability results are presented in section 2.2.5.3.
The compactability of the consecutive tests made over time are presented in section 2.2.5.4.
The compactability as a function of 10 rammings results are presented in section 2.2.5.5.

Three of the eight batches are selected for further investigations as these were in the
recommended region for the DISAMATIC process [8]: Low compactability (Batch 8),
middle compactability (Batch 3) and high compactability (Batch 6).

2.2.5.1 Compactability versus water contents

The mechanical properties of green sand are investigated as a function of the compactabil-
ity level (x) and water contents for the 8 tested batches. When the water content increases
the compactability level increases as well and this is shown in Fig. 2.2.5.1 and in table 2.2.
The dry sand from batch 7 has a low water content of 2.3% (the other green line) and this
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Figure 2.7: The water contents as a function of compactability of all the batches. The
average value of the batches are shown with a cross and an individual color (green line
used twice for batch 1 and batch 7). The standard deviations are shown for both the
compactability and the water contents as a horizontal line and a vertical line respectively.

made it impossible to make the compactability test and consequently the compactability
is set to 0 % with no standard deviation in this case. Batch 2 (The brown line) has a
very high water content 4.0% and thereby also a very high compactability 50%. Batch 1
(green color) has a large average water content value of 3.9% when compared to the low
average compactability value of 36.5 %. Substantial standard deviations occurred in the
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water content tests especially for batch 1 (green line) where smaller standard deviations
were observed for the other batches.

Table 2.2: The green sand batch properties

Test type Batch number

1 2 (Wet) 3 4 5 6 7 (dry) 8

Water 3.9 ± 0.4 4.0 ± 0.2 3.6 ± 0.2 3.3 ± 0.2 3.6 ± 0.1 3.7 ± 0.1 2.3 ± 0.4 3.6 ± 0.2
Reps n=6 n=14 n=13 n=12 n=11 n=12 n=9 n=15

3 ram 36.5 ± 0.94 50.0 ± 0.91 39.9 ± 1.70 34.9 ± 0.98 40.0 ± 2.20 43.2 ± 1.01 No 35.8 ± 1.21
Reps n=14 n=13 n=17 n=14 n=15 n=13 n=7 n=15

2.2.5.2 Water content tests over time

The water content decreases as the water content tests progress with time for the three
selected batches and this is shown in Fig. 2.8. Here the variance in the water content
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Figure 2.8: The water contents tests plotted in consecutive order for the high compactabil-
ity (batch 6), the medium compactability (batch 3) and the low compactability (batch 8).

can be observed and some variance is expected due to the small mass of 50 g used for the
water contents test and from the different green sand conditions in the buckets used for
the individual batches.
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2.2.5.3 The density as a function of compactability

All the n=86 compactability tests from the 7 batches (not batch 7) are shown in Fig. 2.9
where the density ρ3 is plotted as a function of compactability. Linear relationships of
the compactability versus non-compacted density (ρ) and the compactability versus com-
pacted density (ρ3) were made. The linear relationships listed in table 2.3 were made with
MATLAB’s fitting tool box which fits the curves with a standard least square algorithm.
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Figure 2.9: (IV) The density as a function of compactability where the compactability is
in percentage % and the non-compacted density is denoted ρ and the compacted density
is denoted ρ3 with the units of [ kg

m3 ].

Table 2.3: The linear relationship between compactability and the density of the green
sand is shown in Fig. 2.9. The fitted functions are presented here in the table.

Density A [ kg
m3×%

] B [ kg
m3 ] SSE RSQ Adj-RSQ RMSE dfe

ρ -13.51 1395 8.7274×103 0.9780 0.9777 10.1930 84

ρ3 1.404 1368 2.4313×104 0.1467 0.1365 17.0130 84

The linear relationship of the non-compacted density ρ as a function of compactability
has a very high prediction capability indicated by the high root mean square value of
RSQ = 0.9780 and the adjusted root mean square of adj −RSQ = 0.9777.

This means that for a certain compactability level (x) an estimate of the un-compacted
density (ρ) can be predicted from the function fitted from the seven batches ρ(x) =
−13.51 kg

m3×%
x + 1395 kg

m3 with good accuracy. The linear relationship found is obviously
highly dependent on the green sand composition.

The function for the compacted density ρ3(x) = 1.404 kg
m3×%

x + 1368 kg
m3 is fairly con-

stant around the density of 1368 kg
m3 due to the small value of the slope found from the

regression 1.404 kg
m3×%

. The prediction capability of the linear function is somewhat weak
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which is indicated by the very small root mean square of RSQ = 0.1467 and the adjusted
root mean square of adj −RSQ = 0.1365.

2.2.5.4 Compactability of the consecutive tests made over time

The compactability slightly decreases as the tests progresses with time, which is shown in
Fig. 2.10. Some variance can be seen on the compactability with the progression of the
tests over time. The three curves from the three batches can clearly be distinguished from
each other and thereby these batches were a good choice to investigate. The compactability
of the three batches are also in the region of 34% ≤ x ≤ 44% typically applied in the
DISAMATIC process and suggested in [8].
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Figure 2.10: The compactability plotted for the consecutive tests for the three batches
with high compactability batch 6 (red line), medium compactability batch 3 (black line)
and low compactability batch 8 (blue line).
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2.2.5.5 The density as a function of 10 rammings

The density as a function of compactability from the 10 rammings are shown in Fig. 2.11
for the three investigated compactability levels. The low compactability (red line, Batch 8),
middle compactability (black line, Batch 3) and high compactability (blue line, Batch 6).
The low compactability starts out having larger densities in the first 2-3 rammings where
for the high compactability the density gets equal to the low and medium compactability
at around 6-7 rammings and further on to the 10 rammings. This is due to the pores in the
dry green sand (void fraction), which is low before compaction compared to the more wet
sand with larger void fraction. For the high compactability the swelling of the bentonite
together with the higher cohesion gives an initial lower density of the green sand.
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Figure 2.11: The density as a function of compactability with respect to the number of
rammings 1-10. The first ramming starts from the left indicated by the number. The cross
placed in the middle shows the average value of the batches with an individual color. The
dotted lines are the standard deviations of compactability % as a horizontal line and the
standard deviations of density [ kg

m3 ] as a vertical line.

The tests results of the 10 rammings for all the batches are listed later in the overall table.
2.10.
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2.2.6 Conclusion of the simple foundry tests

In general the compactability level increases when the water content increases too, which
is due to the larger pores created by the wet bridges from the bentonite. Batch 1 could
potentially be observed as an outlier due to the low compactability level as compared to
the high water content. It should be noted that the water content and the compactability
level decrease with time even though the green sand is stored in a plastic bag and a bucket.

The compactability test gives a better indication for the green sand as compared to the
water content test due to the smaller standard deviation in relation to the size of the av-
erage value, together with the short time it takes to make a compactability test of around
30 s.

A linear function can be applied to describe the un-compacted density (ρ) as a function of
the compactability level (x) with a great prediction capability. The linear relationship of
the compactability level and un-compacted density is due to the swelling of the bentonite
creating larger pores in the green sand (larger void fraction) with more water added. The
compacted densities ρ3 behave fairly constantly due to the small value of the slope found
from the regression for the linear function although some randomness is indicated by the
very small root mean square of RSQ = 0.1467 and the very small adjusted root mean
square of adj −RSQ = 0.1365.

The 8 batches will be investigated next with additional experiments, which are typically
not performed in a traditional foundry. These additional experiments are categorized from
the five mechanical behaviours determined from the progress in the DISAMATIC process.
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2.3 Five mechanical behaviours in the DISAMATIC process

The material characterization will be performed and numbered according to the order and
the different mechanical conditions the green sand experiences during the DISAMATIC
process. The five different conditions have been related to Mohr’s circle for the mechanical
analysis, which is illustrated in Fig. 2.12(Top).
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Figure 2.12: (Top) The sequence in the DISAMATIC process (1)-(5). (Middle) The
performed experiments placed on the Mohr circle (I)-(V). (Bottom) The five names of the
mechanical behaviours.

The purpose of the experiments in this chapter was to characterize and define the overall
mechanical properties of the green sand for the five different mechanical conditions identi-
fied above. The experiments are denoted (I)-(V) which is illustrated in Fig. 2.12(middle)
and the relationship to Mohr’s circle is shown just below. The subdivision into the five
different conditions in the DISAMATIC process and the five related experiments are dis-
cussed in the following sections:
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Section 2.3.1 describes the high load flow region (1), which occurs for the green sand
in the hopper and in the bottom of the pile in the chamber during the sand shot. The
selected experiment investigating the high load flow region (I) on the batches is performed
with a ring shear tester.

Section 2.3.2 describes the low load flow region (2), which occurs when the green sand
is flowing on top of the sand pile in the chamber during the sand shot in the DISAMATIC
process. The selected experiments investigating the low load flow region (II) on the batches
are a sand pile experiment and two slump tests.

Section 2.3.3 describes the fluidized flow region (3), which occurs when the sand is trans-
ported along the chamber wall with an airflow and the flow at the absolute top of the
sand pile in the chamber during the sand shot. The selected experiments investigating the
fluidized flow region (III) are performed with the Anton Paar Powder Cell and a fluidized
bed test.

Section 2.3.4 describes the confined compression (4) of the green sand during the squeezing
of the green, which creates the final mold. The selected experiment investigating the con-
fined compression (IV) on the batches is the compactability test. Note the compactability
test was described earlier in section 2.2.4.3 and the results were shown in section 2.2.5
instead of section 2.3.4.

Section 2.3.5 describes the un-confined strength (5), which is required when the molten
metal is poured into the final mold and subsequently when the metal solidifies. The se-
lected experiment investigating the un-confined strength of the green sand (V) on the
batches is the uni-axial compression test.

The five sections 2.3.1 - 2.3.5 have a common structure with a literature review of granular
experiments, a short description of the performed experiments, the results and an analysis
of the performed experiments on the batches and finally a short conclusion.

2.3.1 High load flow (1)

The high load flow occurs in the hopper during the sand shot and the flow in the lower
part of the sand pile created in the chamber. In the high load flow the flowability of
green sand is important and this was investigated in [20] with respect to the density as
a function of pressure from the relations in [21, 22]. The green sand flowability was also
investigated in [23] during the squeezing in a cylinder measuring the difference in the forces
for two different heights in a cylinde. The larger the difference in forces the smaller the
flowability value is. In [23] it was suggested that the green sand could be modelled as a
yield stress material, although in [23] the physical behaviour was investigated in the high
load flow transition to a solid mechanical behaviour. An analytical derivation based on
the yield stress material with additional overpressure similar to when the sand enters the
chamber was made in PAPER [4]. Experiments investigating high load flows for granular
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material can be performed with the ring shear test to determine the yield locus and the
yield stress. The yield locus together with the ring shear tests and the high load flow
in the DISATMATIC process are illustrated in Fig. 2.13. In the high load flow region a
direct shear test is also an option for testing the material properties and determining the
yield stress (τ) of the granular material.
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Figure 2.13: The high load flow in the DISAMATIC process and the ring shear test placed
on the Mohr circle.

The ring shear tester is typically used for designing simple silos and hoppers for predicting
the types of flow occurring in e.g. mass flow or funnel flow which is discussed further
in [12]. The application of the yield locus with respect to approximating the pressures
and arching in hoppers were discussed in [36]. Challenges in designing silos and hoppers
applying silo design codes are discussed in [37]. The DISAMATIC process is very complex
with respect to silo design since the green sand is blown from the hopper down into the
chamber by the compressed air pressure (Psand). To increase the complexity further after
a mold is constructed a plug of cohesive green sand is created in the bottom of the hopper
preventing the green sand from falling down before the next sand shot as illustrated in
Fig. 2.13(Top right). The flowability has been investigated for many different materials
with the ring shear testers as in e.g. [38, 39]. The flowability (FFc) found from a ring
shear tester of the type RST-SX is explained in section 2.3.1.1.2 and is illustrated in Fig.
2.13. The ring shear test was performed on the green sand in the PAPERS [2, 3].
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Mohr’s circle
A force equilibrium can be applied at failure for a slice of bulk material which is illustrated
in fig. 2.14(left). Mohr’s circle represents the stresses from the major principle stress
σv = σ1 at α = 0° to the minor principle stress σh = σ2 at α = 180° which are shown in
fig. 2.14(right).

Figure 2.14: Mohr circle. The figure is taken from [11]

The normal stress on the Mohr’s circle is given by,

σ = cos(2α)
σv − σh

2
+
σv + σh

2
(2.2)

the shear stress on the Mohr’s circle is given by,

τ = sin(2α)
σv − σh

2
(2.3)

Generally in bulk solid applications the major principle stress σ1 will be in the vertical
direction σv and the minor principle stress σ2 will be in the horizontal direction σh due
to gravity [12], which is also the case in this project. Mohr circles can be found with the
ring shear tester, which is described in the next section 2.3.1.1.

2.3.1.1 High load flow experiments performed on the ring shear tester (I)

Several tests on the green sand were performed on the ring shear tester of the type RST-
SX, which is described in [11] where the theory is more thoroughly explained in [12]. First
the ring shear tests procedure is briefly explained and then the RST-SX is applied to find
the yield locus, wall yield locus and compressibility of the granular material:
The yield locus and the internal friction angles are presented in section 2.3.1.1.1(Ia). The
flowability (FFc) of the green sand together with the yield stress procedure are presented
in section 2.3.1.1.2.
The wall yield locus procedure which obtains the wall friction angle is presented in section
2.3.1.1.3(Ib) with respect to the green sand-stainless steel plate interaction.
A standard compression test determining the density as a function of the pressure (P,
ρ(P )) is presented in section 2.3.1.1.4(Ic).
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Ring shear test procedure
The ring shear tester applies two stresses, first one in the vertical direction (σ) illustrated
in Fig. 2.15(left). An additional shear stress is applied in the horizontal direction (τ) and
this occurs when the lid on the top starts moving with the velocity of v = 0.75 mm/min
which is illustrated in Fig. 2.15(right). The pressure in the vertical direction (σ) on the

Figure 2.15: (Left) A vertical stress is applied and (rigth) addtionally a shear stress is
applied. The figure is from [11].

top of the sample can be varied to test different loading conditions.

The bulk sample is first prepared by applying a normal stress (σpre) together with the
shear stress until a constant shear stress is reached (τpre) which is denoted pre-shear and
is illustrated in Fig. 2.16(a). Afterwards the above-mentioned procedure is repeated now
with a smaller normal stress (σsh) until the new constant shear stress is reached τsh. Then
a point (σsh,τsh) can be plotted on the coordinate system of the shear stress versus nor-
mal stress which is illustrated in Fig. 2.16(b). The procedure can be repeated in order to
construct more points which is shown from an experiment in Fig. 2.16(c) where the yield
locus now can be constructed from the points obtained which is shown in Fig. 2.16(d).



24 CHAPTER 2. MATERIAL CHARACTERIZATION OF THE GREEN SAND

    Illustration of finding the Yield locus 
(a)                   (b) 

                                    Experimental determination of the Yield locus 
(c)                                (d) 
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Figure 2.16: (a) The ring shear procedure illustrated. (b) Illustration of finding the yield
locus. (c) Experimental procedure fir finding the points.(d) The experimental determina-
tion of the yield locus. The figures in the top (a) and (b) are from [11].
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2.3.1.1.1 Yield locus and the internal friction angles (Ia)
How the yield locus is obtained from the ring shear tester of the type RST-SX was discussed
above and further details can be found in [12, 11]. When the yield locus is determined the
consolidated sample (large circle with σ1 and σ2) and the unconsolidated sample (small
circle with σc) can be found from the yield locus and they are illustrated in Fig. 2.17.

φlin 

φsf 

Figure 2.17: Yield locus and the three internal friction angles: ϕe (black dotted line) is the
linearized yield locus angle, ϕlin(red line) is the effective angle of friction and ϕsf (blue
line) the angle of internal friction at steady-state flow from the pre-shear point (σpre,τpre).
The normal stress is in the direction of the x-axis (σ) and the shear stress is in the direction
of the y-axis (τ). The major principal stress is σ1 and the minor principal stress σ2 for
the confined sample (large circle) and the major principal stress is σc for the unconfined
sample (small circle). The cohesion value found from the ring shear tester of the material
is denoted τc. Note the edited figure and text is from PAPER [2] and originally from [11]
where the theory is from [12].

When the Yield locus is created the internal friction angles can also be found, i.e.:
The linearized yield locus angle, ϕlin.
The effective angle of friction, ϕe.
The angle of internal friction at steady-state flow, ϕsf .
These three internal friction angles and the cohesion of the material (τc) can be seen in
Fig. 2.17.
The linearized yield locus, ϕlin is the tangent to both the Mohr stress circles defining σc
and σ1. From the ratio of the shear stress, τpre to normal stress, σpre a sort of friction
angle can be found from the angle of internal friction at steady-state flow, ϕsf from the

pre-shear point, ϕsf = tan−1
(
τpre
σpre

)
and the effective internal friction angle, ϕe is defined

as the ratio of the minor principal stress, σ2 to the major principal stress, σ1 at steady-
state flow, sin(ϕe) = σ1−σ2

σ1+σ2
.
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For poorly flowing bulk solids e.g. moist clay the effective angle of internal friction, ϕe
can become large compared to the angle of internal friction at steady-state flow, ϕsf for
the bulk solids layers that are sliding against each other as they do in a shear test during
steady-state flow [12]. Thereby the angle of internal friction at steady-state flow, ϕsf and
the linearized yield locus, ϕlin are used as indicators for the DEM model’s particle-particle
internal friction interval presented in chapter. 3. The cohesion of the material, τc is defined
at the intersection with zero normal stress (σ = 0).

2.3.1.1.2 Flowability function from RST-SX
The flowability factor (FFc) is found from the major principal stress σ1 divided by the
unconsolidated sample stress σc where these stresses are illustrated in Fig. 2.17 and in
Fig 2.18(left). The FFc is calculated the following way,

FFc =
σ1

σc
(2.4)

Figure 2.18: Flowability function. The figure is taken from [11].

The flowability factor (FFc) is illustrated as a function of the major principle stress σ1 in
Fig 2.18(right).

Note this is the same principle as the unconsolidated sample stress σc found from the
uni-axial compression test performed in 2.3.5.1.1. Unfortunately σ1 is unknown from the
ramming procedure, which is used for the green sand sample preparation. In order to
obtain the consolidation stress and subsequently finding the FFc value (flowability value)
an confined compression test should have been made on the STM machine as in e.g. [40].
Unfortunately no tool was available which could measure σ1 in the confined compression
on e.g. the STM machine. Hence, the flowability was only determined by the ring shear
tester.
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2.3.1.1.3 Wall friction angle (Ib)
The wall yield locus is found by subjecting a bulk sample to decreasing normal loads
(σw1, σw2, σw3, ...) and for each normal load the sample is sheared until a constant shear
stress is reached τw, this is shown in Fig. 2.19(left). The subsequently found points
(σw, τw) are shown in Fig. 2.19(right) and hereafter the sliding friction angle (ϕwall) is
found from the slope of the points on the wall yield locus.

Figure 2.19: The selected normal loads (σw1, σw2, σw3, ...) and the shear stresses history,
τw (left figure). The wall yield locus found from the steady-state points (right figure).
Note the edited figures and text are from PAPER [2] and originally from [11] where the
theory is from [12].

2.3.1.1.4 Compression test on the RST-SX (Ic)
Simple compression tests are made to determine the density as a function of the smaller
compression stresses and fitted with a equation suggested in [21] which was earlier applied
for green sand in [20], i.e.;

ρ(P ) = ρ(0) + (ρ(∞)− ρ(0)) e
A−P
B (2.5)

the constants of A, B and ρ(∞) will be fitted by the Matlab regression toolbox using a
least squares algorithm. The initial uncompressed green sand density ρ(0) is known from
the start of the experiment. Ten points of normal stresses which are distributed uniformly
in the region of σ = [1000Pa; 1000Pa+2111Pa×n; 20000Pa] were applied with 0 ≤ n ≤ 9
to determine the three constants from eq. 2.5.
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2.3.1.2 Results of high load flow test

The results of the high load flow tests which link to the hopper flow and the flow in the
bottom of the sand pile during the DISAMATIC process are examined by the ring shear
tester the following way:
The yield locus and the internal friction angles are presented in section 2.3.1.2.1 (Ia) and
the flowability (FFc) and the yield stress τc are presented in section 2.3.1.2.2.
The wall yield locus is presented in section 2.3.1.2.3(Ib).
The density as a function of normal stress results is presented in section 2.3.1.2.4(Ic).

2.3.1.2.1 The yield locus (Ia)
First the yield locus of the dry green sand from batch 7 and the wet green sand from
batch 2 with very high compactability are shown in Fig 2.20. The dry sand from batch 7
has a higher flowability FFc (8.5 > 1.5) and lower yield stress τc (122 Pa < 715 Pa) as
compared to the wet green sand from batch 2. The friction angle of ϕlin is larger for the
dry sand as compared to the wet green sand.

Figure 2.20: (Ia) The Mohr Coulomb circle for the wet green sand (batch 2) and the dry
green sand (batch 7).

In table 2.4 the results of the internal friction angles together with the flowability are
shown for all 8 batches.
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The yield locus of the three selected batches:
The yield locus is shown in Fig. 2.21 for the three investigated compactability levels, i.e.:
Low compactability (a), middle compactability (b) and high compactability (c). In Fig.
2.21 for the low compactability level (a) the minor stresses σc are smaller than for the
middle compactability (b) and high compactability (c). Due to the similar values of the
major stresses σ1 in all the three batches (a)-(c) the flowability value FFc for the low
compactability (a) is larger than (b)-(c) as expected.

Table 2.4: (Ia) The ring shear test values, (IIa) the repose angle (α) calculated from the
sand pile height and (IV) the compactability of the green sand pile.

Test type Batch number

1 2 (Wet) 3 4 5 6 7 (dry) 8

3 ram 36.5 ± 0.94 50.0 ± 0.91 39.9 ± 1.70 34.9 ± 0.98 40.0 ± 2.20 43.2 ± 1.01 No 35.8 ± 1.21

(Ia)

ϕe 44.7 ± 1.46 52.0 ± 0.81 46.4 ± 2.70 44.6 ± 2.43 44.5 ± 1.57 45.6 ± 1.40 40.1 ± 0.92 43.1±1.06
ϕlin 28.5 ± 0.55 28.7 ± 0.91 28.6 ± 1.63 30.6 ± 1.93 32.1 ± 2.83 28.4 ± 0.52 37.3 ± 0.96 29.5±1.44
ϕsf 37.4 ± 0.51 40.4 ± 0.43 38.4 ± 1.38 38.0 ± 1.54 38.7 ± 1.10 38.2 ± 0.86 37.2 ± 0.90 36.9±0.44
σc 539 ± 45.0 715 ± 26.5 586 ± 50.9 493 ± 32.9 446 ± 54.0 561.2 ± 37.0 122 ± 13.5 467±36.0
FFc 2.0 ± 0.2 1.5 ± 0.0 1.8 ± 0.1 2.2 ± 0.1 2.4 ± 0.2 1.9 ± 0.1 8.5 ± 0.9 2.3 ± 0.2
Reps n=3 n=5 n=5 n=5 n=5 n=5 n=5 n=5

α 37.9 ± 0.73 41.5± 1.62 38.1± 0.96 36.6 ± 1.04 36.3 ± 0.00 37.3 ± 0.49 30.8 ± 0.70 37.2 ± 1.29
Reps n=3 n=3 n=3 n=3 n=3 n=3 n=3 n=3

The internal friction angles and the repose angle (IIa):
The internal friction angles (ϕe, ϕsf , ϕlin) from the yield locus are compared to, i.e.:
(IIa) the sand pile repose angle (α). The internal angles found from the ring shear tester,
which was described in section 2.3.1.1 are shown in table 2.4 and in Fig. 2.22. The in-
ternal friction angles of the linearized yield locus angle (ϕlin) were similar from batch to
batch with values in the interval of 28◦ − 30◦. The effective angle of (ϕe) was similar
from batch to batch with values in the interval of 43◦ − 46◦. The repose angle (α) is
plotted as a function of compactability which is found from the height versus the width
of the sand pile, which is explained later in section 2.3.2.1.1. The repose angles (α) are in
good agreement with the angles of friction at steady state flow (ϕsf ) with values in the
region of 36◦ − 40◦. The effective friction angle (ϕe) increases with the compactability
level due to the increased cohesion σc from the additional water contents and this thereby
also decreases the flowability (FFc) shown in Fig. 2.23 in the next section 2.3.1.2.1.
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(a) Mohr circle: Low compactability (Batch 8)

(b) Mohr circle: Middle compactability (Batch 3)

(c) Mohr circle: High compactability (Batch 6)

Figure 2.21: (Ia) The Mohr Coulomb circles for the three selected batches.
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Figure 2.22: (Ia) The angles: the repose angle α (black dots), the effective angle of friction
ϕe (green dots), the linearized yield locus angle ϕlin (blue dots), the angle of internal
friction at steady-state flow ϕsf (red dots) as a function of the compactability.

2.3.1.2.2 The flowability (FFc) and the yield stress (τc)
The flowability and the yield stress are plotted together in Fig. 2.23 and also presented in
table 2.4. The yield stress increases with the compactability (blue) whereas the flowability
decreases (red). Especially for batch 2 (wet sand) which has a very large compactability
level and thereby also a very high yield stress and a very low flowability (very cohesive)
compared to all the other batches and for the dry sand the opposite is the case. Batch 5
has a large flowability value and a small yield stress value compared to the compactability
value and thereby this could be considered as an outlier.
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Figure 2.23: (Ia) The yield stress on the left y-axis (red) and the flowability (FFc) on the
right y-axis (blue) as a function of the compactability on the x-axis.
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2.3.1.2.3 The wall yield locus (Ib)
The wall yield loci are first shown for the dry green sand from batch 7 and for the wet
green sand from batch 2 with very high compactability in Fig 2.24. The wall friction angle
of ϕwall = 19.8◦ is larger for the wet green sand from batch 2 which means it slides less
well than the dry green sand from batch 7 on the stainless steel with the wall friction angle
of ϕwall = 13.3◦.

Figure 2.24: (Ib) The wall sliding friction for the wet green sand (batch 2) and dry green
sand (batch 7).

The wall yield locus of the three selected batches:
The wall yield locus is shown in Fig. 2.25 for the three selected compactability lev-
els low compactability (a), middle compactability (b) and high compactability (c). The
three batches have similar average values for the wall friction angle in the interval of
ϕwall = 18.1◦ − 19.2◦.

In table 2.5 all the wall friction angles are shown with the values being in the region
of ϕwall = 16.4◦ − 19.2◦ except for the dry sand (batch 7) which has a small angle of
ϕwall = 13.3◦ and wet sand (batch 2) with a large angle of ϕwall = 19.8◦.

Table 2.5: The compactability, the wall yield locus results from the ring shear tests on the
8 batches of the green sand.

Test type Batch number

1 2 (Wet) 3 4 5 6 7 (dry) 8

3 ram 36.5 ± 0.94 50.0 ± 0.91 39.9 ± 1.70 34.9 ± 0.98 40.0 ± 2.20 43.2 ± 1.01 No 35.8 ± 1.21

ϕwall 16.4 ± 1.74 19.8 ± 0.66 19.2 ± 0.58 19.0 ± 0.49 17.0 ± 0.93 18.3 ± 0.44 13.3 ± 0.56 18.1 ± 1.16
n=3 n=3 n=3 n=3 n=3 n=3 n=3 n=3
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(a) Sliding friction: Low compactability(batch 8)

(b) Sliding friction: Middle compactability(batch 3)

(c) Sliding friction: High compactability (batch 6)

Figure 2.25: (Ib) The coulomb sliding friction for the three selected batches.
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2.3.1.2.4 Compression tests of green sand (Ic)
The compression tests were done on the ring shear tester described in section 2.3.1.1.4
and the results are presented for the three selected batches. The density as a function
of the compression stress is fitted by the equation in eq. 2.5, where the density function
ρP=(0) = ρ of zero compression is known initially from the measurements before the
experiment. The max density ρ(P =∞) is found by MATLAB’s fitting tool box which
fits the curves with a standard least square algorithm and the three parameters that were
fitted are A, B and ρP=∞. The fitted curves are shown in Fig. 2.26 and the results are
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Figure 2.26: (Ic) The density as a function of stress found with the ring shear tester. The
average value and the dotted line is the standard deviation of the density in [ kg

m3 ].

listed in the table. 2.6, for the values of A, B and ρmax.

Table 2.6: (Ic) The found values for the equation from eq. 2.5 shown in Fig. 2.26.
Compactability A B ρ(0) ρ(P =∞) SSE RSQ Adj-RSQ RMSE dfe
Low (b=8) -3837 12320 919 1134 6.894 0.999 0.999 0.992 7
Medium (b=3) -4967 14290 873.6 1128 9.520 0.999 0.999 1.166 7
High (b=6) -7089 18130 837.4 1126 47.81 0.998 0.996 2.614 7

The function ρ(P ) = ρ(0) + (ρ(∞)− ρ(0)) e
A−P
B predicts the density as a function of the

compression stress with a good agreement to the experiment since the smallest root mean
square value is RSQ = 0.998 and the adjusted root mean square value is Adj − RSQ =
0.996. Note, the function should only be applied for the normal stresses in the region
where the experiment is performed (0Pa ≤ P ≤ 20000Pa) or maybe a little above as e.g.
P ≤ 30000Pa. Due to the small normal loads the maximum densities which were found
1120− 1140 kg

m3 were small compared to the maximum densities found in the 10 ramming

experiment of 1500− 1600 kg
m3 .
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2.3.1.3 Conclusion of the high load flow experiments

In general the ring shear tester is typically applied for designing silos and the values can
give an indication of the angle of the silo orifice which is suggested in [12]. The yield locus
and the internal friction angles are typically combined with the wall yield locus (wall fric-
tion angle) to determine an optimal design of the geometry of the hopper and the hopper
orifice (the orifice is the sand slot in the DISAMATIC process). The DISAMATIC pro-
cess is very complex with respect to the high load flow behaviour occurring in the hopper
when the green sand is driven from the hopper down into the chamber by the overpressure
created in the air tank. The plug of green sand created above the sand slot is even more
complex to investigate and thereby it has been difficult to apply the simple assumptions
of the hopper design from e.g. [12] to the DISAMATIC process.

The internal friction angles of the linearized yield locus angle (ϕlin) were similar from
batch to batch with values in the region of 28◦ − 30◦. The effective angle of (ϕe) were
similar from batch to batch with values in the region of 43◦ − 46◦. The repose angles (α)
are in good agreement with the angles of friction at steady state flow (ϕsf ) with values in
the region of 36◦ − 40◦.

The flowability decreased when the green sand became more wet and the opposite was the
case for the dry green sand. The yield stress increased when the green sand became more
wet and the opposite was the case for the dry green sand. The difference was especially
observed for the dry sand (batch 7) that had a higher flowability FFc (8.5 > 1.5) and a
lower yield stress τc (122 Pa < 715 Pa) as compared to the wet green sand (batch 2).
The yield stress increases with increased compactability up to the tested level of around
50 % for batch 2. The high yield stress of 715 Pa for batch 2 indicates a more cohesive
green sand, although it is found that the uni-axial compression test for batch 2, had the
smallest uni-axial compression strength.

The wall friction angle increased when the green sand became more wet and the opposite
was the case for the dry green sand. The wall friction angles determined were within the
values of the region ϕwall = 16.4◦ − 19.2◦ except for the dry sand (batch 7) which had a
small angle of ϕwall = 13.3◦ and wet sand (batch 2) with a large angle of ϕwall = 19.8◦.

The density as a function of the normal stress proposed by [21] is in very good agreement
with the normal compression versus density measurements found from the ring shear tester
in the region of the normal stress tested.
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2.3.2 The low load flow (2)

The low load flow is occurring when the green sand is freely flowing on the top of the
sand pile created in the chamber during the DISAMATIC process and this is shown in
Fig. 2.27(left). The low load flow can be characterized by tests such as (IIa) the sand
pile and (IIb) the slump test finding the shapes expressed by the height and the length
respectively, shown in Fig. 2.27(right). The height and shape of a pile are typically used
to characterize materials as e.g. sand and subsequently to calibrate DEM models as in
e.g. [2, 3, 41, 31, 5].

(2) The DISAMATIC process 
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Figure 2.27: (Left side) The low load flow in the DISAMATIC process. (Right side) The
performed experiments placed on the Mohr circle.

.

(II) The slump test is typically used for cement based materials and the cone tests are
discussed in [42]. Here the cement-based materials’ yield stress is measured using slump
tests where stoppage tests measure the shape of a fresh material deposit after flow occurred.
This measured geometrical value (slump, spread) is linked to a plastic yield stress value.
Yield stress materials are discussed in [43, 44] where the material starts to flow when it
exceeds the threshold described by the yield limit (τc). Yield stress materials come in many
varieties such as concrete [45] and ceramic slurries [46]. An analytical solution was derived
to determine the yield stress of a given material (i.e. a very fluid concrete also known
as a self-compacting concrete) and this solution is discussed and simulated in the PhD
thesis [47]. An additional overpressure was added in PAPER [4] to the analytical solution
determining the yield stress and in PAPER [7] these solutions were non-dimensionlized.
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2.3.2.1 The low load flow experiments (II)

2.3.2.1.1 The sand pile experiment (IIa)
A special hopper experiment was designed in the project shown in Fig. 2.28(left) where
the experiment was designed to find the repose angle from the height of the sand pile
above the box shown in Fig. 2.28(right). The sand pile test was made for investigating
how the green sand flows during deposition on the box below the hopper, which is similar
to the tests performed in [48]. The sand pile test has the low load flow behaviour similar
to when the green sand is deposited on the top of the sand pile inside the DISAMATIC
chamber.

Figure 2.28: (Left) The hopper experiment can be seen with the sieve on the top, the
hopper, orifice lid and finally the box in the bottom. (Middle) In the 3-D illustration the
hopper measurement can be seen with the length l=300 mm, width of a=180 mm, orifice
c=40 mm and the box measurements with the internal width w1=120 mm, external width
w2=134, the height of the box d=82 mm, the measured height of the sand pile is denoted
hp and the drop height of h1=169 mm and hopper height of h2=150 mm. (Right) Sand
pile experiment where the height hp was found by a laser projected onto the ruler on the
back. Note the box side and bottom thickness is 7 mm. The edited figure and text is
originally from PAPER [2].

The hopper experiment and the geometry and all the dimensions of the hopper are illus-
trated in Fig. 2.28. The green sand is sieved down into the hopper. After the hopper is
filled the orifice lid is opened for the final deposition of the green sand into the box. The
final sand pile height hp was found by a laser projected onto the ruler on the back and
thereby the angle of repose can be calculated.

Repose angle
The angle of repose is used for characterization of granular material in this case from the
sand pile height above the box. The larger the repose angle the lower the flowability and
the more cohesive the material is which is categorized in table 2.7. The angle of repose
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has some dependence on the test procedure in which the sand pile is created as e.g. sand
pile created from a hopper onto a plate or sand pile created from a slump test discussed
in [12]. The internal friction angles found from the ring shear test in section 2.3.1.1 are
often compared to the repose angle and these angles are all presented in table 2.10 from
the 8 batches. The repose angle α can be calculated from the sand pile height hp and the
external width of the box,

α = tan−1

(
hp
w2
2

)
(2.6)

Table 2.7: A suggested relationship between repose angle and flowability which is from
[18].

Angle α Flowability

25-30 Very free-flowing

30-38 Free-flowing

38-45 Fair-flowing

45-55 Cohesive

> 55 Very cohesive

2.3.2.1.2 The slump cylinder test (IIb)
A very simple slump cylinder test is designed for investigating the flowability properties
of green sand and the green sand interaction on the steel plate. The standard cylinder
specimen normally used in the compactability test is used for this test where the standard
cylinder specimen has the dimensions of H = 0.12 m for the height and D = 0.05 m for
the diameter. A flat steel plate was used under the box for contact with the green sand,
the box was filled with green sand through the sieve shown in Fig. 2.29(left). The test
was performed by lifting the tube rapidly, emulating an instantaneous wall opening in the
simulation to finally find the slump diameter in Fig. 2.29(right). When the green sand
slump has settled the two diameters orthogonal to each other (lx, ly) are measured and
the average is calculated for the final slump length lp. Note, that a metal plate resembling
the DISAMATIC chamber is used under the standard specimen tube for having a proper
metal plate-green sand contact. This test resembles the initial green sand hitting the
bottom of the chamber and flowing outwards to the sides of the chamber.

2.3.2.1.3 Slump box test (IIc)
A slump test is designed with a box having the internal dimensions of height H = 0.18 m,
width W = 0.134 m and length L = 0.313 m. A steel plate is used under the box for
contact with the green sand. The box is filled with green sand through a sieve shown in
Fig. 2.30(left) and afterwards the box is lifted rapidly and the green sand flows out to the
sides and finally the length of the sand pile is measured (lp) shown in Fig. 2.30(right).
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(a) The setup (b) The final slump

Figure 2.29: (a) The slump cylinder experiment setup. (b) The final slump where the two
diameters of the sand pile is measured (denoted lx, ly) in orthogonal directions to each
other.

(a) The experimental setup viewed from
the side

lp 

(b) The final slump

Figure 2.30: (a) The slump box experiment setup. (b) The final slump where the slump
length lp are measured
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2.3.2.2 Results of the low load tests

The results of the low load tests which links to the flow on the top of the sand pile created
in the chamber during the DISAMATIC process. The sand piles created with the sand
pile experiment and slump tests are presented here:
(IIa) The sand pile test results are discussed in section 2.3.2.2.1.
(IIb) The slump cylinder results are discussed in section 2.3.2.2.2.
(IIc) The slump box results are discussed in section 2.3.2.2.3.
(IIa)-(IIc) Finally the sand pile heights and all the slump lengths are collected and pre-
sented in table 2.8.

2.3.2.2.1 Sand pile test (IIa)
The sand pile height (hp) increases with higher compactability levels, which is shown in
Fig. 2.31. For batch 2 the sand pile height (hp = 0.062m) was higher as compared to all
the other batches, which was due to the high compactability level of around 50 %. The
flow-abilty was small with the value of FFc=1.5, which was due to the very large cohesion
that binds the sand grains together. For the dry sand in batch 7 then the sand pile height
hp = 0.040m became smaller than all the other batches. Thereby batch 7 had a high
flowability value of FFc=8.5, due to a smaller cohesion binding the sand grains together.
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Figure 2.31: (IIa) The sand pile experiments average heigths (hp) for all the batches. The
standard deviation for compactability is shown as a line in the horizontal direction and
the standard deviation for the pile height is shown as a line in the vertical direction.

Batch 5 has a large compactability of 40 % when compared to the small sand pile height
of hp = 50 mm, thereby this could considered as an outlier as compared to the results
of the other batches. Note that the results of the repose angles were presented in section
2.3.1.2.1 together with the internal friction angles found from the ring shear tester.
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2.3.2.2.2 Slump cylinder test (IIb)
The governing trend of the slump test is that slump lengths decreases when the com-
pactability increases which is shown in Fig. 2.32. For the wet green sand from batch 2
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Figure 2.32: (IIb) The slump cylinder lengths (lp) for all the batches. The standard
deviation for compactability is shown as a line in the horizontal direction and the standard
deviation for the slump length is shown as a line in the vertical direction.

with the high compactability level, then the slump length lp = 0.17 m became shorter
when compared to all the other batches and this was due to the very cohesive wet green
sand. The opposite is the case for the more freely flowing dry green sand from batch 7,
which had a long slumb length of lp = 0.23 m and a small flowability value of FFc=1.5.
Batch 5 had a large compactability value of 40 % compared to having the second longest
slump length of hp = 0.19 m, thereby it could be considered an outlier with respect to
this test.

2.3.2.2.3 Slump box test (IIc)
The governing trend of the slump box test is that the lengths decrease when the com-
pactability increases shown in Fig. 2.33. For wet green sand batch 2 with the high
compactability level then the slump box length (lp, 2−D = 0.47 m) became shorter com-
pared to all the other batches. The opposite is the case for the dry green sand batch 7
which was very free flowing with the longest slumb box length of lp, 2−D = 0.62 m when
compared to all the other batches. For batch 1 the box slump length was somewhat short
lp, 2−D = 0.49 m when compared to the compactability level but note that only one rep-
etition was performed in this slump box test. In general the larger the sand pile height
becomes the shorter the slump length, which is due to the increased cohesion of the sand
grains from the larger amount of water added shown in table 2.8.
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Figure 2.33: (IIc) The box test average slump lengths (lp, 2−D) for all the batches. The
standard deviation for compactability is shown as a line in the horizontal direction and
the standard deviation for the slump length is shown as a line in the vertical direction.

Table 2.8: (IIa)-(IIc): Results from the sand pile and slumps tests

Test type Batch number

1 2 (Wet) 3 4 5 6 7 (dry) 8

Water (%) 3.9 ± 0.4 4.0 ± 0.2 3.6 ± 0.2 3.3 ± 0.2 3.6 ± 0.1 3.7 ± 0.1 2.3 ± 0.4 3.6 ± 0.2
Reps n=6 n=14 n=13 n=12 n=11 n=12 n=9 n=15

3 ram (%) 36.5 ± 0.94 50.0 ± 0.91 39.9 ± 1.70 34.9 ± 0.98 40.0 ± 2.20 43.2 ± 1.01 No 35.8 ± 1.21
ρ 896 ± 15.4 723 ± 17.0 852 ± 21.0 926 ± 15.5 842 ± 21.2 806 ± 21.2 1.21× 103±11.3 917 ± 12.1

(IIa)

hp [mm] 53.4 ± 1.52 61.7 ± 4.04 54.0 ± 2.08 50.7 ± 2.08 50.0 ± 0.00 52.0 ± 1.00 40.3 ± 1.15 52.0 ± 2.65
α 37.9 ± 0.73 41.5± 1.62 38.1± 0.96 36.6 ± 1.04 36.3 ± 0.00 37.3 ± 0.49 30.8 ± 0.70 37.2 ± 1.29
Reps n=3 n=3 n=3 n=3 n=3 n=3 n=3 n=3

(IIb)

lp [mm] 183 ± 3.13 169 ± 5.54 185 ±6.72 188 ± 4.38 189 ± 1.15 179 ± 4.94 227 ± 2.19 188 ± 1.85
Reps n=5 n=5 n=5 n=5 n=5 n=5 n=5 n=5

(IIc)

lp, 2−D [mm] 490 469 ± 8.54 499 ± 16.9 524 ± 9.02 522 ± 3.00 498 ± 10.8 621 ± 7.81 521 ± 12.5
Reps n=1 n=3 n=3 n=3 n=3 n=3 n=3 n=3
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2.3.2.3 Conclusion of the low load flow experiments

The sand pile height and the angle of repose increase with increased compactability. The
sand pile becomes less conical together with larger clusters of sand particles (clumps) for
an increased water content (larger compactability). The dry green sand pile height (Batch
7) was smaller compared to all the other batches, due to the smaller cohesion of the sand
grains.

The slump length decreases as the compactability increases. The wet green sand batch
had the shortest slump length whereas the dry green sand batch had the longest slump
length as expected. A similar behaviour was experienced for the slump box test as for
the slump cylinder test. In general, the larger the sand pile height, the shorter the slump
length, which is due to the increased cohesion of the sand grains from the larger amount
of water added.

Batch 5 had a large compactability level compared to the short sand pile height and
the two long slump lengths. Batch 5 (purple color) also had the second largest flowability
value FFc=2.4 shown in table 2.4, which is larger than expected when compared to the
high compactability value, which was the third largest out of all the 8 batches. This could
be due to the difference of the green sand condition in the buckets although the green
sand mechanical behaviour should be very similar from bucket to bucket. Therefore batch
5 could be considered as an outlier with respect to these tests.
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2.3.3 Fluidized flow (3)

The fluidized flow occurs when the green sand is transported by the airflow along the
chamber wall or transported in the very top of the sand pile by the air flow which is
illustrated in Fig. 2.34.
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Figure 2.34: (Left) The low load flow in the DISAMATIC process. (Right) The performed
experiments placed on the Mohr circle. (Bottom) The simulation showing the fluidized
flow of the DEM particles on the left side.

.

Fluidized flow and pneumatic transport of solids are discussed in [49] and experiments
were performed on a fluidized bed and on the newly developed Anton Paar Powder Cell
for investigating the fluidized viscosity in PAPER [6].

2.3.3.1 Fluidized flow experiments (III)

2.3.3.1.1 The Anton Paar Powder Cell (IIIa)
The Anton Paar Powder Cell is used to investigate the fluidized viscosity which is discussed
further in appendix B and in PAPER [6]. The air flow was kept fixed at different rates
while the rotating velocity of the stirring blade was increased. The relationship of the
viscosity, the air flow rate and the rotating velocity of the stirring blade could then be
found.

2.3.3.1.2 The Fluidized bed (IIIb)
A standard fluidized bed test for finding the values of the pressure drop due to the drag
force on the green sand and the minimum fluidization velocity with respect to the water
content was performed in appendix C. The pressure drop and the minimum fluidization
with respect to the mass of green sand was also tested for one batch of green sand.
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2.3.3.2 Result and conclusion of the fluidized flow experiments (3)

The fluidized flow experiments were performed on different green sand batches and are
therefore also presented separately in appendix B and in appendix C.

2.3.3.2.1 The Anton Paar Powder Cell (IIIa)
In PAPER [6] it was found that the green sand flow behaves like a shear thinning fluid, in
which the viscosity is reduced by increasing the shear rate. The viscosity of the green sand
is decreased by increasing the air flow rate. The results are discussed further in appendix
B and in PAPER [6].

2.3.3.2.2 The Fluidized bed (IIIb)
In appendix C it was found that the overall trend is that the minimum fluidization velocity
increases with the water content since the sand surface area decreases, due to the bond-
ing of the individual sand grains into a collection of sand grains forming clusters. This
suggested that green sand with a high compactability level of around 43-44 % is harder
to fluidize and probably it is also harder to transport and fill the narrow passages with
green sand in the chamber geometry during the sand shot, although the sand dries out
fast when the green sand is transported by the air. For the detailed conclusions of the
fluidized bed test, see appendix C.
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2.3.4 The confined compression (4)

The mold squeezing is illustrated in Fig 2.12(right top) together with the tests performed
that investigate the solid mechanical behaviour of the green sand confined compression
(right middle). The mold squeezing has its solid mechanical behaviour more precisely
described by the yield locus of a granular material which is explained in [50].
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Figure 2.35: (Top) (4) Squeezing of the mold (confined compression) and (5) casting of the
part and (un-confined strengh) which is the solid mechanical behaviour of DISAMATIC
process. (Bottom) The experiments performed in the project placed on the Mohr circle
where (IV) the rammer creates a sample of green sand (confined compression). This
sample is inserted into the STM machince performing (V) the uni-axial compression test
(un-confined strength). The figure † in the left corner shows the deformation of a parts
due to residual stresses and the figure is from [13].

The confined compression of the green sand is typically tested with the compactability
test, which is discussed in [35, 8].

2.3.4.1 The confined compression experiments (IV)

2.3.4.1.1 The compactability test (IVa)
The compactability test is applied for investigating the confined compression of the green
sand. Note that the compactability test was described earlier in section 2.2.4.3 and the
results were shown in section 2.2.5 instead of section 2.3.4.
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2.3.5 The un-confined strength (5)

In Fig. 2.35(left top corner) the mold filling occurs with the molten metal exerting a met-
allostatic pressure the mold during casting. It is important that the mold can withstand
this metallostatic pressure together with the initial pouring of the metal into the mold
(5a). During solidification, the solidifying metal contracts and the mold material has to
withstand the load until the cast material has obtained sufficient stability to keep the
shape of the design (5b).

The flowability (FFc) was illustrated in Fig. 2.35 and was found earlier from the ring
shear tester. The flowability could also be found in the solid mechanical region with a
compression machine, which could measure the confined compression strength followed
by the unconfined compression strength. In [19] a regression model was applied to deter-
mine the relationship between the input value of the sand mixture, i.e active clay, water
content to the related output values compactability, green compressive strength, spalling
strength and permeability. This relationship was developed on a data set collected from
a DISAMATIC foundry. Tri-axial tests have been performed on green sand to obtain the
yield locus in [24]. Uni-axial compression tests were performed on green sand where the
stress-strain curves were analyzed in [25].

2.3.5.1 The un-confined strength experiments (V)

2.3.5.1.1 Uni-axial compression on the STM machine (Va)
A compression test is a well known experiment for green sand, which is explained in [35] and
the stress-strain curves were analyzed in e.g. [25]. The uni-axial compression strength of
the green sand is tested on a strength testing machine described in [14] and the machine is
shown in Fig. 2.36. The uni-axial compression tests is used to find the maximum strength
(σmax) of the compressed green sand sample prepared by 3 rammings to have a length
and diameter of 0.05 m. In Fig. 2.37 the maximum stress is denoted σmax. Depending
on the height of the mold the compression strength should be increased for a mold height
around 50 cm and the compression strength should be around σmax = 19 − 23 N

cm2 which
is suggested in [8]. In seven out of the eight batches (not on the dry batch number 7) the
uni-axial compression test was performed with seven repetitions for each batch.

The strain-stress curves:
A sample of green sand with the length of L=50 mm and diameter of 50 mm is prepared
from the standard rammer (2.2.4.3). The correct mass of green sand is calculated from
the known compactability value to get the desired length of the sample. This is not al-
ways exactly 50 mm and the initial starting point of the STM machine is hard to set to
exactly zero strain ε ≈ 0. An algorithm is thereby constructed aligning and moving all the
stress-strain curves’ maximum stress point to the same position for each individual batch.
This was done in the following way:
(1) For each individual batch the smallest strain was found where the maximum stress
σmax occurred out of the seven repetitions in the specific batch.
(2) For the individual batch all the maximum stresses from the experiments are reposi-
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Figure 2.36: The strength testing machine with the parts identified. A similar figure was
first originally presented in [14].
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Figure 2.37: Stress-strain curves made on the STM machine for one batch. The x-axis is
the dispalcement with the units of [mm] and the y-axis is the stress with units of [ N

cm2 ]

tioned to the smallest strain value found in (1), thereby repositioning the 6 other repeti-
tions maximum stress to (1).
(3) This algorithm was applied for all the 7 batches where the uni-axial compression tests
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were performed.
The linear intervals are determined to be in the stress range of σ1 = max(σc) × 20% <
σc < max(σc)× 80% = σ2 and the linear intervals is illustrated by the arrow pointing to
the right in Fig. 2.37. This method was also applied in [25] for determining the slope after
failure. For the linear region the Young’s modulus of the sample is calculated as the slope
in the region as,

σ = Eε (2.7)

Where σ is the stress on the material subjected to the strain of ε = ∆L
L0

where L0 = L−Lσ1
is the initial sample length assumed to be 50 mm minus the displacement found at the
stress σ1. Hence, displacement above ε1, is monitored as the displacement ε in the linear
region.

2.3.5.2 Results of unconfined strength experiments (V)

2.3.5.2.1 Results of the uni-axial compression test
The compression strength and stiffness are shown in Fig. 2.38 for the three investigated
compactability levels. The low compactability level (a), middle compactability level (b)
and high compactability level (c). The stiffness is found from the slope of the linear re-
gion by MATLAB’s fitting tool box which fitted the curve with a standard least square
algorithm.

The results of the compression strength σmax and the Young’s modules (E) for the three
investigated batches are given in table. 2.9. The Young’s modulus had similar values with
a maximum difference smaller than 6 % for the three selected batches. The variance indi-
cated by the standard deviation was an order of magnitude ×10 smaller than the Young’s
modulus. The behaviour was very close to linear as indicated by the adjusted root mean
square which was close to 1 for all the tests where the smallest average of the adjusted
root mean squares was 0.9988 ± (Average(Adj-RMSQ)) and with a very small standard
deviation of 4.8693×10−4.

Table 2.9: (V) The found values of the Young’s modulus (E) from eq. 2.3.5.1.1 are shown
as the slopes in Fig. 2.38. The standard deviation (std) is indicated by ± std.

Batch E ± std [Pa] Average(Adj-RMSQ) ± std σmax ± std [Pa]

Low (b=8) 3.7×107 ± 4.2×106 0.9988 ± 4.8693×10−4 24.8 ± 0.82

Medium (b=3) 3.8×107 ± 3.6 ×106 0.9988 ± 3.5461×10−4 24.4 ± 1.85

High (b=6) 3.6×107 ± 4.6×106 0.9990 ± 3.9404×10−4 23.4 ± 1.37

The linear regions and failure points occurred for larger strains at the low compactability
level compared to the higher compactability level. The failure point is larger and has a
smaller standard deviation for the low compactability level of 24.8 ± 0.82Pa.
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(a) Compression test: Low compactability (Batch 8)
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(b) Compression test: Middle compactability (Batch 3)
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Figure 2.38: (V) The compression tests for the three selected batches.
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The compression strength (σmax) and Young’s modulus (E) for all the batches are given
in table. 2.10(not the dry sand batch number 7).

2.3.5.3 Conclusion of the un-confined compression strength experiment

Based on the uni-axial compression test it was found that the stiffness and the uni-axial
compression strength of the green sand were similar for all the batches. The strain-stress
slope is close to constant in the selected area suggesting an elastic region for the green
sand sample. The uni-axial compression strength and stiffness were significantly smaller
for the wet green sand batch (batch 2) compared to the other batches.

2.4 Overall conclusion of all the experiments

The overall conclusion of the tests in the five mechanical categories (1)-(5) for the tests
performed in the five regions (I)-(V) are:

All the results of the experiments for all the 8 batches are summarized in a table 2.10
placed on the next page. The compactability test values followed the water content tests
values e.g. when the water content increased the compactability increased too. When the
compactability increased the sand pile height became higher, the slump lengths became
shorter and the yield stress limit became larger which was found from the ring shear tester.
Batch 5 could be seen as an outlier, due to the results of high compactabilty level and the
low flowability value from the ring shear tester, the low sand pile height and the long sand
pile lengths from the two slump tests. An Instron machine (a more complex compression
machine) investigating the compression of green sand could be an obvious choice for inves-
tigating the flowability value (FFc) of green sand under the solid mechanical regime with
a controlled confined compression and a controlled uni-axial compression for comparison
with the ring shear tester’s flowability value.

The density as a function of the normal stress from [21] could be applied with the yield
stress limit found from the ring shear tester to simulate the sand shot mold filling with
a continuum model. The fluidized viscosity was found from the Anton Paar Powder Cell
in appendix B and this combined with the ring shear tester could potentially be enough
to calibrate e.g. a Herschel-Buckley model to simulate the sand shot. Thereby the test
results can in general give indications of the green sand material properties and the results
can be applied for calibrating and inserting physical values in models simulating the sand
shot as e.g. STAR-CCM+, ANSYS or FLOW-3D. The knowledge and the physical values
from the selected experiments are applied to calibrate the DEM model which is explained
in the next chapter 3. The calibrated DEM model is later used to simulate the behaviour
of the green sand in the sand shot in the following chapters 4 and 5.
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Chapter 3

The Discrete Element Method and
its calibration

3.1 Introduction

The Discrete Element Method (DEM) is chosen as the numerical model in the PAPERS
[1, 2, 3] due to the discrete structure of the method which simulates the granular nature
of the green sand. The DEM method uses a rolling resistance model to emulate the non-
spherical quartz sand particles’ resistance to rolling as well as a cohesive model to emulate
the binding of the quartz sand particles from the bentonite in the PAPERS [2, 3]. The
ring shear tester is used to obtain the static friction coefficients for the DEM model. A
sand pile experiment was used to investigate the simple mechanical behaviour of green
sand from the measured height. From this height the DEM model is also calibrated with
respect to obtaining the values of the particle-particle rolling resistance and obtaining the
particle-particle parameter value in the cohesive model. Additionally the density is ad-
justed to the loose green sand density and the slump experiments are applied to calibrate
the particle-wall rolling resistance in PAPER [3].

This chapter summarizes the PAPERS [1, 2, 3] with the following topics:
The general work in the field of the DEM is presented in section 3.2 together with the
governing equations for the DEM model.
Research with respect to general calibration of the DEM method together with the cali-
bration procedure applied in this project is presented in section 3.3.
A short conclusion of this chapter is presented in section 3.4.

3.2 Introduction to DEM in general

A general review of the theoretical foundation was published in [51] and applied in [52]
where a comparison of different frequently used DEM contact models were presented in
[53]. DEM is gaining popularity as the computational power available to researchers in-
creases and with the introduction of parallel computing in DEM, the method is starting

53
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to be used for granular flow [54] since it has been possible to perform larger scale DEM
simulations [55]. Newly developed codes based on the GPU framework are under devel-
opment as e.g. [56] for realistic simulation of sand behaviour. The GPU framework in
[57] was used for simulations of mill charge in [58] making the use of the GPU for faster
simulations of millions of non-spherical particles.

3.2.1 The numerical model applied

The commercially available software STAR-CCM+ [15] and the parallel computing capa-
bilities in this software weres used for the simulations in the PAPERS [1, 2, 3]. In DEM the
velocity is decomposed into a normal and tangential direction, as originally proposed by
[59] and shown in Fig. 3.1. The Hertz-Mindlin contact model is chosen due to its ability to
find the normal and tangential stiffness from real material parameters. Hertzian contact
mechanics is used in the normal direction of impact [60] and a simplified Mindlin model is
used in the tangential direction of impact [61], from which the non-linear damping can be
derived. The non-linear damping model was tested in Refs. [62], [63]. The selected model
for rolling resistance is the constant torque method first developed by [64] and tested in
[65]. The cohesion model selected is the Johnson-Kendall-Roberts (JKR) model described
in [66].

Figure 3.1: Particle i-th impact with particle j-th where the velocity is decomposed into a
normal ~Fn and tangential direction ~Ft. The edited figure is from [15]

3.2.1.1 Particle kinematics

The notation applied for describing the equations applied in DEM is from [67], where
the two particles in contact are denoted {i, j} positioned at {~ri, ~rj} and the velocities
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Figure 3.2: Particle i − th impact with particle j − th, the force exerted on the i − th
particle in the normal direction is ~Fnij and in the tangential direction is ~T toti . The edited
figure is from PAPER [1].

{~vi, ~vj} and finally the angular velocities of {~ωi, ~ωj} which are illustrated in Fig. 3.2.
The distance between the two particles is denoted rij = ||~ri − ~rj ||2, the position vector
from particle j to i is ~rij = ~ri − ~rj and the normal overlap δij is

δij = (Ri +Rj)− rij = 2R− rij , (3.1)

Since all the particles have the same radius and physical properties (Ri + Rj) = 2R for
the particle-particle interaction. The relative normal velocity is

~vnij = (~vij · ~nij)~nij , (3.2)

where ~nij = ~rij/rij is the unit normal vector onto the contact plane. The relative tangential
velocity is

~vtij = ~vij − ~vnij − (~ωiRi + ~ωjRj)× ~rij , (3.3)

3.2.1.2 Normal contact force

The normal force acting on the particles then becomes

~Fnij = ~nijknδ
3
2
ij −Nnij~vnij + ~Fcohij (3.4)
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Nnij is the normal non-linear damping coefficient and Fcohij is the cohesion. The stiffness
in the normal direction can be found as,

Kn =
4

3
Eeq
√
Req (3.5)

where the equivalent Youngs modulus is given by Eeq = 1
1−νi2
Ei

+
1−νj2
Ej

= E
2(1−ν2)

and the

equivalent radius Req = 1
1
Ri

+ 1
Rj

= R
2 . Damping in the normal direction is defined as,

Nnij =
4

3

√
(5KnMeq)δnij

1
4Nn,damp (3.6)

The damping coefficient is equal to Nn,damp = 1 if Crest = 0 otherwise

Nn,damp =
−ln(en)√
π2 + ln(en)2

(3.7)

and the coefficient of restitution (COR) is formally defined as en = − vin
vout

, where vin is the
velocity in the normal direction before impact and vout is after and the equivalent mass is
given by Meq = 1

1
Mi

+ 1
Mj

= M
2 .

The cohesion ~Fcohij selected is the Johnson-Kendall-Roberts (JKR) model with the factor
-1.5,where the particle-particle constant cohesion force in the normal direction is defined
as

~Fcohij = −1.5πRminW~nij (3.8)

Rmin = R is the minimum radius of contact, W is the cohesion parameter with the units
of [ J

m2 ].

3.2.1.3 Tangential contact force

The tangential force on particle i from particle j can be found as,

~Ftij = Kt

~tij

|| ~tij ||2
δtij

3
2 −Ntij~vtij + ~Trolij (3.9)

The tangential stiffness is defined as Kt = 8Geq =
√
Reqδnnij and the equivalent shear

modulus as Geq = 1
2(2−νi)(1+νi)

Ei
+

2(2−νj)(1+νj)
Ej

= E
4(2−ν)(1+ν) . The Ntij is the tangential non-

linear damping coefficient in the tangential direction is defined as,

Ntij =
4

3

√
(5KtMeq)Nt,damp (3.10)

Nt,damp is defined as

Nt,damp =
−ln(et)√
π2 + ln(et)2

(3.11)
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where the coefficient of restitution (COR) is formally defined as et = − ~ωin
~ωout

, where vin is
the angular velocity before impact and vout is after impact. The rolling resistance for the
particle-particle interaction used is the constant torque method, defined as,

~Trolij = − ωrel
|ωrel|

µrReq| ~Fnij | (3.12)

The relative angular velocity between the two particles is defined as ~ωrel = ~ωi − ~ωj and

the torque from the rolling resistance is ~Trolij .

Note that there is a maximal tangential force due to Coulomb’s law,

‖µs ~Fnij‖2 < ‖~Ftij‖2 (3.13)

the particle-particle static friction coefficient is denoted µs,p−p and particle-wall static
friction coefficient is denoted µs,p−w.

3.2.1.4 Summing the forces

The total resultant force on particle i is then computed by summing the contributions of
all particles j with which it currently interacts, thus:

~F toti = mi~g +
∑

j

(
~Fnij + ~Ftij

)
(3.14)

where ~g is the acceleration due to gravity. The total torque acting on particle i is given
by

~T toti = −Ri
∑

j

~nij × ~Ftij (3.15)

From these two expressions the acceleration, velocity, position and rotation, are calculated
by Newton’s second law, numerically for each time step.

3.2.1.5 Maximum time step

The maximum time step is found from taking into account the smallest value of the
following three options: The first time constraint, δt1 is the Rayleigh wave velocity [68,
69, 15]. The second constraint, δt2 on the time step is that it takes at least 10 time-steps
for the particle to move the full length of the radius. The third constraint on the time
steps is δt3, which is the duration of impact of two perfectly elastic spheres with the Hertz
contact theory derived by Timoshenko [70] and finally a dynamic time-step calculation
takes the smallest value of the three times δt=min(δt1,δt2,δt3), where in practice δt1 is
typically the limiting factor [15].
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3.3 Calibrating the DEM model for applications

DEM simulations are widely used in many different research fields for materials as rocks,
soils, powders and sand grains because DEM can simulate the discrete behaviour of these
materials properly [71]. Thereby DEM simulations are also widely used for simulating
many different mechanical behaviours as e.g. high load flows, low load flows, fluidized
flows and solid mechanical behaviours for materials with discrete behaviour. Calibration
of DEM models with subsequent applications is discussed more generally in [51, 52, 72, 73]
and will be discussed in the next sections 3.3.1-3.3.4.

In section 3.3.1 the high load flow is discussed and in section 3.3.1.1 the ring shear tester
is applied for finding the static friction coefficients for the DEM model.

In section 3.3.2 the low load flow is discussed and in section 3.3.2.1 a sand pile exper-
iment and a slump test are applied for calibrating the cohesion and rolling resistance
values for the DEM model.

3.3.1 Simulating the high load flow regime (1)

DEM simulations of the Schulze ring shear tester have been made in [74] where the particle
shape, the cohesion and the static friction were investigated with respect to the resulting
tangential pre-shear stress and the peak value (τpre). In [75] a sensitivity analysis was
performed applying DEM to simulate a Schulze ring shear tester where several material
input parameters’ effect on the resulting tangential pre-shear stress was simulated. The
tangential pre-shear stress had an asymptotic dependence from the particle-particle static
friction (µs,p−p) up to the value of µs,p−p < 0.70 and a linear dependence on the peak
stress was found from the parameters rolling friction (µr,p−p) and Young modulus (E).

In [76] a direct shear test was used to calibrate the internal friction angle together with
a compression test, which was used to find the particle stiffness for the DEM model and
finally the DEM model was applied to simulate earth moving equipment. Recent simula-
tions were performed in [77] where the effect of the DEM particle shape was investigated
by simulating the crushed rock particles. The rock particles were tested with a confined
compression test, which was used to determine the particle stiffness and a direct shear test,
which was applied to determine the particle-particle static friction coefficient. The shape
of the rock was emulated by three sets of representative DEM particle shapes applying 2,
4 and 8 spheres. The particle-particle static friction coefficient was varied to see the effect
on the shear box test and the repose angle. In [77] it was concluded that the direct shear
test was better than the angle of repose for calibrating the particle-particle static friction
coefficient. Finally the calibrated model with the clump composed of 8 particles simulated
a hopper discharge and an Anchor pull-out successfully.
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3.3.1.1 Calibrating the DEM model at the high load flow

The first calibration step of the DEM model is from a Schulze ring shear tester of the
type RST-SX described in [12] and applied in chapter 2. The ring shear tester starts
with compressing the green sand and subsequently shearing to steady state flow, which
is when a constant shear stress is reached, this procedure emulates the high load flow
region. Due to the compression of the particles while shearing it is assumed that the flow
is mostly governed by sliding and thereby the static friction coefficients are obtained in
this way similar to the direct shear test in [77]. The ring shear tester was applied in the
PAPERS [2, 3] to obtain the particle-particle static friction coefficient (µs,p−p) as well as
the particle-wall static friction coefficient (µs,p−w). The ring shear tester was applied to
obtain a suitable interval for the static friction coefficients for the DEM model in PAPER
[2]. In PAPER [3] the ring shear test values were directly applied as shown in Fig. 3.3.

The ring shear test results (I)  

tan(φwall)= μs,p-w tan(φlin)=μs,p-p 
Yield locus test (Ia)  Wall yield locus test (Ib) 

φlin 

φwall 

High load flow calibration (1)  

Green sand cohesion 

Negligible green sand-wall cohesion 

Figure 3.3: Calibrating the DEM model at high load flow (1).

Note the green sand cohesion is calibrated from a sand pile experiment for the low load
flow region (2), which is described in section 3.3.2.1.1 and the green sand-wall cohesion is
assumed to be negligible.

3.3.1.1.1 The particle-particle static friction coefficient
In PAPER [3] the ring shear test is used to find the linearized yield locus angle, ϕlin which
is used for obtaining the particle-particle static friction coefficient tan(ϕlin) = µs,p−p for
the DEM model. In PAPER [2] the linearized yield locus angle was used for indicating
the value of the particle-particle static friction coefficient.

3.3.1.1.2 The particle-wall static friction coefficient
In the PAPERS [2, 3] the particle-wall static friction (µs, p−w) is obtained from the wall
yield locus by tan(ϕwall) = µs,p−w.
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3.3.1.2 Results from high load calibration

The ring shear test results from the PAPERS [2, 3] are summarized in table. 3.2.

Table 3.1: Results from the tests of the green sand in the PAPERS [2, 3]
The experimental results found in PAPER [2]

Material properties Average Std Repetitions
Particle-particle static friction coefficient µs,p−p tan(28.6◦) ≈ 0.54 ±1.60◦ 5
Particle-wall static friction coefficient µs,p−w tan(19.2◦) ≈ 0.35 ±1.33◦ 18

The experimental results found in PAPER [3]

Material properties Average Std Repetitions
Particle-particle static friction coefficient µs,p−p 0.57 ±0.04 90
Particle-wall static friction coefficient µs,p−w 0.33 ±0.02 26

3.3.1.2.1 The particle-particle static friction coefficient
In PAPER [2] the values from the ring shear test was µs,p−p = 0.54 where the value chosen
for the simulations were µs,p−p = 0.50 for a 2-D simulation and a 3-D simulation. The
value of µs,p−p = 0.75 was applied for a 2-D simulation.

Note that in PAPER [2] the particle-particle static friction of µs,p−p = 0.50 and µs,p−p =
0.75 were compared when simulating the DISAMATIC process for the sand shot air over-
pressure of 2.0 bar where small deviations of less than 10 % (section 4.5.1.2) were found
on the filling times and the difference in the qualitative flow behaviour were virtually un-
detectable.

In PAPER [3] the ring shear test is used to obtain the linearized yield locus angle, ϕlin
which is used directly to calculate the particle-particle static friction coefficient the fol-
lowing way tan(ϕlin) = µs,p−p = 0.57 for the DEM model.

3.3.1.2.2 The particle-wall static friction coefficient
In PAPER [3] the values from the ring shear test obtained the value of µs,p−w = 0.33 and
in PAPER [2] the ring shear test value was µs,p−w = 0.35.
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3.3.2 Simulating the low load flow regime (2)

Several articles have been presenting work on investigating the repose angle and the pile
shape with DEM models typically investigating parameters as e.g. the particle shape, the
rolling resistance and the static friction coefficient as in [31, 48, 78]. The low load flow can
be characterized by tests such as the repose angle of a sand pile and the slump test finding
the shapes expressed by the height and the length, respectively. The height and shape of
a pile is typically used to characterize materials as e.g. sand or cement and subsequently
the experiments are used to calibrate e.g. DEM models as in [5, 41, 31].

It is stated in [71] that the macroscopic shear behaviour of cohesive granular materials can
be characterized by the Mohr-Coulomb failure criterion which was shown in Fig. 3.3(left)
with respect to the ring shear test experiment in chapter 2. A contact model with adhe-
sive elasto-plastic three-dimensional non-spherical particles were implemented in [40] and
this model was applied in [79] and discussed further in section 3.3.4. One of the first and
most often used cohesion contact model implemented in DEM [15] is the Johnson-Kendall-
Roberts (JKR) model described in [66] and the equation can be found in eq. 3.8. This
cohesion model was applied in the PAPERS [2, 3] to simulate the cohesive nature of the
bentonite in the green sand.

3.3.2.1 Calibrating the DEM model at the low load flow region

The low load experiments (IIa)-(IIb) performed on the green sand are thoroughly ex-
plained in chapter 2 and shown in Fig. 3.4(right).

Orifice 

Velocity inlet, vy(t) 
0.00 m/s 

Hp  Hp 

The sand is  
outside the box 

Wp-p, μr,p-p 

The simulated sand shot 
16.0 m/s 

μr,p-w 

DEM simulation 
 

Low load flow (2) 

 Low load flow (1)  
 High load flow (2) 

ρ 

 Sand pile  
calibration 
 

Sand pile (IIa)  
 

Slump calibration 
 

Slump test (IIa)  
 

Figure 3.4: The low load flow calibration (2).

In the PAPERS [2, 3] where the green sand is loosely flowing in the low load flow region,
the DEM model is calibrated from the sand pile height with respect to the particle-particle
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3-D sand pile simulation 

hp 

ρDEM
† 

Rolling resistance (μr,p-p) 
Cohesion (W0,p-p) 

Box 

ρ ρDEM
* 

DEM particle density  
re-calculated  
 

Loose green sand density Filling the cylinder 

ρDEM 

Figure 3.5: (left) The sand pile and the density inside the box for the 3-D simulation
ρDEM . (Middle) The density inside the standard tube. (Right) The re-calculated density
in the slump simulation. The edited figure to the left are originally from PAPER [2].

interaction which is described in section 3.3.2.1.1.

Additionally in PAPER [3] the density is re-calculated which is described in section
3.3.2.1.2. The slump test is applied for calibrating the particle-wall rolling resistance
interaction, which is described in section 3.3.2.1.3.

The DEM model calibrations from the sand pile and slump test are accepted when the sim-
ulation results are less than a standard deviation away from the mean of the experimental
values for the sand pile height and for the slump length.

3.3.2.1.1 The DEM calibration from the sand pile experiment
In the PAPERS [2, 3] when the sand pile is simulated it is assumed that the particles are
mostly rotating and the particle resistance to rolling is described with eq. 3.12 together
with the cohesion in eq. 3.8. The DEM model is calibrated by a sand pile experiment for
the rolling resistance of the particle-particle interaction (µr, p−p) and the particle-particle
cohesion value (Wp−p) with respect to the height (hp) of the sand pile above the box,
which is shown in Fig. 3.4(Top right). The simulation is started by filling the hopper
in the top with a random injector and afterwards when the hopper is filled the orifice is
opened instantly. The green sand is then deposited from the hopper down into the box
where the height above the box hp is found. Finally the height in the simulation is found
from the highest placed particle.

3.3.2.1.2 Re-calculating the DEM particle density from the cylinder
In PAPER [3] the simulated bulk density inside the box (ρDEM ) is obtained and this is
shown in Fig. 3.5(left). The simulated density is compared to the bulk density of the
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loosely poured un-compacted green sand (ρ) in the cylinder before the compactability
test, which is shown in Fig. 3.5(middle). The density measured from the standard tube
specimen is used to re-calculate the density of the initial DEM particle ρDEM

† to ρDEM
∗

in the following way,

ρDEM
∗ ≈ ρDEM †

ρ

ρDEM
(3.16)

Thus the subsequent slump calibration has the correct simulated bulk density shown in
Fig. 3.5(right). The small change of the adjusted density will be assumed to have negligible
effect of the simulated sand pile height hp and the simulated particle configuration in the
box, which was shown in Fig. 3.4(Top right). Hence, the particle-particle rolling resistance
and particle-particle cohesion values are assumed to be correctly calibrated and these
values are then applied in the next simulations together with the re-calculated density.

3.3.2.1.3 DEM calibration from the slump cylinder experiment
The slump experiment is performed by lifting the tube rapidly in order to emulate the
instantaneous wall opening in the simulation to finally find the slump diameter. The
standard specimen tube is a cylinder with the measurements of H = 0.12 m for the height
and D = 0.05 m for the diameter. When the green sand slump has settled the two
diameters orthogonal to each other (lx, ly) are measured and the average is calculated for
the final slump length lp. The slump simulation is executed with the obtained parameter
values from the earlier calibrations (µs,p−p, µs,p−w, µr,p−p, Wp−p). The obtained adjusted
DEM particle density (ρDEM

∗) is applied together with the density ρ from the standard
specimen cylinder tube before ramming by injecting the number of particles into the slump
simulation the following way,

N ≈ ρD2
2
Hπ

ρDEM ∗ 4
3(R)3π

(3.17)

To get a fast and correct filling of the standard specimen tube in the simulation, the par-
ticles are injected with a max packing injector with the particles later being perturbed for
creating a random packing effect with a normally distributed velocity (vx, vy, vz) with the
average velocity of µ = 0.0m

s and the standard deviation of σ = 2.0ms and with the cut off
velocities of (|vx| ≤ 1.5ms , |vy| ≤ 1.0ms , |vz| ≤ 1.5ms ) for the injector.

The slump experiment is shown in Fig. 3.6(top) and the slump simulation together with
an illustration of the slump length algorithm are shown in Fig. 3.6(bottom). The slump
length is used to calibrate the rolling resistance of the particle-wall interaction µr,p−w. The
cohesion of the particle-wall interaction was found to be negligible from the ring shear test.

The slump experiment is calibrated based on the slump length algorithm described in
PAPER [5]:
(1) Finding the slump length by moving in the opposite directions from the middle of the
sand pile outwards to the ends of the pile by moving from particle to particle. This is done
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DEM calibration  

Slump experiment 
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Figure 3.6: (Top) The slump cylinder experiment. (Bottom) The simulation of the slump
cylinder test and an illustration of the slump length algorithm.

in two orthogonal directions getting the lengths lx and ly, which is shown in Fig. 3.6(bot-
tom middle).
(2) The 4 pile ends are then defined as when the next neighbouring particle distance
δp−p (center to center distance) is larger than three times the diameter of the particle
δp−p > δdx = 3D which is illustrated in Fig. 3.6(bottom right).
(3) The length of the slump is defined by the particle to particle distance in each opposite
direction from pile end to pile end taking into account the radius of the end particles, this
algorithm is illustrated in Fig. 3.6(bottom middle).
(4) The search width of the length algorithm is shown in Fig. 3.6(bottom middle) that
only takes the particles into account which are inside the two orthogonal search widths of
δx in the x-direction and δy in the y-direction. The two orthogonal directions indicated
by the red box for the x-direction with the slump length of lx and the black box for the
y-direction with the slump length of ly.
(5) Finally the slump length of the simulation is the average of the lengths in the two

directions lp =
lx+ly

2 .

The search width of the algorithm orthogonal to the length direction is set to the length
of 4 times the particle diameter (δy < ±2D) thereby the width of the ”orthogonal band”
is set to δx = δy = 0.016 m. The slump diameter algorithm for the particle to particle
connecting distance has the length of δdx = 6R = 0.008 m, where R is the radius of the
DEM particle.
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3.3.2.2 Results of the experiments and the DEM calibrations

Experimental results applied for the DEM calibrations
In table 3.2 the experimental results are listed for the PAPERS [2, 3].

Table 3.2: Results from the tests of the green sand in the PAPERS [2, 3]
The experimental results found in PAPER [2]

Material properties Average Std Data points
Particle-particle static friction coefficient µs,p−p tan(28.6◦) ≈ 0.54 ±1.60◦ n=5
Particle-wall static friction coefficient µs,p−w tan(19.2◦) ≈ 0.35 ±1.33◦ n=18
Sand pile height hp 54 mm 4 mm n=3

Average loose density ρ 832 kg
m3 ±11 kg

m3 n=14

Average maximum density ρ10 1557 kg
m3 ±8.8 kg

m3 n=7

The experimental results found in PAPER [3]

Material properties Average Std Data points
Particle-particle static friction coefficient µs,p−p 0.57 ±0.04 n=90
Particle-wall static friction coefficient µs,p−w 0.33 ±0.02 n=26
Sand pile height hp 52 mm 2 mm n=15

Average loose density ρBulk 902 kg
m3 ±30.0 kg

m3 n=27
Slump length lp 186 mm 5.48 mm n=50

General simulation settings for the DEM calibrations
Obtaining accurate DEM parameters to realistically simulate the DISAMATIC process is
important but the small green sand average particle radius of approximately R = 0.1 mm
makes a direct numerical simulation impractical due to the large number of particles re-
quired. However the complexity of cohesion properties of their combination of water and
bentonite coats the quartz sand and also binds the quartz sand particles together creating
larger clusters of particles. This indicates that the used particle size in the calculation
should be somewhat closer to the selected size of R=1 mm in radius to represent a cluster
of quartz sand particles for the PAPERS [2, 3]. In PAPER [1] the selected sizes of the
radii are R=1 mm and R=2 mm to represent the cluster of quartz sand.

In table 3.4 typical values are chosen for the Poisson ratio (ν) and Young modulus (E)
for the steel in the chamber wall and for the sand it is chosen to be of the same value
as a similar material, brick (Fire Clay) in STAR-CCM+. The coefficient of restitution
(e) is chosen to be very small and very close to the critical damping because of the high
damping property of the bentonite coated green sand in the PAPERS [1, 2, 3].

The densities in the PAPERS [1, 2] were found from an approximated maximum density
of the green sand applying the compactability test. In PAPER [3] the adjusted density
for the DEM particle was calculated to have the value of ρDEM = 1900 kg

m3 .
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Table 3.3: General material values for all the calibration simulations in PAPER [2](first
column) and in PAPER [3](second column).

Material properties PAPER [2] PAPER [3]

Green sand particle radius, (R) 0.001 m 0.001 m
Solid density chamber wall (ρwall) 7500 kg/m3 7500 kg/m3

Youngs modulus Green Sand, (Ep) 17000 MPa 17000 MPa
Youngs modulus chamber wall, (Ew) 200000 MPa 200000 MPa
Poisson ratio Green Sand, (ν) 0.3 0.3
Poisson ratio Chamber wall,(ν) 0.3 0.3
Coefficient of restitution particle-particle, (en) 0.01 0.01
Coefficient of restitution particle-wall, (et) 0.01 0.01
Gravity (g) 9.82 m/s2 9.82 m/s2

Density for 3-D DEM particle (ρDEM ) 2100 kg
m3 1750 kg

m3

Density for 2-D DEM particle (ρDEM ) 1720 kg
m3 No 2-D model

Adjusted density for 3-D DEM particle (ρDEM ) No 1900 kg
m3

The particle-particle static friction (µs,p−p) [0.50, 0.75] 0.57
The particle-wall static friction (µs,p−w) 0.33 0.35

Note the simulation settings in PAPER [1] are listed later in table. 3.4(first column)
because no calibration was performed in this PAPER.

3.3.2.2.1 Results of the sand pile calibration
Based on the results in PAPER [2], which is shown in Fig. 3.7(blue dotted line) the se-
lected parameter for the 2-D simulation of the DISAMATIC process is: particle-particle
cohesion of Wp−p = 0.5J/m2, particle-particle rolling resistance of µr,p−p = 0.3 (height of
hp = 0.054m). The corresponding parameters for the 3-D simulation of the DISAMATIC
process in the rib chamber geometry is: The particle-particle cohesion of Wp,p = 0.3 J

m2

and the particle-particle rolling resistance of µr,p−p = 0.3 which is shown in Fig. 3.7(the
square on the black dotted line).

In PAPER [3] the initial values of the DEM model used for the calibrations is the
particle-wall rolling friction coefficient of µr,p−w = 0.4, the density for DEM particle

is (ρDEM ) = 1750 kg
m3 and the DEM particle radius is R=0.001 m. The simulation with

µr,p−p = 0.4 and Wp,p = 0.3 J
m2 (blue dotted line) and µr,p−p = 0.2 and Wp,p = 0.5 J

m2 (red
dot) both gives values of the height which is inside the standard deviation of the measured
height showed in Fig. 3.8. The selected parameters are µr,p−p = 0.4 and Wp,p = 0.3 J

m2 be-
cause they give a more conically shaped sand pile, which was observed in the experiments.
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Figure 3.7: The height of the simulated sand pile (hp) as function of the particle-particle
rolling resistance (µr,p−p). The black line is the mean height of the green sand pile experi-
ment of hp = 0.054± 0.002m with standard deviation of σ = 0.002m (the two grey lines).
The figure and the text are originally from article PAPER [2].
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Figure 3.8: The height of the simulated sand pile (hp) as function of the particle-particle
rolling resistance (µr,p−p). The black diamond is the mean height of the green sand pile
experiment of 0.054± 0.002m with the standard deviation of σ = 0.002 m (black horizontal
lines). The figure and the text are originally from PAPER [3].
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Figure 3.9: Plot of the density: The black diamond is the mean density of the green sand
pile experiment of 902± 30 kg

m3 with plus/minus the standard deviation of σ = 30 kg
m3 (thin

black line). The simulated density as a function of the particle-particle rolling resistance
(µr,p−p) with the DEM simulations settings having the cohesion value of Wp−p = 0.3 J

m2

(blue dotted line).

3.3.2.2.2 Adjusted density for the DEM particle
In PAPER [3] the sand pile simulations were performed with the DEM particle density
of ρDEM

† = 1750 kg
m3 and comparing these to the ”loose” bulk density measured in the

standard specimen tube which is shown in Fig. 3.9.

The particle density for the DEM simulation is ρDEM
† = 1750 kg

m3 , which is too small
for the selected hp with the particle-particle value of µr,p−p = 0.4 and Wp,p = 0.3. The

re-calculated density ρDEM
∗ = 1900 kg

m3 is found from eq. 3.16.
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(a) Slump calibration. (b) Simulated slump.

Figure 3.10: (a) The black diamond is the mean length (diameter) of the green sand slump
experiment of 0.186± 0.0548 m with the standard deviation of σ = 5.48 mm (thin black
line). The simulated slump length as a function of the particle-particle rolling resistance
(µr,p−p) with the DEM simulations settings having the cohesion value of Wp−p = 0.3 J

m2

(blue dotted line). (b) The selected simulation with the particle-wall rolling resistance of
µr,p−w = 0.5.

3.3.2.2.3 Results of the slump length simulation
In PAPER [3] continuing the calibration with the found values from the sand pile ex-
periment the found values of µr,p−p = 0.4 and Wp,p = 0.3 J

m3 are applied together with

the re-calculated DEM particle density of ρDEM
∗ = 1900 kg

m3 and the number of particles
injected into the cylinder is found from eq. 3.3.2.1.3. The calibrated DEM model is de-
termined by finding the particle-wall rolling resistance µr,p−w with less than a standard
deviation away from the slump experiment lp. The slump length result in the experiment
is shown in Fig. 3.10(a) where the mean slump length lp is the black diamond and standard
deviation is indicated by the two black horizontal lines. The value for the particle-wall
interaction with less than a standard deviation away from the experimental slump length
is µr,p−w = 0.5 and this is shown in Fig. 3.10(a) the dotted blue line and the simulation
result is shown in Fig. 3.10(b).
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3.3.2.3 Conclusion and summary of the calibrated DEM model

A summary is shown in table 3.4 of the parameter values used in the PAPERS [1],[2] and
[3] for simulating the DISAMATIC process.

Table 3.4: General material values and settings for the DEM model simulating the
DISAMATIC process in the PAPERS [1](column 1), [3](column 2) for the rib chamber
geometry and [3](column 3) for the cavity chamber geometry.

Material properties PAPER [1]) PAPER [2] PAPER [3]
Solid densitychamber wall (ρwall) 7500 kg/m3 7500 kg/m3 7500 kg/m3

Youngs modulusGreen Sand, (Ep) 17000 MPa 17000 MPa 17000 MPa
Youngs moduluschamber wall, (Ew) 200000 MPa 200000 MPa 200000 MPa
Poisson ratioGreen Sand, (ν) 0.3 0.3 0.3
Poisson ratioChamber wall,(ν) 0.3 0.3 0.3
Coefficient of restitution particle-particle, (en) 0.01 0.01 0.01
Coefficient of restitution particle-wall, (et) 0.01 0.01 0.01
Gravity (g) 9.82 m/s2 9.82 m/s2 9.82 m/s2

The simulation time step 10−5s 10−5s 10−4s

3-D simulation settings
Green sand particle radius, (R) No 0.001 m 0.001 m
Density for the DEM particle (ρDEM ) No 2100 kg/m3 1900 kg/m3

Particle-Particle static friction, (µs,p−p) No [0.5, 0.75∗] 0.57
Particle-Wall static friction, (µs,p−w) No 0.35 0.33
Particle-particle rolling resistance, (µr,p−p) No 0.3 0.4
Particle-particle rolling resistance, (µr,p−w) No No 0.5

Particle-particle cohesion value, (Wp−p) No 0.3 J
m2 0.3 J

m2

2-D simulation settings
Green sand particle radius, (R) [0.001 m, 0.002 m] 0.001 m No
Density for the DEM particle (ρDEM ) 1600 kg/m3 1720 kg/m3 No
Particle-Wall static friction, (µs,p−w) Table 4.1 0.35 No
Particle-Particle static friction, (µs,p−p) Table 4.1 [0.5, 0.75∗] No
Particle-particle rolling resistance, (µr,p−p) Table 4.1 0.3 No
Particle-particle rolling resistance, (µr,p−w) Table 4.1 See [2]∗ No

Particle-particle cohesion value, (Wp−p) No 0.5 J
m2 No

Particle-Wall cohesion value, (Wp−w) No See [2]∗ No

The ring shear tester was applied to obtain the static friction coefficients for the DEM
model. The height of the sand pile was measured and from this the DEM model was
calibrated. The calibration was performed with respect to obtaining the values in the
rolling resistance as well as in the parameter value of the cohesive model. As expected,
an increase in the value of the particle-particle rolling resistance increased the simulated
sand pile height and an increase in the value of the particle-particle cohesion increased
the height of the sand pile further. Increasing the cohesion changed the shape of the sand
pile to become more uneven and higher as also seen in the experiments for the more wet
green sand.
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3.3.3 Simulating the fluidized flow regime (3)

A Simulation of the sand casting process with a two phase continuum model has earlier
been presented in [28] and continuum models have been designed to model granular mate-
rial as e.g. in [26, 27]. In [29] a multiphase model was applied to simulate a core shooting
process numerically in two and three dimensions. The Lagrangian method of the Discrete
Element Method was combined with Computational Fluid Mechanics which is typically
denoted CFD-DEM and is often used to simulate fluidized beds as in [80, 81]. The newly
developed Anton Paar Powder Cell was recently used to obtain the fluidized viscosity in
PAPER [6]. Hence, the experiment has probably been used sparingly for calibration of
e.g. CFD-DEM models. The fluidized viscosity obtained from the experiment, could be
compared to the simulated value of the torque as a function of the airflow obtained from
the CFD-DEM simulation and this is a potential way of calibrating the fluidized viscosity.

The DISAMATIC process was simulated with a DEM model in the PAPERS [1, 2] in
the rib chamber geometry, which is discussed in chapter 4. In PAPER [3] a DEM model
and a combined CFD-DEM model which simulated the air phase were applied. The simu-
lated the chamber geometry in had a special cavity design and this is discussed in chapter
5 and in PAPER [3].

3.3.4 Simulating the solid mechanics regime (4)-(5)

The yield locus of a granular material is described in the field called soil mechanics and
details can be found in e.g. [50] and computational modelling of the physics is described
in e.g. [82, 83]. In [40] the relation of the confined compression to the unconfined com-
pression strength (uni-axial compression) from experiments were simulated with DEM
applying the software package EDEM with an adhesive elasto-plastic contact model with
three dimensional non-spherical particles. This model achieved quantitative prediction of
cohesive powder flow-ability (FFc) as described in e.g. [11, 12]. The framework of [40] was
applied for calibrating the DEM model in [79] which simulated a cone penetration and an
unconfined compression in cohesive solids showing that this framework is very suitable for
simulating failure and solid mechanical behaviour. The squeezing process of green sand
was simulated with DEM in [84] where the effect of the particle size distribution on the
sand compacting behaviour was clarified by both the experiment and the simulation.

Commercial software such as Abacus is applying a continuum model based on the FEA
approach for simulating solid mechanical behaviours as bending beams, mechanical load-
ings or uni-axial compression tests for yield stress materials. For the residual stresses in
the mold during solidification simulating are introduced and described thoroughly in [85].
The commercial software Magmasoft can simulate the molten metal filling of the mold
and the subsequent solidification of the metal in the mold.

Compression pressures larger than the applied pressures in the DISAMATIC squeezing
process occurs in the comminution process. The comminution process is the reduction of
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solid materials particle size to smaller particle size by crushing, grinding, cutting, vibrat-
ing which is frequently simulated by DEM. DEM simulations applying a breakage model
is applied to study a broad range of existing compression based crushers in [86]. In [87]
the cracking phenomena of aggregates is investigated and with the help of DEM particle
size distributions and liberation degrees of the comminution process can be predicted with
high precision. A tumbling mills was simulated utilizing the GPU architecture for a faster
simulation of 4 millions particles in the work of [58].

3.4 Conclusion

The parameters of the DEM model were found from the following experiments: A ring
shear tester, a sand pile experiment and finally a slump test. The ring shear tester was
applied to obtain the static friction coefficients for the DEM model. Although in PAPER
[2] the particle-particle static friction of µs,p−p = 0.50 and µs,p−p = 0.75 were compared
when simulating the DISAMATIC process for the sand shot air overpressure of 2.0 bar
where small deviations of less than 10 % (section 4.5.1.2) was found on the filling times
and the difference in the qualitatively flow behaviour were virtually undetectable.

The height of the sand pile was measured and from this the DEM model was calibrated.
The calibration was performed with respect to obtaining the values in the rolling resis-
tance as well as in the parameter value of the cohesive model in the PAPERS [2, 3]. As
expected, an increase in the value of the particle-particle rolling resistance increased the
simulated sand pile height and an increase in the value of the particle-particle cohesion
increased the height of the sand pile further. Increasing the cohesion changed the shape
of the sand pile to become more uneven and higher as also seen in the experiments for
the more wet green sand. In PAPER [3] the density was adjusted to the loose green sand
density and the slump experiments was applied to calibrate the DEM models particle-wall
rolling resistance.

Next the calibrated DEM models are used to simulate the DISAMATIC process in the
PAPERS [1, 2, 3], in chapter 4 and in chapter 5.



Chapter 4

Simulating the rib chamber
geometry

4.1 Introduction

The flow dynamics of the sand shot inside the rib chamber geometry was investigated
with a DEM model in the two PAPERS [1, 2] and the investigated themes are briefly
summarized here:
First the DISAMATIC process and the rib geometry is presented in section 4.2.
Monitoring the green sand flow in the rib geometry with video footage and the chamber
filling times are presented in section 4.3.
The simulation setup for the DISAMATIC process is presented in section 4.4 for the two
PAPERS [1, 2] where an additional sensitivity study is presented in section 4.4.3.
The results of the simulations are presented in section 4.5 with respect to the chamber
filling times in section 4.5.1 and the qualitative flow behaviour in section 4.5.2.
Finally a short conclusion of this chapter is presented in section 4.6.

4.2 The rib chamber geometry and the DISAMATIC pro-
cess

The DISAMATIC process in the rib chamber geometry is illustrated in Fig. 4.1. The
reference geometry has three ribs at one side of the chamber reaching the end of the
chamber in both sides perpendicular to the inlet flow direction from the sand slot, shown
in Fig. 4.1. The compressed air creates an overpressure Pstart in the top of the hopper
which drives the flow of the sand down into the chamber. The ribs become obstacles for the
sand flow and as a result some of the cavities inside the ribs may not be sufficiently filled
and the density is hence typically lower in the cavity regions. This type of shadow effect
from the ribs is more pronounced in the upper region of the reference geometry. Similarly
the geometry of the cast part and the casting system can make the moulding process
complicated due to obstacles such as ribs that deflect the sand flow causing shadowing
effects around the cavities of the mould.

73
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Figure 4.1: (left) The sand shot starts when the compressed air (Pstart) from an air receiver
blows air into the top of the hopper which drives the sand from the hopper through the
sand slot down into the moulding chamber. The air in the chamber escapes through the
small air vents. (middle) The sand is filling the chamber and the three cavities. (right)
Finally the mould is squeezed and the mould is pressed out of the chamber ready for
casting. The figure and the text are from PAPER [2].

4.3 Monitoring the DISAMATIC experiments

In Fig. 4.2, the progression of the sand shot in the chamber can be followed and the shape
of the sand pile can be seen for the compressed air pressure ofPstart = 2.0bar. Eight filling
times are defined and denoted t1 − t8, where the times t1, t3, t5 and t7 denote when the
sand pile reaches cavity 1, 2, 3 and 4 respectively. The times t2, t4 and t6 denote when
the sand pile reaches the bottom corners of ribs 1, 2 and 3 respectively and t8 when the
mould chamber is completely full. The video images at these eight times are shown for 2.0
bar in Fig. 4.2, where the geometric configuration in the DISAMATIC process is shown
Fig. 4.1. The experimental video footage was captured with a Go-pro camera positioned
in the right hand side top corner of the mould chamber (facing downwards on the flow
around the ribs and cavities). The recorded sand shot pressures in the successive trials
were 2.0 bar, 2.5 bar and 3.0 bar. The times t1−t8 for all three experiments can be seen in
Fig. 4.3. In this figure it is evident that varying the air pressure affects the flow pattern.
The filling times for completion of the sand shots were t8=0.74 s for 2 bar (black curve),
t8=0.65 s for 2.5 bar (red curve) and t8=0.64 s for 3 bar (blue curve). In PAPER [2] the
filling times of t1 − t8 and the shape of the area filled with green sand in the mould were
used in the following sub-section to fit the four vertical inlet velocities and particle flow
rates for the sand slot in the DEM simulations of the DISAMATIC process.
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Figure 4.2: The progression of the flow front starts from the upper left going to the lower
right. From the experimental video footage shot with the air pressure of 2.0 bar. The
figure and text are taken from PAPER [2].
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Figure 4.3: The experimental progression of the sand pile flow front with respect to the
eight times t1 − t8 for the compressed air pressures of 2.0 bar (black curve), 2.5 bar (red
curve) and 3.0 bar (blue curve). The figure and text are taken from PAPER [2].

4.4 Simulation settings for the DISAMATIC process

The simulation settings of the DEM model for simulating the DISAMATIC process are
presented in the following way:
The calculation of the inlet velocities and the particle flow rates are presented in section
4.4.1 together with the parameter settings for the DEM model in the two PAPERS [1, 2].
To simulate the stochastic behaviour of the granular flow a normally distributed random
fluctuation was added on the inlet velocity and this is presented in section 4.4.2.
The additional sensitivity study settings is presented in section 4.4.3.
The filling times for the simulations are defined in section 4.4.4.
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4.4.1 Calculating the inlet velocity and the particle flow rate

4.4.1.1 The constant particle velocity and particle flow rate

In the study of PAPER [1] considered a constant particle inlet velocity of 6 m
s and the

constant particle flow rate was calculated the following way:
The flow rate is calculated from the particle diameter e.g. d=0.004 m, the filling time of
tf=1.05 s, the assumed packing fraction of 0.75 and the total area of the mould which is

A = 0.25 m2 and finally this gives the flow rate of 0.75×0.25m2

(0.004m)2π1.05s
= 14210particless and for

the diameter of 0.002 m it gives 568490 particles
s .

4.4.1.1.1 The sensitivity study
In PAPER [1] a sensitivity study were performed on the following parameters shown in
table. 4.1 and the unchanged parameters are listed in table. 3.4(first column).

Table 4.1: The rolling resistance and static friction values in the parameter study.
Simulation µs,p−p µr,p−p µs,p−w µr,p−w Diameter

1 0.8 0.6 0.8 0.6 4 mm
2 0.8 0.9 0.8 0.9 4 mm
3 1 0.6 1 0.6 4 mm
4 1 0.9 1 0.9 4 mm

5 0.8 0.6 0.8 0.6 2 mm
6 0.8 0.9 0.8 0.9 2 mm
7 1 0.6 1 0.6 2 mm
8 1 0.9 1 0.9 2 mm

4.4.1.2 The time dependent velocity

In PAPER [2] a time dependent velocity was applied for a more accurate simulation of the
chamber filling. An illustration of the geometry of the chamber is shown in Fig. 4.1. The
mould chamber has three ribs mounted on the fixed pattern plate forming four cavities po-
sitioned on the right hand side. The cross section in the middle of the chamber perpendic-
ular to the ribs were imported as a CAD file and subsequently selected for a 2-D simulation
and a 3-D slice simulation. The 2-D cross section can be seen in Fig. 4.4 (left). The sand
enters the chamber at the intersection between the hopper and chamber which is denoted
as the sand slot. The dimension of the chamber is W ·H ·D = 0.48m × 0.50m × 0.60m
and the sand slot has a width of Ws = 0.04 m and a depth of 0.54 m which is centred at
the middle of the chamber depth.

The flow is modelled as a 2-D section placed in the middle of the chamber depth. The 3-D
slice simulation has a depth of 0.04 m placed around the middle of the chamber depth and
applying a periodic boundary in the z-direction (depth direction). The sand slot particle
inlet velocity and particle flow rate were estimated by using the filling times of the different
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Figure 4.4: (Left) From the green sand filling time of the four areas A1−A4 (A1 blue, A2

red, A3 black, A4 green), four velocities (v1 − v4) can be calculated with the four selected
time intervals [t0 6 t > t2, t2 6 t > t4, t4 6 t > t6, t6 6 t > t8]. (Right) From the
four points an illustration of the velocities (v1, v2, v3, v4) are assumed to vary linearly in
time with a constant final velocity of v4. The figure is from PAPER [2] and the chamber
sections were applied for an approximation of the time filling dependent vertical velocity
in PAPER [2].

parts of the mould chamber from the video footage. A time dependent velocity was incor-
porated in PAPER [2] (vy(t)). The sand slot inlet velocity, vy(t) in the DEM simulations
is fitted from the experimental video footage cf. e.g., Fig. 4.4 with respect to the filling
times t2, t4, t6, t8. The four inlet velocities (v1, v2, v3, v4) are calculated from the four
filled areas (A1−A4) divided by the filling times of the four areas (t2, t4−t2, t6−t4, t8−t6)
and the sand slot width (Ws). The velocities (v1, v2, v3, v4) are assumed to vary linearly
in time with a constant final velocity of v4, cf. Fig. 4.4 (right). The particle flow rate
(particles/s) is obtained from the sand slot velocity by the area of the sand slot, the ideal
particle packing fraction (hexagonal packing fraction) and the radius of the particle.

4.4.1.2.1 The calibrated DEM model
In PAPER [2] the DEM model was calibrated from experiment to obtain the rolling resis-
tance, cohesion, static friction coefficients and assuming a 2 mm particle diameter. The
calibration of the parameters can be found in chapter 3 where the applied values for the
simulation of the DISAMATIC process can be found in table 3.4(second column).

4.4.2 The particle velocity distribution

In PAPER [1] and in PAPER [2] the initial particle velocity in the vertical direction is
given by the sand slot inlet velocity (vy(t)) adding a normally distributed random fluctu-
ation with a zero mean and a standard deviation of 0.1ms with a cut off value of ±0.2ms .
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A similar perturbation is added to the horizontal velocity (vx(t)) with a mean of 0.0ms
and with a maximum fluctuation of ±1.0ms . The fluctuations emulate the random nature
of the green sand flow in the chamber.

4.4.3 The 2-D sensitivity study

In this chapter the additional sensitivity study is applying the time dependent inlet velocity
and the time dependent particle flow rate described in section 4.4.1.2 from PAPER [2] when
simulating the sand shot with the compressed air pressure of 2.0 bar. The parameters
which are not changed in the sensitivity study has the calibrated values shown earlier in
3.4(second column) from PAPER [2].

4.4.3.1 The sensitivity study of the DEM model parameters

The filling times of the rib chamber geometry together with qualitative flow behaviour
are investigated with respect to the parameters: The coefficient of restitution, the rolling
resistance and the cohesion value.

4.4.3.1.1 The coefficient of restitution
The coefficient of restitution (en = et) parameter values are listed in table 4.2. The
coefficient of restitution (en = et) is tested where the normal direction is equal to the
tangential direction for the impact of particle-particle and particle-wall interaction. The
coefficient of restitution simulates the energy dissipation of the particles on impact where
en simply is the relationship of the before and after impact velocity in the normal direction.

4.4.3.1.2 The rolling resistance and the cohesion value
The rolling resistance (µr,p−p, µr,p−w) and the cohesion value (Wp−p, Wp−w) parameter
values are listed in table 4.3. The rolling resistance and cohesion value are both tested
for the particle-particle effect and the particle-wall effect. The rolling resistance simulates
non-spherical nature of the green sand and the particles resistance to rolling and the co-
hesion value simulates the cohesive nature of the green sand from when it is bonded by
the wet bentonite.

4.4.3.2 The sensitivity study of the inlet velocity

The filling times of the rib chamber geometry together with qualitative flow behaviour are
investigated with respect to the horizontal velocity and vertical velocity.

4.4.3.2.1 The horizontal velocity distribution
The horizontal velocity distributions are investigated with the values listed in table 4.4.
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Table 4.2: The coefficient of restitution (en = et) values in the paramter study.
Simulation en = et

1 0.001
2 0.500
3 0.900

Table 4.3: The rolling resistance and cohesion values in the parameter study.
Simulation µr,p−p Wp−p

1 0.1 0.1
2 0.8 0.8

Simulation µr,p−w Wp−w
3 0.1 0.1
4 0.5 0.5

Table 4.4: The horizontal velocity distribution in the parameter study.
Simulation std m

s cut of ± m
s

1 0.050 0.5
2 0.075 0.2
3 0.100 0.2
4 0.250 2.0
5 0.500 2.0

Table 4.5: The constant vertical velocity in the parameter study.
Simulation m

s

1 4
2 5
3 6
4 8

4.4.3.2.2 The vertical velocity
The vertical velocity investigations are made with the different constant velocities shown
in table 4.5. The constant flow rate is calculated by the method described in PAPER
[1] and in section 4.4.1.1 where the filling time tf is obtained from the selected constant
velocity v, in the following way tf = A

v×Ws
.
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4.4.4 Definition of the filling times for the DEM simulation

4.4.4.1 The particle arrival times

In PAPER [1] the particle arrival times were found in a more complex way than in PAPER
[2]. The particle arrival times is defined as a starting time and an ending time for each of
the filling times t1 − t6. The starting time for the interval, is when the flow front reaches
the red line and the ending time of the interval is when the bulk flow of the flow front has
reached the red line. The starting time of the interval is when the loosely packed particles
reach into the cavities and ending time of the interval is when the bulk flow or closely
packed particles reach the cavities. The starting times of t2, t4 and t6 intervals are when
the flow front reaches the bottom edge of rib 1, 2 and 3 subsequently. Here the starting
times of the time intervals are again, when the loosely packed particles hit the bottom
edge of the rib. The ending time of t2, t4 and t6 intervals are again defined as when the
closely packed particles reach the bottom edge rib in the time step.
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Figure 4.5: The six filling times t1 − t6 are found from the filling of the three boxes (t2,
t4, t6) and the three cavities (t1, t3, t5). The magnitude of the velocity has been plotted
with a scaling of 0-16 m/s. The figure is from PAPER [2] and a similar figure was also
made in PAPER [1].

4.4.4.2 The filling time

In PAPER [2] the filling times t1 − t8 are measured in the experiments, but only t1 − t6
are defined for the simulations as seen in Fig. 4.5, the filling time intervals are defined as
when a particle crosses the red lines and goes into the boxes (t2, t4, t6)(the red boxes have
the area of 100mm2) and goes into the cavities (t1, t3, t5).
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4.5 Results of the simulations and the experiments

The simulation results are compared to the experimental results in the following way:
The filling times for the simulations and the experiments are compared in section 4.5.1.
The qualitative flow behaviour for the simulations and the experiments are compared in
section 4.5.2.

4.5.1 The filling times t1 − t6

The filling times are investigated in the following way:
The filling times of the constant velocity from PAPER [1] are compared to the time
dependent velocity from PAPER [2] in section 4.5.1.1.
The filling times for the additional sensitivity study are presented in section 4.5.1.2.
The filling times from PAPER [2] for the ”higher compressed air pressures” of 2.5 bar and
3.0 bar are presented with respect to the 2-D DEM model and 3-D DEM model in section
4.5.1.3.

4.5.1.1 The constant velocity versus time dependent velocity.

(a) From [1] with vy = 6m
s
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(b) From [2] with vy(t).

Figure 4.6: Simulation of the compressed air pressure of 2.0 bar. (Left) From PAPER [1]
with 2-D simulations having a constant inlet velocity and particle diameter sizes of 4 mm
and 2 mm. (Right) From PAPER [2] with the time dependent velocities and the particle
diameter size of 2 mm.

The filling times (t1 − t6) presented in PAPER [1] are compared to the filling times from
PAPER [2] in Fig. 4.6 for the compressed air pressure of 2.0 bar. The simulated filling
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times of (t1 − t6) from Fig. 4.6 (left) are compared to Fig. 4.6 (right) where the linear
velocity interpolation vy(t) from PAPER [2] is in better agreement with the experimental
values than the constant velocity from PAPER [1]. The simulated filling times of (t1− t6)
from [2] with the compressed air pressure of 2.0 bar are generally in good agreement with
the experimental values with small differences for the filling of t1 and t4−t5 as shown in Fig.
4.6(right). In general the simulated filling time of t1 is too slow due to the overestimated
vertical inlet velocities in the simulations when compared to the experiment.

4.5.1.2 The 2-D sensitivity study

The settings for the sensitivity study were presented in section 4.4.3 for simulating the
compressed air pressure of 2.0 bar and the results of the filling times are presented in the
following sections 4.5.1.2.1-4.5.1.2.3.

4.5.1.2.1 The coefficient of restitution (e)
The sensitivity study of the coefficient of restitution with respect to particle-particle and
particle-wall are shown in Fig.4.7(right). The results of changing the coefficient of resti-
tution are not effecting the simulated filling times significantly when compared to the ex-
perimental results and the simulations from PAPER [2] which are shown in Fig.4.7(left).
Except for the very high coefficient of restitution e = 0.90 that makes individual particles
bounce earlier into the box that monitors the filling time, although the overall qualitative
flow behaviour is very similar to the reference simulation shown later in Fig. 4.12.
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Figure 4.7: The simulated filling times t1 − t6 for the coefficient of restitution values.
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4.5.1.2.2 The sensitivity study of the rolling resistance and the cohesion value

The sensitivity study of the rolling resistance and the cohesion with respect to the particle-
particle and the particle-wall interaction are shown in Fig. 4.8. In Fig. 4.8(left) the
particle-particle sensitivity analysis simulated in 2-D for the compressed air pressure of
2.0 bar predicts the filling times well. The low particle-particle interaction (blue line)
gives the best agreement with the experimental filling times although later in Fig. 4.12
it can be seen that the qualitative behaviour is less similar to the experiment than the
reference simulation (red line). The high particle interaction gives slower filling times in
Fig. 4.8(left) but gives the best qualitative behaviour when comparing to the experiment,
which are shown later in Fig. 4.12.

In Fig. 4.8(right) the particle-wall sensitivity analysis simulated in 2-D for the com-
pressed air pressure of 2.0 bar predicts filling times with a deviation less than 5.0 % of
the reference simulation (blue line) in PAPER [2]. The differences of the qualitative flow
behaviour are almost undetectable and this is shown later in Fig. 4.12.

(a) Particle-Particle interaction (b) Particle-Wall interaction

Figure 4.8: The simulated filling times t1 − t6 for the rolling resistance and the cohesion
values.
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4.5.1.2.3 The sensitivity study of the inlet velocity
Changing the velocity distribution in the horizontal direction in smaller intervals has vir-
tually no influence on the filling times unless the standard deviation is chosen to become
as large as std = 0.5ms (blue line) shown in Fig. 4.9 (left). This deviation is only detected
in one of the filling times t3.

(a) Investigating the horizontal velocity.
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(b) Investigating the vertical velocity.

Figure 4.9: The simulated filling times t1 − t6 for different velocity distributions.

For the overall sensitivity analysis of the 2-D simulations with respect to the DEM
model parameters when simulating the compressed air pressure of 2.0 bar, large parameter
changes are needed to see significant changes in the filling times (t1 − t6).

Where the velocity in the vertical direction is observed to be of the greatest importance
for the filling times which is shown in Fig. 4.9(right). For the increased vertical velocity
the filling times obviously become shorter. The first filling time (t1) is still too fast in the
simulation for the smallest vertical velocity of 4ms and it can be seen in the experimental
times that the particle flow rate and particle velocity is increasing with time (time de-
pendent) due to the intersection of the 4ms simulation and the experiment at the time of
around t3.
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4.5.1.3 The compressed air pressures of 2.5 bar and 3.0 bar

Finally the filling times of the compressed air pressure of 2.5 bar and 3.0 bar were also
investigated in PAPER [2] and are presented in Fig. 4.10. The simulated filling times of
(t1 − t6) from PAPER [2] are in general in good agreement with the experimental values
with small differences in the filling of t1 and t4 − t5 as shown in Fig 4.10.

(a) 2.5 bar (b) 3.0 bar

Figure 4.10: From the left to the right, (left) The simulations 2-D (red line) and 3-D (blue
line) versus the experiment for 2.5 bar. (Right) The simulations 2-D (red line) and 3-D
(blue line) versus the experiment for 3.0 bar for the entrance of the six times. The two
figures and the text are from PAPER [2].
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4.5.2 The qualitative flow behaviour

The qualitative flow behaviour is investigated in the following way:
The qualitative flow behaviour of the constant velocity from PAPER [1] are compared to
the time dependent velocity from PAPER [2] in section 4.5.2.1.
The qualitative flow behaviour for the additional sensitivity study are presented in section
4.5.2.2.
The qualitative flow behaviour from the PAPER [2] for the compressed air pressures of
2.0 bar, 2.5 bar and 3.0 bar are presented with respect to the 2-D DEM model and 3-D
DEM model in section 4.5.2.3.

4.5.2.1 The results of the constant velocity versus the time dependent veloc-
ity

The flow behaviour in Fig. 4.11 is similar to the experiment for the filling time of t2. The
length of the constant velocity simulation filling time is too short t2 = 0.23 for PAPER [1]
as compared to the experiment filling time t2 = 0.32.

The filling time fits better for PAPER [2] with the filling time of t2 = 0.32 for the 2-
D simulation and with the filling time of t2 = 0.35 for the 3-D simulation are close to the
experiment filling time t2 = 0.32.

t2=0.31 s 
 

Compressed air pressure 2.0 bar  vy= 6 m/s, 2-D               vy(t), 2-D                      vy(t), 3-D  
 
 
 

t2=0.32 s 
 

16.0 m/s 0.00 m/s 

t2=0.35 s 
 

t2=0.23 s 
 

Figure 4.11: The figures from the left to the right: The experimental video footage of the
compressed air pressure of 2.0 bar, the 2-D constant velocity simulation (PAPER [1]), the
2-D linear interpolation velocity simulation and lastly the 3-D linear interpolation velocity
from PAPER [2]. The figures and text are from PAPER [1] and from PAPER [2].
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4.5.2.2 The results of the 2-D sensitivity study

The flow dynamics of particle-particle sensitivity analysis for the 2-D simulations with the
model from PAPER [2] applied for the selected compressed air pressure of 2.0 bar can be
seen in Fig. 4.12. It can be seen that the reference simulation has good agreement with
nearly all the other simulations with respect to the filling time of t6 = 0.55−0.58 s except
µr,p−p = 0.8, Wp−p = 0.8 J

m2 with the time t6 = 0.61 s.

The results shown in Fig. 4.12(next page) are explained here:

In the first row of Fig. 4.12: The reference simulation flow behaviour from PAPER [2] is
in good agreement with the simulations of µr,p−p = 0.1, Wp−p = 0.1 J

m2 with respect to
the filling time although an increased vertical slushing is observed around the top rib. The
larger energy dissipation of µr,p−p = 0.8, Wp−p = 0.8 J

m2 can be observed in the decreased
slushing in the vertical direction actually with better agreement to the experiment and
the bulk density is lower, which is due to the large pores which can be observed in the
simulated particle arrangement.

In the second row of Fig. 4.12: The flow behaviours are very similar to the reference
simulation even for the large coefficient of restitution of e = 0.9 where the particles are
more scattered, which is due to the particles are obviously bouncing more. Changing the
particle-wall parameters values (µr,p−w, Wp−w) were virtually undetectable in the quali-
tative flow behaviour and this was also observed in PAPER [2].

In the third row of Fig. 4.12: For the simulation with the standard deviation of std = 0.5ms
in the horizontal direction it is seen that the particles in the jet are more spread but sur-
prisingly the flow is in remarkable good agreement with the reference simulation.

In the last row of Fig. 4.12: Finally changing the velocity in the vertical direction together
with the flow rate gives different flow behaviour, where increasing the velocity gives more
slushing and a more pronounced flow profile with respect to the vertical direction and
obviously shorter filling times too.
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16.0 m/s 0.00 m/s 

t6=0.56 s 

t6=0.57 s t6=0.56 s 

        Experiment                                      Reference                 μr,p-p=0.8, Wp-p=0.8 J/m2        μr,p-p=0.1, Wp-p=0.1 J/m2 

t6=0.61 s 

            e=0.9                                   e=0.5                            Reference            μr,p-w=0.5, Wp-w=0.5 J/m2     μr,p-w=0.3, Wp-w=0.1 
J/m2 

w=0.1 J/m2    

Std=0.050 m/s       Std=0.075 m/s           Reference               Std=0.250 m/s          Std=0.500 m/s 
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t6=0.81 s t6=0.59 s t6=0.46 s t6=0.38 s t6=0.32 s 

Figure 4.12: The sensitivity and velocity analysis of the 2-D simulations of the compressed
air pressure of 2.0 bar.
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4.5.2.3 The results of the time dependent velocity for the 2-D model versus
the 3-D model

The results from PAPER [2] are presented in Fig. 4.13 to Fig. 4.15 with respect to the
following compressed air over-pressures of 2.0 bar, 2.5 bar and 3.0 bar. The simulations
show similar behaviour and filling times (t2, t4) as the corresponding video footage rear
wall profile for the three compressed air pressures. The filling time of t4 is consistently
longer for the simulations than the experiment. Generally the sand is observed to move
more dynamically in the vertical direction for both the 2-D and 3-D simulations as com-
pared to the experiments, which results in stronger curvature of the flow front. Note in
chapter 5 the curvature of the flow front found in the combined CFD-DEM simulations
are less pronounced, which is due to the simulated air phase dispersed the DEM particles
more in the horizontal direction.

For the 2-D simulations the particle-particle static friction coefficient of µs,p−p = 0.75
had virtually the same qualitative behavior as µs,p−p = 0.50 in PAPER [2].

Figure 4.13: Flow contours obtained for the compressed air pressure of 2.0 bar: (left)
The experimental video footage, (middle) the 3-D simulation µs = 0.50, (right) the 2-D
simulation µs = 0.50. The experiments and simulations are all presented for the three
selected times t2, t4 and t6 (from the upper figure to the lower figure). The magnitude of
the velocity is plotted with a scaling of 0-16 m/s. The figure and text is from PAPER [2].
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Figure 4.14: Flow contours obtained for the compressed air pressure of 2.5 bar: (left)
The experimental video footage, (middle) the 3-D simulation µs = 0.50, (right) the 2-D
simulation µs = 0.50. The experiments and simulations are all presented for the three
selected times t2, t4 and t6 (from the upper figure to the lower figure). The magnitude of
the velocity is plotted with a scaling of 0-16 m/s. The figure and text is from PAPER [2].

Figure 4.15: Flow contours obtained for the compressed air pressure of 3.0 bar: (left)
The experimental video footage, (middle) the 3-D simulation µs = 0.50, (right) the 2-D
simulation µs = 0.50. The experiments and simulations are all presented for the three
selected times t2, t4 and t6 (from the upper figure to the lower figure). The magnitude of
the velocity is plotted with a scaling of 0-16 m/s. The figure and text is from PAPER [2].
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4.5.2.3.1 Filling the top part of the rib chamber geometry
In Fig. 4.16 the dynamics of the filling in the top of the chamber is investigated for the
different air pressures. A slower deposition of the green sand in the larger top cavity can
be seen in Fig. 4.16 for the 3-D simulations compared to the 2-D simulations. For 3.0 bar
(Fig. 4.16 to the right) the 2-D simulation has more energy than the corresponding 3-D
simulation, especially for later times where the green sand interferes with the jet coming
from the sand slot. The larger vertical velocity of the 2-D simulations is due to the
alignment of the particle contact interaction in the plane and thereby the 3-D simulations
predict longer filling times than the corresponding 2-D simulations. In general a larger
scatter of particles is observed in the 3-D simulations than in the 2-D simulation, due to
the extra degrees of freedom [58]. The 2.0 bar simulation shows a lesser chaotic flow front
compared to the simulated air pressures of 2.5 bar and 3 bar where the sloshing upwards
at the two sides is more pronounced cf. Fig. 4.16.

Figure 4.16: The simulation for the three compressed air pressures 2.0 bar, 2.5 bar and 3.0
bar from the left to the right at (left), (middle), (right) the 2-D simulation is placed in the
top and the 3-D simulation is placed in the bottom. (top) The 2-D simulation when the
sand reaches the top of the chamber at t=0.77 (left), at t=0.68 (middle) and at t=0.62
(right). (bottom) The 3-D simulation when the sand reaches the top of the chamber at
t=0.95 (left), at t=0.72 (middle) and at t=0.73 (right). The magnitude of the velocity is
plotted with a scaling of 0-16 m/s. The figure and text is from PAPER [2].
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4.6 Conclusion

In PAPER [2] the calculated time intervals (t1 − t6) from the simulations are in good
agreement with the three experiments. The dynamic flow behaviour of the particles in
the simulations are generally similar to that of the sand shot in the DISAMATIC pro-
cess. More specifically, with a well-selected coefficient of restitution, flow rate, damping
coefficient, rolling resistance and static friction coefficient, it is possible to simulate the
experimental video footage very well. When the model is calibrated the flow rate and
the velocity are obviously the most important factors for the flow dynamics during the
filling of the chamber. In PAPER [2] the increased scattering in the simulation results
also might be due to a smaller selected cohesion value of the 3-D simulations compared
to the 2-D simulations. Although differences are seen from 2-D to the 3-D simulation the
results remains in good agreement and the fast execution of 2-D simulations can still be
used for parameter studies in simple geometries.

The sensitivity analysis of the 2-D simulations suggested that the flow rate and parti-
cle velocity are of greater importance than most of the other parameters especially if the
parameters are chosen in physically reasonable intervals as found by the calibration in PA-
PER [2]. A sensitivity study of the particle-wall interaction parameters were performed
and it was found that the quantitative and qualitative behaviours are virtually the same
as the reference 2-D DISAMATIC simulation. Thereby these particle-wall parameters are
of less importance for simulating the DISAMATIC process.

It is found that the geometrical configuration as well as the applied compressed air pressure
is highly affecting the filling pattern of the mould. More specifically, the lower compressed
air pressure of 2.0 bar gives a slower deposition of green sand in general and in the top
cavities in particular. The compressed air pressure and thereby the green sand velocity is
of great importance especially for the filling of the top part of the mould. Generally the
sand is observed to move more dynamically in the vertical direction for both the 2-D and
3-D simulations as compared to the experiments, which resulted in a stronger curvature
of the flow front. In the next chapter 5 the curvature of the flow front found in the com-
bined CFD-DEM simulations are less pronounced, which is due to the simulated air phase
dispersed the DEM particles more in the horizontal direction.



Chapter 5

Simulating the cavity chamber
geometry

5.1 Introduction

In PAPER [3] a special setup in the chamber was designed with two cavities on the left
hand side each having a narrow gap for testing the ability of green sand to enter the two
cavities in the sand shot. The cavities are designed to quantify the mass of green sand
locally deposited in the cavities. In Fig. 5.1 the sand shot start tstart is indicated by the
red light at the moment when the valve opens where the air overpressure Pstart in the air
tank creates an airflow into the hopper. The airflow drives the sand vertically down from
the hopper through the sand slot into the chamber filling the mold chamber and the two
cavities. The air pressures are monitored by sensors in the air tank, the shot valve, the
hopper, the top of the chamber and the bottom of the chamber.

Seven process times are monitored during the sand shot, these seven times are obtained
when the flow front reaches the lines l1− l7 and they are denoted t1− t7, where the time t0

is defined as when the sand enters the chamber shown in Fig. 5.1. The seven filling times
were used to calculate the particle inlet velocity and the particle flow rate for the simulated
sand shot. In PAPER [3] additional filling times were monitored by cameras placed inside
the cavities and cavity filling times were applied to compare with the simulated mass in
the two cavities as a function of time.

The deposition of green sand in the two cavities is also investigated with respect to the air
pressure and ventilation of the chamber. In PAPER [3] three different air vents settings
have been tested in the sand shot to evaluate the effects on the cavity fillings and the flow
in the chamber. The sand shot was simulated by the discrete element method (DEM)
combined with computational fluid dynamics (CFD) to compare with the experimental
results. In this chapter two different air over pressures having the same air vent settings
are tested and compared to the simulated results.

93



94 CHAPTER 5. SIMULATING THE CAVITY CHAMBER GEOMETRY

SP 

PP 

Side air vents 
  (ac, n=37) 

SP Top (ac, n=52)  
 

PP Top (ac, n=112) 

Bottom 

330 mm 
330 mm 

120 mm 

Top pressure sensor 

Bottom pressure  
sensor 

Bottom cavity 
      (ap, n=28) 

Top cavity 
(ap, n=28) 

Pattern plate 

Red light 

Sand slot 

Green sand 

l1 

l2 

l3 

l4 

l5 

l6 

l7 

l8 

sand 
Psilo 
 

Pstart  

Pvalve 

Hopper 

Air tank  

Cavity chamber geometry 

Figure 5.1: A photo of the chamber where the two cavities are placed on the lower left
hand side on the pattern plate and the pattern plate is positioned on the Swing Plate side
(SP). The sand shot start is indicated by the red light tstart and the flow behaviour of the
green sand is monitored on the right hand side (PP side) with the 8 horizontal lines l1− l8
equally spaced 50 mm apart. The air pressures are monitored by sensors in the air tank
(light black cross), the shot valve (green cross), the hopper (black cross), the top of the
chamber (red circle) and the bottom of the chamber (blue circle) where the sensors are
listed from the top to the bottom.
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Table 5.1: The experimental air vents settings in the chamber for the seven cases.
Case 1, 4 - 7 2 3

SP top air vents opened (ac) 52 0 52
PP air vents, opened (ac) 112 112 112

Pattern plate air vents opened (ap) 28·2 28·2 14·2
Side air vents opened (n) 37·2 32·2 37·2

Total opened air vents (ac + ap) 294 232 266
Experimental repetitions 7 3 3

5.1.1 Settings of the air vents

There are 238 air vents of the type ac placed in the chamber where 112 air vents are
placed at the top of the PP chamber side shown in Fig. 5.1(PP top), 52 air vents are
placed at the top of the SP side shown in Fig. 5.1(SP top) and 2× 37 air vents are placed
on the chamber sides in Fig. 5.1(Side air vents). On the pattern plate shown in Fig. 5.1
inside each cavity 28 air vents of the type (ap) are placed. Details of the two air vent
types physical behaviour and their specific positions were presented in PAPER [3]. Three
different air vents settings are used for case 1 - 3 and the settings are listed in table 5.1.
Case 1 is defined as the normal air vent setting which is defined as when all the air vents
are opened and this setting is used for case 4 - 7 too. In this chapter the seven cases are
investigated and presented:

Case 1: The normal setting of the air vents for the sand shot with the air overpres-
sure of Pstart = 2.0 bar. Simulations of case 1 were presented in PAPER [3].

Case 2: The sand shot has an overpressure of Pstart = 2.0 bar where 62 out of the 238 air
vents of the type ac in the chamber are blocked. Simulations of case 2 were presented in
PAPER [3].

Case 3: Sand shot with the overpressure of Pstart = 2.0 bar where 14 air vents of the
type ap are blocked in each cavity on the pattern plate. Simulations of case 3 were pre-
sented in PAPER [3].

Case 4: The normal setting of the air vents for the sand shot with the air overpres-
sure of Pstart = 2.0 bar and using dry green sand.

Case 5: The normal setting of the air vents for the sand shot with the air overpres-
sure of Pstart = 2.0 bar and using wet green sand.

Case 6: The normal setting of the air vents for the sand shot with the air overpres-
sure of Pstart = 1.5 bar. Simulations of case 6 are presented in this chapter too.

Case 7: The normal setting of the air vents for the sand shot with the air overpressure of
Pstart = 3.0 bar. Simulations of case 7 are presented in this chapter too.
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5.2 Governing equations

5.2.1 Governing equation and the Discrete Element Method

The Discrete Element Method and the governing equations for the method were presented
in chapter 3 together with the calibration of the DEM model and the calibrated values for
the DEM model were listed in table 3.4(third column) used in this chapter and in PAPER
[3].

5.2.2 Governing equation for the air phase

The air phase is described by the Navier-Stokes equations these equations are all based
on a Eulerian description. The low air pressures (P ) measured in the chamber during the
sand shot and the corresponding low air velocities (vg) make the assumption of the air
phase being an incompressible fluid valid for small values of the Mach number Ma ≤ 0.3.
Then the continuity equation becomes,

ρg
∂

∂t
(εg) + ρg∇ · (εgvg) = 0 (5.1)

where εg is the air volume fraction found from εg =
Vg

Vg+Vs
where Vg is the volume of

the air phase and Vs is the volume of solid phase. The Navier-Stokes equations for the
incompressible air phase are,

ρg
∂

∂t
(εgvg) + ρg∇ · (εgvgvg) = −εg∇P + εgρgg −∇ · (εgτg)− If (5.2)

where ρg = 1.18415 kg
m3 is the density of the air phase, g = [0,−9.82, 0] m

s2
is gravity and

the shear stress on the air is τg where the air is assumed to be a Newtonian fluid with
the dynamic viscosity of µ = 1.85508 · 10−5 Pa · s. The two-way coupling between the air
phase and the solid phase is enforced via the inter-phase momentum transfer of If due to
the drag on the solid phase.

5.2.2.1 The inter-phase momentum transfer

A source smoothing method is applied for the inter-phase momentum transfer of If , which
averages the momentum transfer from larger parts of the mesh to the solid phase stabilizing
the simulations to run faster and converge. The drag force on the solid phase is,

FD = −1

8
πd2ρgCd(vg − u)|vg − u| (5.3)

where u is the velocity of the solid phase and 1
4πd

2 is the reference area equal to the
projected area of the sphere with the diameter of d. The interaction of the solid phase
with the air phase is described by the Schiller-Naumann drag model,

Cd(Rep) =

{
24
Rep

(
1 + 0.15Rep

0.687
)
, Rep ≤ 103

0.44, Rep > 103
(5.4)
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Figure 5.2: (a) The simulated geometry, measurements and the areas applied for finding
the particle flow rate and the particle inlet velocity. (b) The mesh and the air vent
placements. The edited figures are from PAPER [3].

where Rep is the particle Reynolds number and it is defined as,

Rep =
ρg|vg − u|d

µ
(5.5)

where |vg − u| is the slip velocity.

5.3 Simulation settings for the DISAMATIC process

In PAPER [3] the flow was modelled as a 3-D slice placed in the middle of the chamber
in the depth direction and with a slice depth of Ds = 0.01 m in the z-direction shown in
Fig. 5.2(a). The z-direction had a symmetry boundary, which resembles the conditions in
the center of the mold during the sand shot shown in Fig. 5.2(b).

5.3.1 The CFD model and the boundary conditions for the airflow

Modelling the air phase as a continuum by solving the Navier-Stokes equations with the
finite volume method (FVM). The discretization is accomplished with a polyhedral mesh
with the cell size of ∆x = 0.025 m and this gives the number of cells of ≈ 9000, which is
shown in Fig. 5.2(b). The k-ε turbulence model [15] is used, where the constant turbulence
intensity takes the value of 0.01, the viscosity ratio value of 10 and lastly the turbulence
velocity scale value of 1.0 m

s . The measured air pressure in the top sensor, which is indi-
cated by a red circle in Fig. 5.1. This measured air pressure is applied for the simulations
as the air phase inlet boundary condition where the inlet boundary is placed in the sand
slot. The air outlets are simulated as 4 porous baffle interfaces in the chamber each having
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Figure 5.3: The filling times for case 6 - 7. The sand shot pressure is 1.5 bar in case 6
(black) and the pressure is 3.0 bar in case 7(blue).

an elongated air channel with a pressure outlet shown in Fig. 5.2(b). The simulation air
vent settings were derived and explained in PAPER [3]. Case 6 and case 7 use the normal
air vent settings for the simulations as in case 1 from PAPER [3].

5.3.2 Boundary condition for the granular flow

The experimental filling times of t0 − t7 are shown in Fig. 5.3 for the two different cases,
case 6 - 7. For each of the two cases an experiment is selected for the simulation and these
times are plotted with the two full lines in Fig. 5.3. From the filling times t1 − t7 and
the areas A1 −A7 the inlet flow rate and the inlet velocities of the DEM particles can be
found from the procedure described in PAPER [3] where the seven applied areas A1 −A7

are shown in Fig. 5.2(a). The found vertical inlet velocities are shown in Fig. 5.4 and
due to the spikes in the time dependent velocity of vy(t) from case 7 a two - step velocity
v2y(t) was chosen to remove the spikes. The derivation of the velocities are also described
in PAPER [3].
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Figure 5.4: The vertical inlet velocities for the simulations of case 6 - 7.

5.4 Results of the DISAMATIC process and simulations

5.4.1 The experimental measured air pressures and the filling times

Measurements from the different pressure sensors are plotted as a function of time to-
gether with the filling times in case 6 and case 7 for the selected experiments which are
shown in Fig. 5.5. The chamber pressure in case 7 was significantly larger than in case
6 as expected. The air pressure builds up in the hopper (black line) in the start of the
sand shot as the pressure decreases in the air tank (black dotted line). The pressure in
the hopper starts to decrease after t1 when the green sand has reached the bottom line l1.
The duration of time from t0 to t1 is longer than the subsequent next time intervals t1 to
t2. The shorter times intervals are due to an increase in the pressure difference between
the hopper and the chamber, which subsequently increases the velocity of the green sand
flowing into the chamber. Case 7 has shorter filling times compared to case 6 and at the
end of the sand shot the chamber pressure increases significantly in case 7 with a maxi-
mum chamber pressure obtained at around the time of 0.85 s.

In PAPER [3] the same behaviour was observed for the experiments and the measured
pressure in the chamber. The air tank air overpressure in PAPER [3] was 2.0 bar which is
in between case 6 (1.5 bar) and case 7 (3.0 bar) and therefore the chamber pressure was
in between case 6 and case 7 too.
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Figure 5.5: The pressure as a function of time shown in the positions listed from the top to
the bottom: the air tank (black dotted line), the pressure shot valve (green), the hopper
(black line), the pressure in the top of the chamber (red line) and in the bottom (blue
line). The dotted black vertical lines is the filling times t0 − t7 of the chamber.
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(b) Case 7: 3.0 bar for the fillings times of t0 − t7.

Figure 5.6: The experimental and simulation filling times of case 6 and case 7.

5.4.2 The simulated filling times

In Fig. 5.6 it is shown that the simulated filling times are in good agreement with the
experimental results of case 6 and case 7. In the experiments, case 6 had longer filling
times compared to case 7 due to the higher air overpressure in the sand shot and this
behaviour was also observed in the simulations. The time dependent velocities first filling
time, t1 was too long as when compared to the experiment for both cases. The constant
velocities first filling time, t1 was too short as when compared to the experiment for both
cases. In PAPER [3] the same behaviour was observed for the experimental filling times
and the simulated filling times. The air tank air overpressure in PAPER [3] was 2.0 bar
which is in between case 6 (1.5 bar) and case 7 (3.0 bar) and therefore the filling times
were in between case 6 and case 7 too.
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5.4.3 Sand deposited in the two cavities

The mass of green sand in the cavities for the DISAMATIC experiments and the simula-
tions are listed in table. 5.2(left) for all the seven cases. The green sand densities and the
compactabilities are listed in table. 5.2(right) for all the seven cases.

Table 5.2: Mass in the cavities from the seven cases with respect to the experiments and
the simulations. The number of repetitions of the sand shots and the compactability test
are indicated by (n) and if (n=1) it is not written. The sign of ± indicates the standard
deviation σ around the mean µ in the following way µ ± σ.

Case Sand shot Bottom cavity [g] Top cavity [g] ρsand = [kg/m3] Compaca [%]
1 2.0 bar (n=7) 593±189 961±237 920±50.1 34±3.5 % (n=18)
1 2.0 bar (selected) 792 1118
1 vy(t) CFD-DEM 1753 1817
1 v2y(t) CFD-DEM 1758 1786
1 5m

s
CFD-DEM 1782 1719

1 7m
s

CFD-DEM 1787 1782
1 vy(t) DEM 582 918
1 v2y(t) DEM 696 864
1 5m

s
DEM 568 586

1 7m
s

DEM 734 893

2 2.0 bar (n=3) 933±215 1220±72.5 970±19.7 31±0.7 % (n=9)
2 2.0 bar (selected) 1100 1284
2 vy(t) CFD-DEM 1830 1882
2 v2y(t) CFD-DEM 1846 1852
2 5m

s
CFD-DEM 1801 1851

2 7m
s

CFD-DEM 1819 1842
2 vy(t) DEM 618 1363
2 v2y(t) DEM 673 1159
2 5m

s
DEM 557 586

2 7m
s

DEM 770 934

3 2.0 bar (n=3) 623±47.7 687±30.2 937±28.6 33±1.9 % (n=9)
3 2.0 bar (selected) 674.8 721
3 vy(t) CFD-DEM 1723 1872
3 v2y(t) CFD-DEM 1562 1590
3 5m

s
CFD-DEM 1607 1333

3 7m
s

CFD-DEM 1657 1684
3 vy(t) DEM 1008 1774
3 v2y(t) DEM 823 832
3 5m

s
DEM 595 569

3 7m
s

DEM 605 790

4 2.0 bar (n=3) 810±284 1070±326 966±29.0 31±2.2 % (n=9)
5 2.0 bar (n=3) 396±37.7 667±42.0 814±14.5 41±1.7 % (n=9)
6 1.5 bar (n=3) 676± 216 894±84 915±17.9 34±1.0 % (n=9)
6 1.5 bar (selected) 506 798
6 vy(t) CFD-DEM 651 1189
6 5m

s
CFD-DEM 852 1033

6 vy(t) DEM 572 869
6 5m

s
DEM 538 749

7 3.0 bar (n=3) 701±143 1340±337 875±34.8 38±2.4 % (n=9)
7 3.0 bar (selected) 725 1072
7 vy(t) CFD-DEM 1821 1889
7 v2y(t) CFD-DEM 1812 1895
7 8.5m

s
CFD-DEM 1793 1832

7 vy(t) DEM 1091 1801
7 v2y(t) DEM 1028 1812
7 8.5m

s
DEM 993 929
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Case 7 with the air pressure of 3.0 bar gave the largest average mass of green sand in the
top cavity of 1340 g and third largest average mass of green sand in the bottom cavity of
701 g. In Case 2 with the chamber air vents blocked the bottom cavity was filled with
the largest average mass of green sand of 933 g and the top cavity was filled with the
second largest average mass of green sand of 1220 g. Comparing case 2 to case 4 (normal
air vent setting) with equivalent green sand properties for the density and compactability,
the cavities were still better filled for case 2 as expected. The smallest mass in the cavities
were found for case 5 because the wet green sand had the lowest flowability properties,
the lowest fluidization properties and the lowest density and thereby gave problems for
the sand flowing through the narrow entrance into the two cavities. The simulations of
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Figure 5.7: Case 6: The cavity masses as a function of time where t0 = 0.0 s is the starting
time on the x-axis.

case 6 were in good agreement with the experiments for the mass in the cavities due to
the lower simulated air pressures in the chamber. The simulated velocity of the air phase
was slower in case 6 and thereby the simulated mass in the cavities for case 6 was similar
for the DEM model as the values from the CFD-DEM model were and these are shown
in Fig. 5.7. Due to the high chamber pressures in case 7 the simulated air velocities were
very large too and thereby the mass in the cavities were overestimated for the CFD-DEM
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Figure 5.8: Case 7: The cavity masses as a function of time where t0 = 0.0 s is the starting
time on the x-axis.

model when compared to the experiment shown in Fig. 5.8. The DEM model in case 7
predicted the mass in the cavities with better agreement to the selected experiment. The
DEM model in case 7 overestimated the top cavity mass as compared to the experimental
results, except for the constant velocity of 8.5 m

s . The CFD-DEM simulated results of
case 1 - 2 from PAPER [3] are shown in Fig. 5.9 and case 7 is shown in Fig. 5.10(right).
These three simulations overestimated the mass in the cavities as when compared to case 6
shown in Fig. 5.10(left). For the cases 1, 2 and 7 the simulated air velocities in the cavities
were around 15− 30 m

s as compared to case 6 where the cavity air velocities were around
5− 8 m

s . When comparing case 1 to case 2 in Fig. 5.9(middle) the particles have greater
velocities and a more pronounced particle jet when the particles entered the bottom cav-
ity in case 2. When comparing the simulations to the experiments shown in Fig. 5.9 and
shown in Fig. 5.10 all the simulations were in good agreement with the experiments with
respect to the sand pile shape at time t=0.50 s in the sand shot.
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         Case 1                                                Case 2                                        

Figure 5.9: The time dependent velocity vy(t) simulation at time t=0.50 s. (Top) The ve-
locity of the air phase. (Middle) The velocity of the particles. (Bottom) The experimental
video footage at time t=0.50 s.
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       Case 6                                          Case 7                                       

Figure 5.10: The time dependent velocity vy(t) simulation at time t=0.50 s. (Top) The
velocity of the air phase. (Middle) The velocity of the particles. (Bottom) The experi-
mental video footage at time t=0.50 s for case 6 where for case 7 the video footage is at
time t=0.48 s (at t=0.50 s the photo was black).
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5.5 Conclusion

In the present chapter the sand shot in the DISAMATIC process was investigated for the
air vent settings, the air overpressure and the green sand condition and these settings
abilities to deposit the mass of green sand into the two cavities. In this chapter the air
overpressure of 1.5 bar (case 6) and the air overpressure of 3.0 bar (case 7) were simulated
and the results were compared to the experiments. Whereas in PAPER [3] three different
air vent settings (case 1 - 3) with the air overpressure of 2.0 bar were simulated with
respect to the mass of green sand deposited in two cavities and compared to experimental
results.

5.5.1 The experiments

In case 2 the air vents were blocked in the chamber for an enhanced local airflow through
the cavities and as expected the mass in the two cavities were among the largest. De-
creasing the number of air vents in the cavities as done in case 3 decreased the deposited
mass of green sand in the cavities as compared to case 2. The largest mass in the top
cavity was observed in case 7 which had the largest air pressure in the chamber especially
at the last part of the sand shot. Hence, the air stream transported more green sand into
the top cavity at the last part of the sand shot. The sand shot could be performed with
a large air pressure of 3.0 bar as in case 7 combined with the chamber air vents blocked
as in case 2 for an additional increased airflow through the cavities. Thereby the mass of
green sand in the cavities are expected to become even larger due to the increased local
airflow through the cavities.

Larger mass in the cavities were also observed in case 4 as expected due to the less
cohesive dry green sand having a higher flow-ability, higher fluidization properties and a
higher density. Smaller masses in the cavities were also observed in case 5 as expected due
to the wet cohesive green sand having a lower flow-ability, lower fluidization properties
and a lower density.

The pressure difference between the air tank and the hopper, which drives the green
sand from the hopper down into the chamber is important. Secondarily the air pressure
difference between the chamber and the surroundings, which drives the sand outwards to
the mold geometry is important too. The larger these two air pressure differences are the
larger the velocity of the green sand flow becomes. The larger the velocity of the green
sand flow up to a certain velocity, the larger the green sand mass deposited in the two
cavities for this geometry are expected to become.

5.5.2 The simulations

With the chosen particle flow rates and particle velocities it was possible to simulate the
qualitative flow behaviour and the final mass of green sand in the cavities. Larger inlet
velocities for the DEM particles increased the final mass in the cavities of the investigated
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rib geometry. The following conclusions are partially from PAPER [3] and from this chap-
ter.

In PAPER [3] the CFD-DEM simulations show larger masses in the cavities as compared
to the experimental results due to the airflow in the simulations still drags the particles
into the cavities at the end of the sand shot. The side air vents could not be simulated due
to the running time of the number of DEM particles when simulating a larger part of the
chamber and thereby the volume of air that exits the cavities is correspondingly overesti-
mated. In case 3 the CFD-DEM simulations were in better agreement with the selected
experiment due to the lower air inlet pressure in the simulations which gave subsequently
lower air velocities through the cavities. Close predictions of the mass of the green sand
in the cavities were accomplished by the DEM simulations however with a tendency to
underestimate the mass. The CFD-DEM simulations predict the cavity filling times better
as compared to the DEM simulations although the CFD-DEM simulations still show too
long filling times for the cavities as compared to the experiments.

In this chapter the high chamber pressures in case 7 and thereby the subsequent sim-
ulated air velocity in the CFD-DEM model was very large too and therefore the masses
in the cavities were overestimated as compared to experiments and the DEM simulations.
The simulations of case 6 were in better agreement with the experiments for the mass
in the cavities due to the lower simulated air pressures in the chamber. Therefore the
simulated mass in the cavities for case 6 were more similar for the CFD-DEM model when
compared to the experimental cavity masses and also when compared the DEM model
cavity masses.



Chapter 6

Conclusion and future Work

This chapter presents the conclusion of the material characterization of the green sand
from the experiments and subsequently how selected experiments were used to calibrate
the numerical model, thereby preparing the model to simulate the process. The conclu-
sion of experiments performed on the DISAMATIC machine and the simulations of these
experiments are presented too. Finally future perspectives in the field of the sand casting
process and simulating the process are given.

6.1 The material characterization of green sand

The material characterization was performed with respect to five different mechanical
conditions of the green sand found in the DISAMATIC process. The purpose of the ex-
periments was to characterize and define the overall mechanical properties of the green
sand during the following five conditions: High load flow (1), low load flow (2), fluidized
flow (3), confined compression (4) and the unconfined compression (5).

The high load flow was investigated with a ring shear tester where the flowability de-
creased when the green sand became more wet and the opposite was the case for the dry
green sand. The yield stress increased when the green sand became more wet and the
opposite behaviour was the case for the dry green sand. The density as a function of the
normal stress proposed by [21] was found to be a good predictor for the relationship of
these two variables.

The low load flow was investigated with a sand pile experiment where the sand pile height
increased when the green sand was wet and the opposite was the case for the dry green
sand. The sand pile shape became more uneven when the green sand was wet and for the
dry green sand the sand pile shape became more conically shaped. The two slump tests
decreased in spread length when the green sand was wet and the opposite was the case
for the dry green sand.

The fluidized flow was investigated with a fluidized bed test and the Anton Paar Powder

109
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Cell. The fluidized bed test found the dry green sand to have better fluidization properties
as compared to the wet green sand. The Anton Paar Powder Cell found the green sand to
behave like a shear thinning fluid, in which the viscosity is reduced by increasing the shear
rate and the viscosity of the green sand also behaved like a shear thinning fluid when the
airflow rate was increased in PAPER [6].

The confined compression test was performed with the compactability test, in which the
compactability was found to increase when the green sand water content increased, which
was due to the larger pores in the green sand created from the wet bridges.

The un-confined compression test was performed as a uni-axial test which was used to
obtain the stiffness and the un-confined compression strength of the green sand. The
found values for stiffness and strength were in good agreement with all the performed
tests on the green sand batches, except for the ”very wet” green sand batch number 2
where the values were significantly smaller as compared to the other batches. Note that
this batch was above the recommended compactability value with respect to using the
green sand in the DISAMATIC process.

6.2 Calibration of the DEM model

The Discrete Element Method (DEM) was chosen as the numerical model since the dis-
crete nature of the method simulates the granular nature of the green sand with good
agreement. The DEM model used a rolling resistance model to emulate the non-spherical
quartz sand particles’ resistance to rolling and used a cohesive model to emulate the bind-
ing of the quartz sand particles from the bentonite.

The parameters used in the DEM model were found from the following experiments: A
ring shear tester, a sand pile experiment in the PAPERS [2, 3] and additionally a slump
test in PAPER [3]. The ring shear tester was applied to obtain the static friction coeffi-
cients for the DEM model. The height of the sand pile was measured and from this the
DEM model was calibrated. The calibration was performed with respect to obtaining the
values in the rolling resistance as well as in the parameter value of the cohesive model. As
expected, an increase in the value of the particle-particle rolling resistance increased the
simulated sand pile height and an increase in the value of the particle-particle cohesion
increased the height of the sand pile further. Increasing the cohesion changed the shape
of the sand pile to become more uneven and higher as also seen in the experiments for the
more wet green sand.

In PAPER [3] the density was adjusted to that of the loose green sand and a slump
experiments was applied to calibrate the DEM models with respect to the value of the
particle-wall rolling resistance. For a small value of this the particles rolled further away
from the sand pile slump as compared to larger values as expected.
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6.3 The sand shot and the simulations

In the PAPER [2] a 2-D DEM model and a 3-D slice DEM model were applied to sim-
ulate the DISAMATIC process’ dynamic flow behaviour with good agreement with the
experiments performed in the rib geometry. The dynamic flow behaviour of the particles
in the simulations was generally similar to that of the sand shot in the DISAMATIC pro-
cess. More specifically, with a well selected coefficient of restitution, flow rate, damping
coefficient, rolling resistance and static friction coefficient it is possible to simulate the
experimental video footage very well. When the model is calibrated the flow rate and the
velocity are obviously the most important factors for the modelling flow dynamics during
the filling of the chamber.

Although differences are seen from the 2-D to the 3-D slice simulation the results re-
main in good agreement and the fast execution of 2-D simulations can still be used for
parametric studies in simple geometries. Hence it was decided to perform a 2-D sensi-
tivity analysis in PAPER [1] and an additional sensitivity study in chapter 3. The two
sensitivity analyses of the 2-D simulations suggested that the particle flow rate and the
particle velocity are of greater importance than most of the other parameters especially if
the parameters are chosen in physical reasonable intervals as found by the calibration in
the PAPERS [2, 3].

A sensitivity study of the particle-wall interaction parameters were performed in PAPER
[2] and it was found that the quantitative and qualitative behaviour were virtually the
same as the reference 2-D DISAMATIC simulation. Hence, these particle-wall parameters
are of less importance for simulating the DISAMATIC process.

In chapter 5 it was found that the pressure difference between the air tank and the hop-
per, which drives the green sand from the hopper down into the chamber, is important.
Moreover, the air pressure difference between the chamber and the surroundings, which
drives the sand outwards to the mold geometry is important as well. The larger these two
air pressure differences, the larger the velocity of the green sand flow.

In PAPER [3] and in chapter 5 for the cavity geometry, it was found that with spe-
cial air tank pressures and with special air vents settings, the mass of the green sand in
the cavities could be increased. Hence, by increasing the local airflow through the cavities
during the sand shot, the mass in the cavities were found to be increased as well. A 3-D
slice with a combined CFD-DEM model was applied to simulate a slice of the DISAMATIC
process where the dynamic flow behaviour showed good agreement with the experiments.
The combined CFD-DEM simulations predicted a larger mass in the cavities compared
to the experimental results. This was most probably due to an enhanced airflow at the
end of the simulated sand shot, which dragged more particles into the cavities. The side
air vents could not be simulated, due to the increased CPU time of the number of DEM
particles when simulating a larger part of the chamber. Hence, the volume of air that exits
the cavities are correspondingly overestimated in the 3-D CFD-DEM slice simulations and
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therefore the predicted mass in the cavities were overestimated as well. Close predictions
of the mass of the green sand in the cavities were accomplished by the DEM simulations
with a tendency to underestimate the mass.

Conclusively, it can be stated that the experiments performed on the Ferrofos foundry
with the special designed cavity geometry as well as the simulations gave very useful
insights into the DISAMATIC process and how to improve the process in the future.

6.4 Future work

Experiments

A plug of green sand is created in the sand slot due to the cohesion in the sand mixture
after the sand shot. The plug prevents the sand from falling down into the chamber
in-between sand shots. The initial acceleration of the green sand and removing the plug
probably decrease the initial velocity of the green sand entering the chamber and probably
decrease the pressure build up in the chamber in the initial part of the sand shot too. The
smaller mass in especially the bottom cavity is most likely due to the small velocity of the
green sand and the low chamber pressure in the initial part of the sand shot. Hence, a
sand slot closing mechanism that opens when the pressure in the hopper is equal to the air
tank pressure could be suggested in a future design, since this might imply a higher initial
green sand velocity and a larger chamber pressure in the initial phase of the sand shot.
This closing mechanism could also make it possible to start the next sand shot while the
mould was being squeezed or pushed out, saving production time. Moreover, such closing
mechanism could potentially create a strong plug of green sand during the pressure build
up in the hopper thus preventing the green sand from leaving the sand slot during the
sand shot.

Simulations

Simulating the sand shot with half of the mold geometry including the side air vents and
using a symmetry boundary in the middle of the geometry could give a more correctly
simulated airflow in the combined CFD-DEM model. This is because the airflow towards
the sides would be included and subsequently this would decrease the airflow through the
cavities due to the air now could escape in the sides. Hence, the decrease in airflow through
the cavities would decrease the mass in the cavities too, for a more correct prediction when
using the combined CFD-DEM model.

In the future it could be interesting to simulate the hopper during the sand shot to insti-
gate the flow in it and the flow through the sand slot (hopper orifice) thereby simulating
the inlet particle flow rate and the inlet particle velocity versus the experimental inlet
behaviour of the green sand in the DISAMATIC process.

Currently new and potentially faster CFD-DEM frameworks as the CUDA platform run-
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ning on a GPU are being developed [58, 57]. This framework could potentially run faster
CFD-DEM calculations on normal laptop graphics cards with millions of particles as com-
pared to a CPU based framework. Further out in the future, simulating the individual
non-spherical quartz sand particle shapes and size distribution together with a suitable
cohesion model would be interesting, but at the current moment it is not possible.

Future calibration of the DEM model with respect to solid mechanical behaviour com-
bined with fluidization behaviour could be interesting. Calibrating the DEM model with
an uni-axial compression test or the ring shear tester for the solid mechanical region com-
bined with the fluidized viscosity from the Anton Paar Powder Cell for obtaining a ”full
range calibration of the CFD-DEM model” could be made. With this full range calibra-
tion it would be possible to simulate the sand shot correctly and subsequently simulate the
squeezing process correctly after the sand shot and hopefully this could be accomplished
in one simulation.

The sand shot in the DISAMATIC process could also be modelled in a continuum frame-
work where the ring shear tester could give indications of the solid mechanical behaviour
of the green sand and the Anton Paar Powder Cell could give indications of the fluidized
viscosities of the green sand.
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Appendix A

The green sand composition

A.1 Introduction

In this appendix the green sand are described and the general tests of the green sand
without changing the water contents are performed. The tests in this appendices was
performed in the master thesis [9] and several parts and figures are taken from the master
thesis. The thorough details about how the tests were performed can be found in the
guideline [8].
The tests performed are:
• A description of the green sand mixture in section A.2.
• Determination of active bentonite contents in section A.3.
• Total contents of fines in section A.4.
• Size distribution of green sand in section A.5.
• Loss on ignition in section A.6.

A.2 The green sand mixture and general sand properties

The green sand mixture typically contains: 3-4.5 % water, around 5-8 % bentonite, seal
coal and other inactive fines around 2.5-4.0 % and the rest is quartz sand around 85-90
% shown in Fig. A.1. The green sand consists of quartz sand as the primary ingredient,
mixed with bentonite which together with water coats the quartz sand and it binds the
green sand together. This binding of the green sand gives e.g. high green compression
strength, high wet tensile strength, stabilize the mould cavity to acquire a strong mould
for casting the metal. This makes the green sand very cohesive and strong when the mould
is finally squeezed. Before metal is casted in the moulds, the green sand is prepared in a
mixer. The quality of the final mould is affected by many factors, including the mixture of
the quartz sand, the complexity of the mould chamber geometry and the compressed air
pressure driving the flow of the green sand where the final mould must be homogeneous
and stable [8, 34, 35]. The recommended properties for the green sand are shown in Fig.
A.2.
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Figure A.1: The green sand mixture. The figure is from [8]
.

Figure A.2: The reccomended properties for the green sand when applied in the
DISAMATIC process. The figure is from [8].

A.3 Determination of active bentonite contents

This test aims to find the active bentonite contents in % contained in the green sand
which was applied in this project. Here the results of the methylene blue test will be
briefly presented and some parts are copied from [9, 8]. This experiment is made by the
use of methylene blue solution and the active clay capacity to absorb the blue methylene
solution. The methylene blue solution is added at a rate of 2 ml each time to the green
sand in the reagent flask mixer shown in Fig. A.3(a). Afterwards a drop from the flask is
put on the paper and the colour is observed shown in Fig. A.3(b-d). When the colour on
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the paper changes from a blue circle to a blue circle which has a bluish-green halo then
the saturation starts to occurs in Fig. A.3(b) blue drop number 17.

Now when the halo appears for the first time the procedure is followed from the guidelines
in [8]:
”Stir for another two min. without adding further methylene-blue, and check to see if
the bluish-green halo disappears. If the bluish-green halo disappears, add another 1 ml of
methylene-blue and stir for two minutes. Then place a drop on the filter paper. Continue
this process until the bluish-green halo around the dark blue spot reappears. The final stage
has now been reached, and a calibration curve for the clay sample in question can be drawn
up”.

Figure A.3: (A) Setup for methylene blue test and the reagent flask mixer. (B-D) results
from the filter papers. The figure is from [9]
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The amount of methylene blue solution added is monitored and a point of the curve can be
found. First the determination of the calibration curve takes place for a sand/clay mixture
containing 10 % of bentonite to find the base point on the curve (10 %, y [ml]). The result
of sand/clay mixture containing 10 % of bentonite was 37 ml methylene blue solution,
giving the first point on the curve (10 %, 37 ml) shown in A.3(B). The calibration curve
can now be plotted as a line starting at point of origin (0 %, 0 ml) and going through
the calibration point (10 %, 37 ml). The second saturation point is from the green sand
used in the project, this saturation point was at (x %,44 ml) shown in A.3(D). From the
calibration curves linear relationship of the added blue methyl solution gives:
• The contents of active bentonite in the green sand used in ths project was
around 11.9 %.

Where the recommended contents of active bentonite measured by the Methylene Blue
test is suggested to be around 7 %-8 % in [8].

Figure A.4: Calibration curve for methylene blue test with active bentonite contents of
11.9 %. The figure is from [9]

A.4 Total contents of fines

The DISA manual states ([8]) that all contents smaller than 0.02 mm is identified as fine
material. In this experiment all fine material is washed away from the sand. The total
contents of fines are made up of the inactive fines together with the active bentonite found
in section A.3.
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This experiment was run as stated in [8] with the wet screen method with the appli-
cation of two batches. The two batches are started with 50 gr and after the washing the
weight was 44 gr. thereby the fraction of fine contents was 12%. Note that the accuracy
of this test is only ± 0.5 gr. (± 1%). The two green sand samples were then combined
and used in the following sieve analysis A.5. The active bentonite test in section A.3 was
close to 12% it is likely that the inactive fines constitute less than 1.0% of the green sand,
while the DISA manual recommends a 2.5 - 4.0 % of inactive fines.

A.5 Particle size distribution with a sieve analysis

The sieve analysis test is made to determine the average grain size and the distribution of
the sand and the test was originally conducted in [9]. The weight of sand specimen used
was roughly 88 g for more details of the value for each sieve, see in the table. A.1 and the
explanation of the columns in table A.5.

� Col. 1, shows sieve sizes (shown in DIN standard).

� Col. 2, the weighing results of each fraction in grams.

� Col. 3, percentage of each individual fraction calculated in relation to the total
weight.

� Col. 4, cumulative percentage of each fraction when the weight is considered as
100%.

� Col. 5, conversion factors which are inversely proportional with the mesh size of the
preceding sieve.

� Col. 6, product of figures from column 3 and column 5. Explained in [8]

Now the average grain size can be calculated by using formula (A.1).

AGS =
100

SumProd.
(A.1)

Where SumProd. = 496.40 is the total from col. 6. in table. A.1 and AGS is the average
grain size of 0.20 mm, note the average grains size is in this case good. This is important
since the probability of metal penetration between sand grains increases with increasing
average grain size especially as the ferrostatic pressure height increases [8].

A Graphical representation of the sieve analysis is illustrated in figure A.5 which shows
that the green sand is distributes between 4 - 5 sieves, while [8] recommends distribution
between 3 - 4 sieves for a good dense packing of the green sand.

To determine the sand distribution, calculation of uniformity was made by using the
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Col. 1 Col. 2 Col. 3 Col. 4 Col. 5 Col. 6

Sieve [mm] [g] Individual % Cumulative % Factor -

2.00 0.00 0.00 100.00 0.40 0.00

1.40 0.00 0.00 100.00 0.50 0.00

1.00 0.09 0.10 99.90 0.70 0.07

0.71 0.11 0.13 99.77 1.00 0.13

0.50 0.52 0.60 99.17 1.40 0.84

0.36 4.27 4.89 94.28 2.00 9.78

0.25 19.01 21.78 72.50 2.80 60.98

0.18 30.01 34.38 38.12 4.00 137.53

0.13 20.22 23.17 14.95 5.70 132.05

0.09 7.44 8.52 6.43 8.00 68.19

0.06 2.98 3.41 3.01 11.40 38.92

0.00 2.63 3.01 0.00 15.90 47.91

Total 87.283 100 - - 496.40

Table A.1: Results from the sieve analysis.

Figure A.5: Figure showing graphical representation of the sieve analysis. The figure is
from [9].

average grain size (AGS), and the purpose is to eliminate the coarsest material (1.33 *
AGS), and the finest material (0.67 * AGS), on the cumulative distribution curve. Calcu-
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lation reveal that the coarsest material is over 0.268 mm and the finest material is under
0.135 mm.

A.5.1 Summarized results of the tests performed until now

Parameters are summarized in Table A.2.

Weight of specimen 100.1 gr.

Weight of specimen after wash 87.28 gr.

Weight of fines 12.82 gr.

Fine contents 12.80 %

Calculation of average grain size 0.20 mm

Estimated uniformity 60

Table A.2: Input and output parameters from sieve analysis.

The DISA application manual ([8]) states that uniformity of molding sand should be kept
at 60 - 80 and therefore it can be stated that the sand is close to having a low uniformity.

A.6 Loss on ignition test

The loss of ignition test determines the amount of combustible materials in the green sand,
this includes carbonaceous materials, residual core binders and crystallized water. The
testing procedure used can be seen in the [8]. Originally there were 4 specimen tests made,
two from the buckets taken from the experiments in Borup (sample nr. 1 and nr. 2) and
two from the big silo bags in DTU foundry (sample nr.3 and nr.4), this was done to see
if the same results would be found in both cases and if the two samples can be treated
as same. Unfortunately one of the samples from DTU got destroyed as the crucible used
could not withstand the heat and broke (sample 4). The sand at DTU was taken earlier in
time from the Borup foundry and was used for earlier experiments. The specimens were
numbered from 1 - 4 and inserted into the furnace, starting with nr. 2 and 3, and then 1
and 4. Samples are shown in clockwise order in figure A.6 starting with sample 1 bottom
left.

The loss on ignition is calculated the following way

W2 = 20g +W1 (A.2)

Where the weight of crucible is W1 and the weight of sample after ignition is W3 and the
percentage is calculated

Loss on ignition in % = (W2 −W3)× 5 (A.3)
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Figure A.6: Showing the setup of crucibles inside the furnice.

Sample 1 (Borup) 2 (Borup) 3 (DTU) 4 (DTU)

Weight of crucible (w1) 37.588 37.200 37.765 37.541

Weight of crucible after heating (w2) 36.674 36.283 36.861 Broken

Loss of weight (w) 0.914 0.917 0.904 Broken

Loss of ignition 4.57 % 4.58 % 4.52 % Broken

Table A.3: The results from the loss of ignition experiment.

Results from the experiment can be seen in table A.3. The loss on ignition in the sample
is 4.58 % while the DISA manual states that loss on ignition should be kept between 3.5
and 5.0 %, depending on production program.

A.7 Results and conclusion

Test of the total contents of fines, particle size distribution and bentonite contents on
the green sand used in this PhD project were done in [9] and further information can be
found in this manual [8] about green sand test, green sand mixture, green sand properties,
settings of the DISAMATIC etc.

Experiment on sand Results Range by Disa

Total fines contents less then 1,0 % 2,5 - 4,0

Average grain size 0,20 mm 0,14 - 0,28 mm

Uniformity of sand 60 60 - 80

Active clay contents 11,9 % over 7 %

Loss of ignition 4,58 % 3,5 - 5,0 %

Table A.4: Results from sand experiments
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Anton Paar Powder Cell tests of
the green sand

B.1 Introduction

The Anton Paar Powder cell is constructed for investigating (IIIa) fluidized flows as com-
pared to the ring shear tester that is constructed for (I) high load flow region transition
to low load flow region occurring in e.g. silo design. The Anton Paar Powder Cell is a
rheometer combined with a fluidized bed and the Anton Paar machine is shown in Fig.
B.1. This machine is an appropriate choice for investigating the more freely flowing flu-
idized green sand that occurs in the DISAMATIC chamber during the sand shot. The
more freely flowing fluidized green sand occurs at the top of the sand pile and when the
green sand sand is sloshed up the chamber sides and for the flow in the top of the sand
pile during the sand shot.

Figure B.1: The Anton Paar machine.

The fluidized rheological properties were investigated in [6] with the focus on charac-
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terizing the flow properties of green sand with respect to viscosity. The characterization
is carried out with a state-of-the-art device that allows for viscosity measurements while
an air stream is forced through the granular material.

For further information about the Anton Paar Powder cell see www.anton-paar.com.

B.2 The experiment

All measurements were carried out on a MCR 502 (Anton Paar, Ostfildern, Germany)
rheometer with the powder cell seen in Fig. B.2 (middle), in a profiled cylinder according
to standard liquid rheological tests (DIN 53019 , and ISO 3219) [88, 6].

A pressure drop test and a rheology test (viscosity as a function of the shear- and flow
rate) were performed and are illustrated in Fig. B.2 (right). In the pressure drop test, the
device increases the rate of the air flow that is introduced from vents below the sample
and detects the volumetric flow rates that causes a pressure drop in the cell. The drop
indicates the minimum volumetric flow that is needed to fully fluidize the sample, i.e.
every particle is surrounded by air and a homogeneous powder bed is created. This test
was carried out with a sample volume of 80 mL (104.4 gr). Note that general fludization
theory together with simple fluidized bed tests are explained in appendix C.

Figure B.2: (Left) The Anton Paar machine seen from the side. (Middle) The cell where
the propeller is positioned (this figure is edited from [6]).(Right) Illustration of the principle
of the AP powder cell.

In the rheology test, the air flow was kept fixed at different rates while the rotating ve-
locity of the stirring blade was increased. At the same time, the torque was continuously
measured in order to back-out the apparent viscosity. This test was carried out with a
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sample volume of 90 mL (114 gr) and before every measurement the sample was fully
fluidized in a sample preparation step.
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B.3 Results

In [6] first the standard fluidized bed test is shown in Fig. B.3 where the full fluidization
is found at the air flow rate around 10Ls together with the incipient flow found at the
air flow rate around 5.0Ls . The full fluidization was investigated further in appendix C
with respect to different compactabilities and different amount of green sand added in the
fluidized bed.

Figure B.3: Pressure drop measurement over the green sand. The figure is from [6].

In Fig. B.4 it can be seen that the viscosity decreases as the flow rate increases. Shear
thinning behaviour occurs especially when the air flow rate is above 2Ls . For the air flow
rate of 0Ls and 2Ls shear thinning behaviour start to occur from the shear rate of 10−1 1

s .

In fig. B.5 for the black lines it can be seen that the viscosity decreases as the flow
rate increases for the same rotation speeds. Thereby shear thinning also occurs as a func-
tion of the air flow rate.

In Fig. B.6 the shear rate as a function of the shear stress, the shear stress decreases
as the air flow rate increases. If the shear stress is interpolated back to zero the material
will have a yield stress threshold which was also found with the ring shear tester.
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Figure B.4: Shear dependent behavior of green sand at different flow rates (viscosity vs.
shear rate). The figure and text are from [6].

Figure B.5: Shear stress vs. shear rate relationship for green sand at different flow rates.
The figure and text are from [6].
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Figure B.6: The shear stress as a function of the shear rate. The figure is from [6].

B.4 Conclusion

The conclusions of Anton Paar powder cell experiments from [6] are;
• The green sand flow behaves like a shear thinning fluid, in which the viscosity is reduced
by increasing the shear rate.

• The viscosity of the green sand also behaves like a shear thinning fluid when the air
flow rate is increased.

• A yield limit in the shear stress-shear rate curve for the green sand can be found and
this yield point decreases with increasing flow rate. This yield stress point can also be
found with the ring shear tester and this was done in chapter 2.

• These information can be used as a tabular data or apply function fitting for conducting
continuum based CFD simulations together with the values from the ring shear tests of the
yield limit and density as function of normal stress. A Herschel-Buckley model could be
a good choice although other models exist as the 2-phase continuum model such as [26, 27].

• The Anton Paar test could also be interesting to applied for calibrating the discrete
element method especially the parameters as e.g. the young modulus, the coefficient of
restitution, the rolling resistance and the cohesion for investigating the energy dissipation
of the model and obviously the drag force also. The smaller size of the Anton Paar Powder
Cell gives it better possibility for simulating the correct particle size with a DEM model
compared to the typically larger fluidized beds and which makes larger parameter sweeps
possible.



Appendix C

Fluidized bed tests of the green
sand

C.1 Introduction to fluidization

The fluidization properties are investigated with a fluidized bed at Department of Chem-
ical and Biochemical Engineering Technical University of Denmark with the following
guidelines from [16]. The minimum fluidizing velocity and the bed pressure drop over the
fluidized green sand are determined. The reason for this fluidization investigation is that
the air flow from the air tank drives the green sand from the hopper down into the cham-
ber in the DISAMATIC process. Fluidization properties are also of particular importance
for the DISAMATIC process when the green sand is transported and fluidized by the air
flow in the chamber shown in Fig. C.1. Thereby fluidization properties of green sand are
important for the DISAMATIC process overall.

Figure C.1: Schematic illustration of green sand moulding from [6].
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C.1.1 The fluidization equipment

The fluidized bed is shown in fig. C.2 consists of two cylindrical sections made of QVF
glass with the diameter of dbed = 100mm in the bottom and the diameter of the freeboard
which is the top cylinder dfreeboard = 150mm respectively and each having a 500 mm
length. The bed (bottom cylinder) is connected with the freeboard (top cylinder) by a
conical expansion in stainless steel placed in the middle.

Figure C.2: The fluidized bed setup. The figure is from [16].

The air is released from the windbox placed in the bottom of the bed and subsequently
the differential pressure ∆p across the bed is recorded.

C.2 Fluidization theory

The following terms are investigated with respect to the gas fluidization of the particles:
• Superficial velocity: Gas velocity Vs in [m/s] (actual temperature and average pressure)
in the bed calculated as if no particles are present. The fluidizing velocity Vs with unit of
[ms ] in the middle of the bed is,

Vs =
W

3600Aρg
(C.1)

where W is the mass per time of the inlet gas in kg/h and A is the bed area in m2.

• The density of air ρg is calculated as,

ρg =
353

(
1 + ∆PBed

2

)

TBed + 273C◦
(C.2)
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where TBed is the bed temperature in degrees Celsius [C◦], ρg is the gas density in [kg/m3]
and ∆PBed is the bed pressure drop in [bar]. Note the formula assumes that the outlet of
the bed is at atmospheric pressure.

• The minimum velocity, Vmf : The fluidizing velocity in a bed at the onset of fluidization
where the static bed starts to get fluidized. The onset of fluidization occurs when the drag
force of the gas moving upwards equals the weight of the particles, i.e.

∆Pmf = Hmf (1− εmf ) (ρp − ρg) g (C.3)

where ∆Pmf is the pressure drop across the bed height Hmf , ε is the voidage, g is the
gravity, ρ is the density and index ”mf” relates to minimum fluidization, ρp is the particle
density and ρg is the gas density.

• A simplified fluidization curve can be seen in fig. C.3 illustrating the value of min-
imum fluidization and the two linear regions and further discussion of the fluidization
curve can be found in the book [89]. The minimum fluidization pressure loss should in
theory be equal the pressure of the sand over the fluidized bed area Psand = mg

A .

∆Pmf ≈ Psand =
mg

A
(C.4)

Figure C.3: A simple presentation of the relationship between the pressure drop and
the inlet gas velocity. The relationship can roughly be estimated by two lines, with the
first part being the linear interpolation of the increase in pressure and second part of
the fluidization curve being the constant pressure (∆P = ∆Pmf ) as a straight line part
occuring after the minimum fluidization (Vmf ). The edited figure is originally from [17].
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C.2.1 Algorithm for detecting minimum fluidization velocity (vmf ) and
the constant pressure drop (∆Pmf ).

An algorithm is designed to find the two linear regions shown in fig. C.3. The constant
pressure drop (∆Pmf ) can found above the minimum fluidization velocity (vmf ) which
was determined by the pressure drop found from the average of the last 10 experimental
points with the largest air velocities occurring in the tests. The slope of the fluidization
curve is approximately linear in this region.

The minimum fluidization velocity (vmf ) is found when the pressure exceeds the ”con-
stant” pressure drop ∆Pmf . Then two simple linear interpolations are made connecting
the two lines for each individual tests. Where the constant pressure region is a constant line
(vmf ≤ v) and this is connected with the slope calculated by the point under the minimum
velocity (v < vmf ) with the constrain that the slope should end in (x, y) = (vmf ,∆Pmf )
for attaining a continuous function.
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C.3 Results of the experiment

Fluidization experiments are made for 7 different green sand batches with different water
contents added and thereby also different compactability levels were attained.

The first 1-6 fluidized bed experiments were done with 1 kg of green sand where the
minimum fluidization velocity (vmf ) is found. The number 7 fluidized bed experiment
found the minimum fluidization for 4 different amount of green sand added to the flu-
idized bed from 0.5 kg to 1.25 kg with an interval of 0.25 kg.

The green sand characteristics for the 7 fluidized bed experiments can be seen in ta-
ble. C.1.

Table C.1: The green sand is tested for 7 individual fluidized bed experiments where 7
samples are made for determining the characteristic of the corresponding fluidized bed
experiments. For each sample the compactability and density is repeated 5 times and for
the water contents 3 times. Fluidized bed experiment number 7 is where the weight is
changed in the bed. Note that ±std means the interval of plus to minus of the standard
deviation.
Sample Compactability (%) Water contents (%) Green sand density [ kg

m3 ] Sieved

1 Dry sand 2.97 ± 0.06 119×10 ± 19.3 No
2 32 ± 0.8 3.17 ± 0.23 934 ± 8.36 Yes
3 34 ± 0.6 3.29 ± 0.34 920 ± 11.0 Yes
4 37 ± 0.4 3.52 ± 0.41 870 ± 5.45 Yes
5 43 ± 0.9 3.69 ± 0.24 793 ± 10.4 Yes
6 44 ± 0.7 3.63 ± 0.05 784 ± 6.42 Yes
7 38 ± 0.3 3.30 ± 0.11 908 ± 9.01 Yes
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C.3.1 Experiment 1-6

The fludization curves for the fluidized bed 1-6 experiments can be seen in fig. C.4, fig.
C.5 and fig. C.6. The minimum fluidization velocity is detected when the pressure drop
in the experiments (points) exceeds an average pressure drop determined by the constant
pressure drop. The results of the minimum fluidization velocities, initial slope of the flu-
idization curves and constant pressure drop values are listed in table. C.2.

The minimum fluidization increases with the water contents and the pressure drops are
similar for the experiment 1 up to experiment 6 as expected. In the start of the fluidization
experiment a high pressure drop is seen for a low air velocity seen in fig. C.6 at the left
top corner. This is due to rat-holes (channelling of the air) which are created through the
green sand in the bed afterwards a normal fluidization curve is created. The minimum
fluidization for the high water contents is detected after the rat-holes occurred and the
green sand was fluidized properly, this could properly have been due to a lower water
content. Fluidization of cohesive material is illustrated later in Fig. C.8(left).

Table C.2: The green sand is tested for 7 individual fluidized bed experiments. Fluidized
bed experiment number 7 is where the weight is changed in the bed. Note that ±std
means the interval of plus to minus of the standard deviation around the average value of
the three experiments (except experiment 7).
Experiments vmf [ms ] ∆Pmf [Pa] Slope ∆P

Vs
Compactability (%)

1 0.30 ± 0.08 944 ± 6.62 931×10−3 ± 161×10−3 Dry sand
2 0.38 ± 0.05 107×10 ± 132 829×10−3 ± 265×10−3 32 ± 0.8
3 0.39 ± 0.05 101×10 ± 2.27 710×10−3 ± 265×10−3 34 ± 0.6
4 0.42 ± 0.11 106×10 ± 140 893×10−3 ± 261×10−3 37 ± 0.4
5 0.61 ± 0.11 103×10 ± 8.45 123×10−2 ± 275×10−3 43 ± 0.9
6 0.66 ± 0.19 103×10 ± 16.4 965×10−3 ± 260×10−3 44 ± 0.7
7 0.55 ± 0.12 table C.3 640×10−3 ± 221×10−3 38 ± 0.3
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(a) Experiment 1: Dry sand
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(b) Experiment 2: Compactability 32

Figure C.4: Low water contents: The minimum fluidization is found for (a) experiment 1
and (b) experiment 2 in the fluidized bed experiment. Each experiment was repeated 3
times with the colors blue, red and black for test 1 to test 3 subsequently. The points are
the experiments, the line is a linear interpolation and the circle is the minimum fluidization
point. Note the scaling on the x-axis is different from (a) experiment 1 to (b) experiment
2.
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(a) Experiment 3: Compactability 34
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(b) Experiment 4: Compactability 37

Figure C.5: Medium water contents: The minimum fluidization is found for (a) experiment
3 and (b) experiment 4 for the fluidized bed test. Each experiment was repeated 3 times
with the colors blue, red and black for test 1 to test 3 subsequently. The points are the
experiments, the line is a linear interpolation and the circle is the minimum fluidization
point.
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(a) Experiment 5: Compactability 43
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(b) Experiment 6: Compactability 44.

Figure C.6: High water contents: The minimum fluidization is found for (a) experiment 5
and (b) experiment 6 for the fluidized bed. Each experiment was repeated 3 times with the
colors blue, red and black for test 1 to test 3 subsequently. The points are the experiments,
the line is a linear interpolation and the circle is the minimum fluidization point.
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C.3.2 Experiment number 7

The investigated minimum fludization velocities when the amount of green sand are
changed in the fluidized bed is shown in fig. C.7. The pressure drop should be sized
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Figure C.7: Experiment 7: For compactability level of 38 % with different weigth of 0.50
kg (blue), 0.75 kg (Red), 1.0 kg (Black) and 1.25 kg (Green). The dots are the results
from the experiments, the mf is the point of minimum fludization and the line is the linear
interpolation of the first part (increase in pressure) and second part of the fludization
curve (straight part after the minimum fluidization).

according to the amount of green sand added which is shown in table. C.3. The pressure
drop relation with respect to the weight fits well when larger amount of green sand are
added to the fluidized bed which is around 1 kg as recommended in the guidelines. The
pressure from the weight of the sand on the fluidized bed area should in theory be equal
to the pressure loss from eq. C.2, but here the pressure loss is smaller and only reaches
80-85 % for test 1-6 and test 7 for 1 kg and 1.25 kg.
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Table C.3: The green sand fluidized bed experiment number 7.

Experiment vmf [ms ] ∆Pmf [Pa] Psand=mg/A [Pa] Psand
Pmf

Pmf
Psand

Slope ∆P
Vs

0.50 kg 0.71 440 623 1.42 0.66 334×10−3

0.75 kg 0.44 711 936 1.32 0.76 825×10−3

1.00 kg 0.60 102×10 125×10 1.23 0.82 794×10−3

1.25 kg 0.46 127×10 156×10 1.23 0.82 605×10−3

C.4 Conclusion

The overall trend is that the minimum fluidization velocity increases with the water con-
tents since the sand surface area decreases due to the binding of the individual green sand
grains into particle clumps that also are heavier. This is illustrated in Fig. C.8.

This suggested that green sand with a compactability level of around 43-44 % is harder
to fluidized and properly it is also harder to transport and fill the narrow passages with
green sand in the mold geometry during the sand shot.

For low to medium water contents green sand from experiment 2, experiment 3, experi-
ment 4 and experiment 7 the minimum fluidization lies mostly in the interval of around
0.35-0.45 m

s .

Figure C.8: Cohesive particles fluidization (left) versus non-cohesive particles fluidization
(right). The figure is from www.anton-paar.com.

For experiment 7 with medium water content and compactability it can be more loosely
suggested that the minimum fluidization for all the tests 0.50 kg-1.25 kg has the mini-
mum fluidization velocity from 0.44-0.50 m

s . Since the algorithm needs the pressure to be
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equal or larger to the constant pressure drop for the large air velocities when detecting the
minimum fludization velocity, this could potentially predict the the minimum fludization
velocity to large.

When different amount of green sand are added in the fluidized bed the pressure drop
behaves as expected at least when an minimum amount of green sand are applied to the
fluidized bed (0.5 kg). The pressure from the weight of the sand on the fluidized bed area
should in theory be equal to the pressure loss from eq. C.2, but here the pressure loss is
smaller and only reaches 80-85 % for test 1-6 and test 7 for 1 kg and 1.25 kg. This could
be due to the green sand is still hitting the bottom of the bed or gets stuck to the side
wall.
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Flow Dynamics of green sand in the DISAMATIC moulding 
process using Discrete element method (DEM) 

E Hovad1,3, P Larsen3, J H Walther1, J Thorborg1,2 and J H Hattel1 
1 Department of Mechanical Engineering, Technical University of Denmark (DTU) 
2 MAGMA Giessereitechnologie GmbH, Kackertstr. 11, 52072 Aachen, Germany  
3 DISA Industries A/S, Højager 8, 2630 Taastrup, Denmark  

E-mail: emilh@mek.dtu.dk 

Abstract. The DISAMATIC casting process production of sand moulds is simulated with 
DEM (discrete element method). The main purpose is to simulate the dynamics of the flow of 
green sand, during the production of the sand mould with DEM. The sand shot is simulated, 
which is the first stage of the DISAMATIC casting process. Depending on the actual casting 
geometry the mould can be geometrically quite complex involving e.g. shadowing effects and 
this is directly reflected in the sand flow during the moulding process. In the present work a 
mould chamber with “ribs” at the walls is chosen as a baseline geometry to emulate some of 
these important conditions found in the real moulding process. The sand flow is simulated with 
the DEM and compared with corresponding video footages from the interior of the chamber 
during the moulding process. The effect of the rolling resistance and the static friction 
coefficient is analysed and discussed in relation to the experimental findings.  

1. Introduction
The DISAMATIC process is extensively used in casting of metal parts for the automotive industry for 
making breaking disks, crank shafts, engine blocks etc. In order to ensure a high quality of the 
components, it is important to control the manufacturing process of the mould, so that it is 
homogeneous and stable. A short explanation of the DISAMATIC process for manufacturing of the 
mould, is given in [1]. The following figure 1, is an illustration of the sand shot in the mould chamber. 
The flow dynamics of the sand shot inside the mould chamber is investigated with DEM and 
compared to the video footage, capturing the flow dynamics in the real mould chamber. The sand shot 
is driven by air pressure, initializing the flow of sand from the hopper above, into the chamber below. 
The sand fills out the mould geometry in the chamber at around the time 1 s.  

Hence, the focus of the present work is on the sand shot and how this first part of the moulding 
process can be modelled numerically with the DEM, in this study only the sand phase is investigated. 
The first period of the sand shot 0.6 s is investigated, where the space underneath the three “ribs” is 
filled with green sand (see figure 3). Earlier research has been done, using DEM to simulate the sand 
flow [2] as well as the subsequent squeezing process [3] in the application of green sand moulding. 
Obtaining the right DEM parameters to realistically simulate the process is important, but at the same 
time also quite challenging [4]. This especially goes for the green sand material properties due to the 
small particle size around 0.2 mm as well as for the description of adhesion. The latter is often 
neglected in DEM simulations and this is also the case for the present work. 
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Figure 1. The sand shot, the sand coming from 
the hopper down into the chamber. The 
simulation of the sand shot is the topic of the 
present work. 

DEM has also been used to simulate the lost foam process [5], where it was suggested that the 
rolling resistance and the Coulomb sliding friction are the most important parameters for the flow 
behaviour in this process. The fitting of rolling resistance and sliding friction parameters was studied 
in [4], in which different experimental tests were used for calibration.  Particle scaling is frequently 
needed in the discrete element method [6], in this study two different particle sizes are used for the 
simulations.  

2. Discrete element method (DEM).
DEM has received increased attention the last decade and the general application areas of the method 
can be found in e.g. [7]. A general review of the method’s theoretical foundation is also given by  [8] 
and a comparison of different frequently used DEM models was made by Di Renzo et. Al [9]. With 
the advancement in computational power and the introduction of parallel computing in DEM, the 
method also seems to be convenient for granular flow [10] and [11]. The commercial software STAR-
CCM+ has been used for the 2-D simulations. 

Figure 2. Particle i-th impact with particle j-th, the force exerted on the i-th 
particle in the normal direction is 𝑭!!" and in the tangential direction is 𝑭!!".
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In figure 2, the impact distance 𝑟!" = 𝒓!" !
 of the spherical i-th particle center of mass (𝒓!) is

found by the spherical particle j-th center of mass (𝒓!) as
𝒓!" = 𝒓! − 𝒓! (1) 

In DEM there is a normal direction (𝒏!" =
𝒓!"
!!"

). The relative velocity of the two particles is 

𝒗!" = 𝒗! − 𝒗!    
decomposed to a velocity in the normal direction (𝒗!!") and a velocity in the tangential (𝒗!!") to find
the elastic force from the “spring” and the viscous damping force from the “dashpot” [11][12]. The 
normal velocity is given by  

𝒗!!" = (  𝒏!" ∙ 𝒗!")𝒏!"                                                               (2)
The tangential velocity vector is defined as  

𝒗!!" = 𝒗!" − 𝒗!!" − (  𝝎!𝑅! +𝝎!𝑅!)×𝒏!"       (3) 

The normal displacement is 𝛿!!" = 𝒗!!" !
∆𝑡 and the tangential displacement vector 𝒖!!" is found by

integration of the tangential velocity  
!𝒖!!"
!"

= −𝒗!!"
The simplified Hertz-Mindlin (H-MDns) force model with non-linear damping is used [13] [14] 

[15] and now that the displacements has been found the normal interaction force can be found  
𝑭!!" =     𝒏!"𝐾!𝛿!!"

!/! − 𝑁!𝒗!!"  (4) 
The tangential interaction force 

𝑭!!" =   𝒖!!"𝐾! − 𝑁!𝒗!!" (5) 
𝐾! is the normal stiffness and 𝐾! is the tangential stiffness, note that 𝑁! is the normal and 𝑁! the
tangential non-linear damping model [13].  

There is a max tangential force due to the Coulomb’s law, 
𝑭!!" !

< 𝜇!𝑭!!" !
(6) 

𝜇! is the static friction coefficient. Finally the total force on the particle is,
𝑭!!"! = 𝑚!𝒈 + (𝑭!!" + 𝑭!!")! (7) 

The tangential forces give a final torque on the i-th particle, 
𝑻! =   −𝑅! 𝒏!"×𝑭!!"!                                                         (8)

From this the acceleration, velocity and position is calculated by Newton second law, incrementally 
for each time step. The rolling resistance chosen is the Constant Torque Method first used by Zhou et. 
Al [16]. The relative rotation between the two particles is defined as 𝝎!"# = 𝝎! − 𝝎! and the Constant
Torque Method is used to calculate the rolling resistance, defined as  

𝑻!"# = − 𝝎!"#
𝝎!"#

𝜇!𝑅!"𝑭!!"                                                          (9)
So the tangential force 𝑻! is counteracted by a torque from the rolling resistance 𝑻!"# and the rolling
resistance is 𝜇!.

3. Settings for the simulation
In the following figure 3, a simulation of the sand shot is shown with the green sand coming from top 
of the chamber with the flow rate and the initial velocity calculated from the experimental footage.  
The flow rate is calculated by the circle diameter e.g. d=0.004 m, filling time 1.05 s, the assumed 
packing fraction of 0.75 and the total area of the mould which is  0.25  𝑚! and finally this gives the
flow rate !.!"∙!.!"!!

(!.!!"!)!!∙!.!"    !
= 14210  𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠/𝑠. The diameter of 0.002 m gives the 56840 particles/s.

The particle velocity at the inlet is found by a simple 2-D bulk flow calculation based on the areas 
filling time of sand and orifice length from the actual chamber and experimental video footage.  
This area has the height going to the third rib, ℎ = 0.3  𝑚 (see figure 3) and the width of the chamber is
𝑤 = 0.48  𝑚, then this area is 0.3  𝑚 ∙ 0.48  𝑚 = 0.144  𝑚!.
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The orifice width is 0.04 m and the filling time of the area is around 0.6 s, so the average vertical 
velocity is estimated to be 𝑣! =

!.!""!!

!.!"!∙!.!  !
= 6.0  𝑚/𝑠. For a more realistic velocity distribution a

normal distribution is assumed around the calculated mean value and the standard deviations is given 
in table 1. 

Table 1. The velocity distribution. 

Direction Mean value (m/s) 
Standard deviation 
(m/s) 

Velocity range 
Min (m/s) Max (m/s) 

vx 0 0.1 -0.1 0.2 
vy -6.0 0.1 -5.8 -6.2 

The time step is chosen to be ∆t=0.00001 s, plots of the velocities are made for every 500 time step, 
corresponding to the time 0.005 s, 0.01 s, 0.015 s and 0.02 s etc.  

Table 2. Material values for the simulation. 

Material properties Value 
Solid density – green sand  1600 kg/m3 
Solid density – chamber wall 7500 kg/m3 
Young’s modulus – green sand  17000 MPa 
Young’s modulus – chamber wall  200000 MPa 
Poisson ratio – green sand 0.3 
Poisson ratio – chamber side 0.3 
Coefficient of restitution particle-particle 0.01 
Coefficient of restitution particle-wall 0.01 
Gravity  9.82 m/s2 

In table 2 typical values have been chosen for the Poisson ratio and Young modulus for the steel in 
the chamber wall. For the sand it is chosen to be the same value as a similar material, brick in STAR-
CCM+. The sand in the mould has a density of 1200 kg/m3 after the sand shot and before squeezing. 
The density of “representative” sand particles is !"##  !"/!

!  
!.!"

= 1600 !"
!!, due to the packing fraction.

The coefficient of restitution is chosen to be very small and very close to critical damping. This is 
due to the high damping properties of the bentonite coated green sand and Young modulus have been 
suggested to be of less importance compared to the rolling resistance (equation (9)) and static friction 
coefficient (equation (6)), [5].  

Table 3. Simulation parameters, where the rolling 
resistance is μr and the static friction coefficient is μs. 

Diameter μs,    μr  Injection rate 
4 mm 0.8 0.6 14210 particles/s 
4 mm 0.8 0.9 14210 particles/s 
4 mm 1 0.6 14210 particles/s 
4 mm 1 0.9 14210 particles/s 
2 mm 0.8 0.6 56841 particles/s 
2 mm 0.8 0.9 56841 particles/s 
2 mm 1 0.6 56841 particles/s 
2 mm 1 0.9 56841 particles/s 
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 In table 3, choosing different values for the rolling resistance and static friction coefficient 
simulates changing the flow ability of the particles. This way, the effect of changing the moisture and 
bentonite content in the “real” green sand can be simulated as this changes the flow ability. 

4.  Results of simulation and experiment 

The result that will be presented show when the flow front passes underneath the three “ribs” into the 
three “cavities” at the right side wall, seen in the following figure 3. The flow front is hard to define 
and track exactly in DEM, so six times intervals t1-t6 are constructed for the arrival of the particles at 
the six positions. These six times intervals t1-t6 will be measured for the flow front for different 
parameter values of the rolling resistance, static friction coefficient and particle radius and will then be 
compared to the experimental results.  

 

 
Figure 3. Tracking the front of the flow profile at the 6 
different positions (t1-t6). An example of interval start and end 
time is shown in the bottom right corner of the figure for the 
time interval denoted t1. An example of interval start and 
ending is shown in the right top of the figure for the time 
interval denoted t2. The magnitude of the velocity is plotted 
with a scaling of 0-9 m/s the scale going from minimum dark 
blue, 0 m/s to the maximum velocity red 9 m/s. 

 

In figure 3, the starting time for the interval, is when the flow front reaches the brown line and the 
ending time of the interval is when the bulk flow of the flow front has reached the brown line. The 
flow reaches the “cavities” underneath the three “ribs”, when the particles cross the brown line into 
cavity 1 (t1), cavity 2 (t3) and cavity 3 (t5). The starting time of the interval is when the “loosely 
packed particles” reach into the cavities and ending time of the interval is when the bulk flow or 
“closely packed particles” reach the cavities. The starting times of t2, t4 and t6 intervals are when the 
flow front reaches the bottom edge of rib 1, 2 and 3 subsequently. Here the starting times of the time 
intervals are again when the “loosely packed” particles hit the bottom edge of the rib in the time step. 
The ending time of t2, t4 and t6 intervals are again defined as when the “closely packed particles” 
reaches the bottom edge rib in the time step. The following table 4 will show all the intervals t1-t6 for 
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the different simulations and selected plots will be made showing the flow profile passing the different 
positions and compared to the video footage.  

Table 4. The six time intervals t1-t6, where each interval (start-end) indicates the period, when the flow 
front reaches the selected positions at the brown line. The experimental values are shown in the last 
row.   

Simulations 
values      t1 [s] t2 [s]        t3 [s] t4 [s]       t5 [s]     t6 [s] 

μr=0.6, μr=0.8, 4 mm 0.155-0.170 0.215-0.225 0.255-0.270 0.380-0.390 0.435-0.445 0.585-0.590 
μr=0.9, μr=0.8, 4 mm 0.175-0.205 0.225-0.245 0.275-0.290 0.380-0.390 0.450-0.460 0.585-0.600 
μr=0.6, μr=1,    4 mm 0.160-0.165 0.225-0.230 0.250-0.260 0.385-0.395 0.440-0.450 0.590-0.605 
μr=0.9, μr=1,    4 mm 0.175-0.185 0.235-0.240 0.255-0.270 0.410-0.420 0.475-0.480 0.625-0.665 
μr=0.6, μr=0.8, 2 mm 0.145-0.155 0.215 -0.220 0.245-0.250 0.370-0.380 0.415-0.425 0.550-0.560 
μr=0.9, μr=0.8, 2 mm 0.155-0.165 0.220-0.225 0.240-0.245 0.380-0.390 0.435-0.440 0.585-0.595 
μr=0.6, μr=1,    2 mm 0.150-0.165 0.210-0.215 0.235-0.240 0.365-0.370 0.440-0.450 0.540-0.550 
μr=0.9, μr=1,    2 mm 0.155-0.160 0.215-0.225 0.240-0.250 0.380-0.385 0.430-0.440 0.590-0.595 
Experiment 0.254-0.262 0.304-0.313 0.325-0.342 0.429-0.441 0.467-0.492 0.575-0.591 

In table 4, the different values for the six time intervals t1-t6 are listed for the different simulations 
values and the experiment. A mean is calculated for each of the two diameters overall simulation times, 
this includes all the 4 times interval for each of the six columns with the times intervals t1-t6. 
Maximum and minimum times are also found from the 4 times interval for each of the six columns 
with the times intervals t1-t6. So for all the simulations with the diameter e.g d=4, a mean, maximum 
and minimum is calculated for each of the six time intervals t1-t6. The results from table 4 are depicted 
in figure 4, with the mean, maximum and minimum values plotted for the two diameters and the 
experiment. 

Figure 4. The mean, 
maximum and minimum 
times for t1-t6 for all the 
simulations compared to 
the experiment. The solid 
black line is linear 
interpolation of the 
experimental mean; the 
cross is the actual value of 
the experimental mean. The 
circle is the mean of the 
diameter d=4 mm and the 
plus is the diameter d=2 
mm.  The green dots are 
the intervals minimum and 
maximum of the diameter 4 
mm and the blue dots 
represents the diameter 2 
mm.     
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In figure 4, the simulation of diameter 4 mm mean is occurring around 0.06 s earlier than the first 
times t1-t3 from the experimental mean’s and the difference narrows as the flow passes at the times t4–
t5, at t6 the simulations reached this point later than the experiment. Similarly dynamics occurs for the 
simulation of diameter 2 mm, where the mean is occurring around 0.08 s earlier compared to the 
experimental mean, for the first times t1-t3 and the difference narrows as the flow passes at the times 
t4–t5 and at the time t6 the simulations are very close to the experimental value (difference 0.01). The 
larger diameters of 4 mm, have longer t1-t6 times than the diameter of 2 mm. The specific simulation 
chosen is the diameter of 2 mm, rolling resistance μr=0.9 and static friction coefficient μs=1, because 
this simulation’s qualitative flow dynamics is very similar to the experiment. In figure 5 (simulation) 
and figure 6 (experiment) the progression of the flow front at t2 is presented and the results are 
compared. The flow profile of the experiment figure 6, shows a quite conical pile shape (free surface 
shape) and the simulation exhibits a very similar conical shaped flow profile, although the actual time 
of the occurrence (t2) is somewhat different i.e. 0.1 s, as earlier mentioned.  

Figure 5. The simulation in the interval 
of t2 plot taken at the time 0.225 s 
(μr=0.9, μs=1, 2 mm). 

Figure 6. The experiment: t2 at the time of 
0.32 s, the contour of the flow profile can 
be seen on the rear wall.  

5. Conclusion

The sand shot in the DISAMATIC process has been investigated with experimental video footage of 
the chamber and also simulated with DEM “representing” the sand particles. The dynamical flow 
properties of the green sand have been quantified by tracking the flow fronts arrival in six positions for 
the “ribbed” geometry. The Experimental video footage flow front and the DEM simulations flow 
front are compared for these six filling positions in the times (t1-t6) and plotted together with mean, 
minimum and maximum values. Selected plot for a specific chosen simulation is compared with the 
experimental footage, when the flow fronts has reached the rib 1 bottom edge position (t2) and these 
flow fronts profiles similarities is discussed.  

The main findings of the discrete element method for modelling green sand flow during production 
of DISA moulds is presented below.  

•The dynamic flow behaviour of the particles in the simulation is similar to the experiment
•The behaviour of the time intervals (t1-t6) for the simulation is also similar to the experiment
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•The flow ability changes to a more viscous flow with larger rolling resistance and static
friction coefficient, resembling the behaviour of moisture and bentonite content in green sand 
•With the correct particle velocity, flow rate, damping coefficient, rolling resistance and static
friction coefficient it is possible to simulate the experimental video footage very well   

The experimental data t1 is slower with a time delay of 0.1 s for the diameter 2 mm and 0.8 s for the 
diameter 4 mm compared to these simulations, properly due to a non-constant flow rate in the inlet, 
especially overestimating the initial flow rate. In later studies the flow rate will be fitted more 
precisely with the experimental video footage and selected material values will also be tested 
experimentally. The density will also be measured from experiments and compared to the simulations. 
Overall it is possible to represent the flow quite well with a DEM model especially qualitative 
behaviors of the flow and for the different times t1-t6.  
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The discrete element method (DEM) is applied to simulate the dynamics of the flow of green sand while filling a
mould using the DISAMATIC process. The focus is to identify relevant physical experiments that can be used to
characterize the material properties of green sand in the numerical model. The DEM parameters describing the
static friction coefficients are obtained using a ring shear tester and the rolling resistance and cohesion value is
subsequently calibrated with a sand pile experiment. The calibrated DEM model is used to model the sand
shot in the DISAMATIC process for three different sand particle flow rates as captured on the corresponding
video footage of the interior of the chamber. A mould chamber with three ribs mounted on the fixed pattern
plate forming four cavities is chosen as a reference geometry to investigate the conditions found in the real
moulding process. The geometry of the cast part and the casting system canmake the moulding process compli-
cated due to obstacles such as ribs that deflect the sand flow causing “shadows effects” around the cavities of the
mould. These dynamic effects are investigated by the qualitative flow dynamics and quantitative mould filling
times captured in the video footage and simulated by the calibratedDEMmodel. Both two- and three-dimension-
al DEM models are considered and found to produce results in good agreements with the video footage of the
DISAMATIC process.

© 2016 Elsevier B.V. All rights reserved.
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1. Introduction

The DISAMATIC process produces moulds made of green sand for
metal casting. These sand moulds are typically used for casting metal
parts, such as brake disks, crank shafts and engine blocks used in the au-
tomotive industry. The DISAMATIC moulding process is illustrated in
Fig. 1, showing how the chamber is filled with green sand. The com-
pressed air creates an overpressure in the top of the hopper that drives
the flow of the sand through the sand slot down into the chamber. The
sand shot is followed by a squeezing step, where the sand is compacted
to increase density and build up strength in the sand mould before the
casting process.

The green sand consists of quartz sand as the primary component
mixed with bentonite and water, which coats the sand grains to form
a cohesive granular material. After filling the chamber, the green sand
is squeezed (Fig. 1 right) and thematerial forms bonds to create a stable
and relatively strong mould. The quality of the mould is affected by
many factors, including the mixture of quartz sand, the complexity of

the mould chamber geometry and the compressed air pressure driving
theflowof the green sandwhere the finalmouldmust be homogeneous
and stable.

The discrete element method (DEM) is a particle based method that
is often used tomodel granularflow and it has received increased atten-
tion in the last decade. The general industrial application areas of the
DEM method is typically flow in hoppers, mixers, drums and mills this
is all discussed in the review [1]. A general review of the theoretical
foundation has been published in [2] and a comparison of different fre-
quently used DEMmodels is presented in [3]. DEM is gaining popularity
as the computational power available to researchers increases and with
the introduction of parallel computing in DEM [4] [5]. Newer codes
based on the GPU framework are developed as e.g. [6] for realistic sim-
ulation of sand behaviour. The GPU framework of [7] was used for sim-
ulations of mill charge in [8] applying the GPU for faster simulating
millions of a non-spherical particles.

DEM has been used to simulate the sandmould manufacture for the
lost foam process [9], where it was suggested that the particle-particle
static friction coefficient and rolling resistance are the most important
parameters for theflowbehaviour. TheDEMmodel in [9]was calibrated
with the repose angle of a sand pile. The calibration of the DEM simula-
tion for blade-granular interaction in earth moving equipment was
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performed using a direct shear test for calibrating the internal friction
angle and a compression test for the estimation of the particle stiffness
[10].

DEM simulations of the green sand moulding process have earlier
been conducted by [11] with the particle diameter of 6.0 mm and the
squeezing process was simulated in [12]. Earlier two-dimensional
DEM simulations of the sand shot in the DISAMATIC process [13] were
conducted in the simplified chamber geometry illustrated in Fig. 1 fo-
cusing on the ribs that deflect the sand flow causing “shadows effects”
around the cavities of the mould. The study considered a constant par-
ticle inlet velocity and particle diameters of 2 mm and 4 mm as repre-
sentative sand particles for the granular flow. The sensitivity of the
granular flow was studied with respect to the particle-particle rolling
resistance and particle-particle static friction coefficient in [13]. The
study found that the particle inlet velocity was of greater importance
for the results than the particle parameters tested.

In the present study of the DISAMATIC process the sand slot particle
inlet velocity and particle flow rate is estimated by using the filling
times of the different parts of the mould chamber from video footage.
In addition the DEM model is calibrated from experiment to obtain
the rolling resistance, cohesion, static friction coefficients assuming a
2 mm particle diameter. Finally a comparison is performed between a
two- and three-dimensional DEM model simulating the DISAMATIC
process for three different compressed air pressures.

The 2-D simulation appears to give an overestimated energy transfer
compared to the 3-D simulations due to the larger number of particle-
particle interactions and the additional degrees of freedom in 3-D. The
particles in 3-D display a stronger scatter at later filling times as com-
pared to the 2-D simulations.

2. Method: Testing green sand

In the DISAMATIC process compactability testing of the sand is per-
formed done to guarantee the quality of the mould for the subsequent
casting step. However, this does not provide sufficient information
about the flowability of the sandmixture and it is of great interest to de-
velop new test methods and procedures to characterize the sand flow.
This is of particular importance for geometrically complex castings
where it can be a challenge to ensure a homogeneous filling, which in
turn is needed for the subsequent compaction step.

2.1. Purpose of the experiments: Finding the DEM parameters

The DEM particle density for the 2-D simulations (ρDEM ,2D) and 3-D
simulations (ρDEM ,3D), is found from a ramming test, see Fig. 2.

The static friction coefficient for the green sand-green sand interac-
tion and the static friction coefficient for the green sand-steel plate in-
teraction were found from the ring shear tester of the type RST-SX.
The values found from the ring shear tester are used for the DEM
model to obtain the particle-particle static friction coefficient (μs, p-p)
and the particle-wall friction coefficient (μs, p-w).

With a sand pile experiment, the parameters investigated in the
DEM calibration are the rolling resistance modelling the non-uniform
sand particles resistance to rolling and the cohesion value modelling
the binding of the green sand due to the bentonite. The cohesion
value, Wp-p and the rolling resistance, μr, p-p are found from the sand
pile experiment by matching the corresponding height of the sand
pile, hp. Calibration simulations are performed to study the effect of
these parameters on the height of the final sand pile.

2.2. The green sand

The green sand consists of quartz sand as primary componentmixed
with bentonite which together with water coats the quartz sand and
makes the sand mixture cohesive and sufficiently strong when the
mould is finally squeezed.

2.3. Standard testing of green sand

The standard procedures for testing the green sand is from the
American Foundry Society (AFS) and described in [14] where the fol-
lowing two standard tests were conducted in the present study: the
water content and standard ramming test. For the standard ramming
a standard specimen tube was used where the initial green sand
sample was weighted before compaction and since the volume was
known the density of the un-compacted and compacted green sand
test sample could be calculated. The ramming test was conducted
with the standard of 3 strokes and to find the maximum density 10
strokes were executed. The green sand values from the standard
tests can be seen in Table 1.

2.4. Ring shear tester

The ring shear tester of the type RST-SX is described in [15].

sand

Chamber

Ribs
Cavities

Hopper filled Sand shot Squeezing process

sand

sand

Sand slot

Fig. 1. The sand shot, (left) starts when the hopper is filled with green sand, compressed
air from an air receiver (not shown) blows air into the top of the hopper which drives
the sand from the hopper through the sand slot into the moulding chamber. In the
chamber the cavities and ribs are positioned on the pattern plate positioned on the right
hand side (the air exits the chamber through small air vents). (middle) The sand is
filling the chamber and its three cavities. (right) Finally when the mould is filled, then
the mould is squeezed until the pressure has reached a preset value and the mould is
pressed out of the chamber ready for casting and to receive the molten metal. Then the
sequence of (left) to (right) can be repeated to construct more moulds.

Fig. 2. Green sand (left), sieving the green sand into the cylinder (middle) and the
ramming station used to determine the compactability of the sand mixture (right).
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2.4.1. Internal friction angles (φ)
The ring shear tester is used to find flow properties as the three in-

ternal friction angles:

• The linearized yield locus, φ lin

• The effective angle of friction, φe

• The angle of internal friction at steady-state flow, φsf

These three internal friction angles and the cohesion of the material
(τc) can be seen in Fig. 3.

The linearized yield locus, μlin is the tangent to both the Mohr stress
circles defining σc and σ1.

From the ratio of the shear stress, τpre to normal stress, σpre a friction
angle can be found from the angle of internal friction at steady-state
flow, φsf from the pre-shear point, φsf=tan−1(τpre/σpre) and the effec-
tive internal friction angle, φe is defined as the ratio of theminor princi-
pal stress, σ2 to the major principal stress, σ1 at steady-state flow,
sin(φe)=(σ1−σ2)/(σ1+σ2).

For poorly flowing bulk solids e.g.moist clay the effective angle of in-
ternal friction, φe can become large compared to the angle of internal
friction at steady-state flow,φsf for the bulk solids layers that are sliding
against each other as they do in a shear test during steady-state flow
[15]. Thereby the angle of internal friction at steady-state flow, φsf and
the linearized yield locus,φ lin are used as indicators for the DEMmodels
particle-particle internal friction interval. The cohesion of the material,
τc is defined at zero normal stress (σ = 0).

Note that the DEM model particle-particle cohesion value, Wp-p to-
gether with the rolling resistance, μr, p-p is found from the sand pile ex-
periment by the corresponding height of the sand pile, hp.

2.4.2. Wall friction angle (φx)
To find the wall friction angle, also called the wall yield locus, a bulk

sample is subjected to a selected normal load (σw1 ,σw2, σw3 ,…). When
a constant shear stress is reached the points (σw, τw) are recorded as
shown in Fig. 4.

The sliding friction angle is found from the slope of the wall yield
locus.

2.5. The sand pile experiment

The sandpile experiment is used for estimating the rolling resistance
and cohesion in the DEMmodel and the experimental setup is shown in
Fig. 5.

First the hopper is filled with green sand through the sieve having a
hole size of 3.5 mm–4.0 mm shown in Fig. 5 (left). After that the orifice
is opened rapidly emulating an instantaneous opening of the orifice in
the hopper simulation. The height of the sand pile (hp) from the exper-
iment is illustrated in Fig. 5 (right), and it is defined by the maximum
height of the sand pile. This height is measured with a laser projected
onto a ruler. In order to allow a 2-D model approach either through a
2-D DEM model or a 3-D slice, the hopper was designed with a long
side (l) compared to the width (w2) of the box with the ratio of
l/w2 = 0.4.

3. Numerical method

3.1. Discrete element method (DEM)

The commercially available software STAR-CCM+ is used for the
simulations to allow studies of flow in the complex geometry [17]. In
DEM the forces are decomposed into a normal and tangential direction,
as originally proposed by [18]. The Hertz-Mindlin contact model is cho-
sen due to its ability to obtain the normal and tangential stiffness from
realmaterial parameters. Hertzian contactmechanics is used in the nor-
mal direction of impact [19] and a simplified Mindlin model is used in
the tangential direction of impact [20], from which the non-linear
damping can be derived. The non-linear damping model was tested in
Refs. [21,22]. The selected model for rolling resistance is the constant
torque method first developed by [23] and tested in [24]. The cohesion
model selected is the Johnson-Kendall-Roberts (JKR) model described
in [25].

3.2. Particle kinematics

The notation applied for describing the equations applied in
DEM is from [26], where the two particles in contact is denoted
{i, j} positioned at {ri, rj} with the velocities {vi,vj} and angular ve-
locities {ωi,ωj}. The distance between the two particles is denoted

Table 1
Material values for the green sand used for the sand pile experiment.

Material properties Avr. Std. Measurements

Green sand water content 3.6% 0.2% 11
Average compactability level
(AFS standard)

42% 0.7% 7

Average maximum compactability
(10 ramming)

47% 0.9% 7

Average loose density 832 kg/m3 11 kg/m3 14
Average maximum density, ρbulk
(10 ramming)

1557 kg/m3 8.8 kg/m3 7

Fig. 3. Yield locus and the three internal friction angles: φe (black dotted line) is the
linearized yield locus, φlin (green line) is the effective angle of friction and φsf (blue line)
the angle of internal friction at steady-state flow from the pre-shear point (σpre ,τpre).
The normal stress is in the x-axis (σ) and the shear stress is in the y-axis (τ). The major
principal stress is σ1and the minor principal stress σ2for the confined sample (large
circle) and the major principal stress is σc for the unconfined sample (small circle). The
cohesion value found from the ring shear tester of the material is denoted τc. Note the
edited figure is originally from [16] and the theory is from [15]. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of
this article.)

Fig. 4. The selected normal loads (σw1,σw2, σw3,…) and the shear stresses history, τw (left
figure). Wall yield locus found from the steady-state points (right figure). Note the edited
figures is from [16].
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rij= ‖ri− rj‖2, the position vector from particle j to i is rij=ri− rj,
and the normal overlap δnij

is

δnij ¼ Ri þ Rj
� �

−rij ¼ 2R−rij ð1Þ

Since all the particles have the same radius and physical properties
(Ri+Rj)=2R for the particle-particle interaction. The relative normal
velocity is

vnij ¼ vnij ∙nij

� �
nij ð2Þ

Where the normal vector is defined, nij=rij/rij. The relative tangential
velocity is

vtij ¼ vij−vnij−
1
2

ωi þω j
� �� rij ð3Þ

the tangential displacement vector is tij=vtijΔ t and the tangential
displacement is defined as δtij=‖tij‖2.

3.3. Normal force

The normal interaction force on particle i from particle j is given by,

Fnij ¼ nijKnδnij

3
2−Nnijvnij þ Fcohij ð4Þ

Nnij
is the normal non-linear damping coefficient and Fcohij

is force
due to cohesion.

The stiffness in the normal direction can be found as,

Kn ¼ 4
3
Eeq

ffiffiffiffiffiffiffi
Req

q
ð5Þ

where the equivalent Young's modulus is given by Eeq ¼ 1
1−ν2

i
Ei

þ
1−ν2

j
E j

¼ E
2ð1−ν2Þ and the equivalent radius is given by, Req ¼ 1

1
Ri
þ 1

R j

¼ R
2.

The cohesion is described by the Johnson-Kendall-Roberts (JKR)
model with the factor −1.5,where the particle-particle constant cohe-
sion force in the normal direction is defined as

Fcohij ¼ −1:5πRminWnij ð6Þ

Rmin=R is the minimum radius of contact, W is the cohesion
parameter.

The damping coefficient in the normal direction is defined as,

Nnij ¼ 4
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5KnMeq

p
δnij

1=4N
n;damp

where Nn;damp ¼ − ln ðenÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π2þ ln ðenÞ2

p and the

coefficient of restitution is formally defined as en ¼ − vin
vout

, where vin is
the velocity before impact and vout is the velocity after impact and the
equivalent mass is given by, Meq ¼ 1

1
Mi
þ 1

M j

¼ M
2 .

Note for the particle-wall interaction the radius of the wall is R=∞
and the cohesion (Fcohij) is neglected in Eq. (4).

3.4. Tangential force

The tangential force on particle i from particle j can be found as,

F tij ¼ Kt
tij
tij

�� ��
2

δtij
3=2−Ntijvtij þ T rolij ð8Þ

The tangential stiffness is defined as Kt ¼ 8Geq

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Reqδnij

q
and the

equivalent shear modulus as Geq ¼ 1
2ð2−vi Þð1þvi Þ

Ei
þ2ð2−v j Þð1þv j Þ

E j

¼ E
4ð2−vÞð1þvÞ. The

Ntij is the non-linear damping coefficient in the tangential direction
and is defined as,

Ntij ¼
4
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5KtMeq

q
Nt;damp ð9Þ

Nt;damp ¼ − ln ðet Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π2þ ln ðet Þ2

p and the coefficient of restitution is formally de-

fined as et ¼ − ωinωout
, where ωin is the angular velocity before impact andωout is the velocity after impact.

Note that there is a maximal tangential force due to Coulomb's law,

F tij

���
���
2
b μs Fnij

���
���
2

ð10Þ

where μs is the static friction coefficient and the particle-particle static
friction coefficient is denoted μs ,p−p and particle-wall static friction co-
efficient is denoted μs ,p−w.

The rolling resistance for the particle-particle interaction uses is the
constant torque method, defined as,

Trolij ¼ −
ωijωij
�� �� μrReq Fnij

���
��� ð11Þ

The relative angular velocity between the two particles is defined asωij=ωi−ωj and the torque from the rolling resistance is Trolij. Note for
the particle-wall interaction the rolling resistance (Trolij) is neglected
in Eq. (8).

3.5. Summing the forces

Finally the total force on the i'th particle is

F tot
i ¼ mig þ∑ j Fnij þ F tij

� �
ð12Þ

where g is acceleration due to gravity. The torque on the i'th particle is

T i ¼ −Ri∑ j nij � F tij

� �
ð13Þ

From this the acceleration, velocity and position are calculated nu-
merically by Newton second law.

w2

Fig. 5. (Left) The hopper experiment can be seen with the Sieve on the top, the hopper,
orifice lid and finally the box in the bottom. (Right) In the 3-D illustration the hopper
measurement can be seen with the length l = 300 mm, width of a = 180 mm, orifice
c = 40 mm and the box measurements with the internal width w1 = 120 mm, external
width w2 = 134, the height of the box d = 82 mm, the measured height of the sand
pile is denoted hp. and the drop height of h1 = 169 mm and hopper height of h2 =
150 mm. Note the box side and bottom thickness is 7 mm.
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3.6. Maximum time step

The maximum time step is found from the smallest value of the fol-
lowing three constrains; The first time constraint, τ1 is the Rayleigh
wave velocity [25,28,17]. The second constraint, τ2 on the time step is
that it takes at least 10 time-steps for the particle tomove the full length
of the radius. The third constrain on the time steps is τ3, which is the du-
ration of impact of two perfectly elastic spheres with the Hertz contact
theory derived by Timoshenko [29]. Thus, the time step takes the
value τ=min(τ1,τ2,τ3), where in practice τ1 is typically the limiting
factor [17].

4. Result of testing the green sand and calibrating the DEMmodel

4.1. Standard testing of green sand (AFS)

The values from the three tests; the water content, the AFS standard
3 and 10 stroke rammer procedure can be seen in Table 1.

4.2. RST-SX: Internal friction angles (φ)

On the ring shear tester of the type RST-SX 95, five experiments
were conducted and the results can be seen in Fig. 6.

The average values obtained were the internal friction angles μe =
46.5° (std = 2.7°), μlin = 28.6° (std = 1.6°) and μsf = 38.4° (std =
1.4°) and earlier tri-axial experimental values of μs = tan−1(29°) =
0.47 were attained from [30]. The linearized internal friction coefficient
obtained is μlin = tan−1(φlin) = 0.54, the internal friction coefficient at
steady-state flow gives a higher value, μsf = tan−1(φsf) = 0.79, where
the effective internal friction coefficient gives the highest value of
μe = tan−1(φe) = 1.05.

The cohesion value (τ0) can be found by extrapolating the linearized
yield locus (μlin) to the intersection of the yield locuswith the shear stress
axis. The effective angle of internal friction (φe) is larger compared to the
angle of internal friction at steady-state flow (φsf) for the green sand and
thereby the effective angle of internal friction (φe). The average cohesion
value of the five tests was τ0 = 586 Pa with std = 51 Pa.

4.3. RST-SX: Sliding friction angles (μ)

The result from the sliding friction of the green sand on stainless
steel on the ring shear tester can be seen in Fig. 7.

Using the overall average of the three tests each with six points of
different normal pressure where an average angle of 19.2° with a
standard deviation of 1.33° was obtained. The corresponding sliding
friction coefficient of green sand on the stainless steel plate is mea-
sured μs ,p−w=0.35.

4.4. Material values for simulating the experimental sand pile

Obtaining accurate DEM parameters to realistically simulate the
DISAMATIC process is important but the small particle radius of
0.1 mm makes a direct numerical simulation impractical due to the
large number of particles required. However the complexity of cohe-
sion properties of their combination of water and bentonite coating
coats the quartz sand and also binds the quartz sand particles togeth-
er creating larger clusters of particles. This indicates that the used
particle size in the calculation should be somewhat closer to the se-
lected size of R=1 mm in radius to represent a cluster of quartz
sand particles.

The elastic properties for the steel in the chamber wall and for the
sand they are selected to be of the same values as those for a similarma-
terial, brick (Fire Clay) in STAR-CCM+ cf. Table 2. It should be noticed
that the choice of these values is found to be of less importance com-
pared to the rolling resistance and cohesion value for the shape of the
sand pile in [9]. Thismakes the sandpile experiment ideal for calibrating
the values of particle-particle rolling resistance (μr ,p−p) and the parti-
cle-particle cohesion value (Wp−p) from the sand pile height (hp).

The representative DEM particle density of green sand is found from
themaximum density of the 10 strokes in the ramming station cf. Table
1, ρDEM;2D ¼ 2

ffiffiffi
3

p
ρBulk=π ≈ 1720 kg=m3 and ρDEM;3D ¼ 2

ffiffiffi
3

p
ρBulk=π ≈ 2

100 kg=m3 assuming the maximum packing fraction (hexagonal close
packing).

The coefficient of restitution (e) for both the particle-particle and
particle-wall is chosen to be very small and very close to critical
damping because of the high damping properties of the bentonite coat-
ed green sand.

The particle-wall static friction applied in all the simulations is
μs ,p−w=0.35 corresponding to the average value obtained from
the ring shear tests (RST-SX) for the green sand samples interaction
with a stainless steel plate. The particle-particle static friction coef-
ficient of μs ,p−p=0.5 is initially used for the calibration of the DEM
simulation, and this is close to the obtained value from the ring
shear test of μlin = 0.54 and the value of μlin = 0.47 found in [30].
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Fig. 6. Yield locus determination for green sand, five experiments was conducted on the same batch of green sand.
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In the 2-D simulation the particles are injected from a line above the
hopper with 100 points until the hopper is filled. To save computational
time in the simulation of the 3-D hopper, the system is filled with an in-
jector where the particles are placed randomly until the hopper is filled.
For the 3-D hopper simulation a periodic boundary is applied in the z-
direction (depth direction).

4.5. Result of the hopper experiment and the hopper simulation

Three sand pile experiments were conducted on the green sand
batch and the average maximum height of the sand pile above the box

was hp = 54 mmwith a standard deviation of σ = 2 mm and with an
estimated tolerance precision of ±2.0 mm. Due to the high bonding ef-
fect of bentonite, when thewater content is increased, the height of the
sand pile will also increase. The shape of the sand pile changes at the
same time to being less conical [11].

In Fig. 8 the maximum height of the sand pile in the experiment
(black line) and the DEM calibration simulations are found and com-
pared. For the 2-D simulations a cohesion value of Wp-p = 0.7 J/m2 re-
sults in higher sand piles than a cohesion value of Wp-p = 0.5 J/m2 for
the same rolling resistance. However, for this value the sand pile attains
an unphysical shape. Based on these results the selected parameters for
the 2-D simulation are: particle-particle cohesion Wp-p = 0.5 J/m2,
rolling resistance μr,p-p = 0.3, static friction coefficient μs, p-p = 0.50
(height of hp = 0.054 m). The corresponding parameters for the 3-D
simulation are: the particle-particle cohesion Wp-p = 0.3 J/m2, the
rolling resistance μr,p-p = 0.3 and the static friction coefficient μs,p-p =
0.50. Changing the particle static friction from μs, p-p = 0.50 to
μs, p-p = 0.75 for the selected 2-D and 3-D hopper simulations
changes the height of the pile less than 8%.

Fig. 9 compares the shape of the sand pile for the experiment 2-D
simulation and 3-D simulation in general good agreement is observed.

4.6. Material values chosen for simulating the DISAMATIC process

The settings applied for simulating the DISAMATIC process are the
rolling friction coefficient and cohesion value for particle-particle inter-
action which were found from calibration of the sand pile simulation.
The particle-particle static friction coefficients of μs,p-p = 0.50 and
μs,p-p = 0.75 are chosen so the simulated values are close to the inter-
val of the obtained values from the ring shear tests of μlin = 0.54 and
μsf = 0.79 and the lower value of μlin = 0.47 found in [30]. The values
from Table 2 are applied for the DISAMATIC simulations, where the
final calibrated parameters for the particle-particle interactions are
listed in Table 3.

5. Experimental video footage

The experimental video footage was captured with a Go-pro camera
positioned in the right hand side top corner of the mould chamber and
looking downwards on the flow around the ribs and cavities cf. Fig. 10.
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Fig. 7. The sliding friction test was conducted on the green sand interaction with a “smooth” stainless steel plate similar to the plates in the DISAMATIC chamber. Three tests were
conducted on the same batch.

Table 2
Material values for theDEM simulation of the sand pile experiments. The calibration of the
2-D simulation parameters: the rolling friction coefficient for the particle-particle interac-
tion is varied with 4 different values, and the cohesion value for particle-particle interac-
tion has 3 different values, giving a total of 12 simulations. For the calibration of the 3-D
simulation parameters: the rolling friction coefficient for the particle-particle interaction
is varied with 3 different values for one cohesion value.

Material properties Value

Green sand particle radius (R) 0.001 m
Solid density – chamber wall (ρwall) 7500 kg/m3

Young's modulus – green sand, (Ep) 17,000 MPa
Young's modulus – chamber wall, (Ew) 200,000 MPa
Poisson ratio – green sand, (νp) 0.3
Poisson ratio – chamber walls,(νw) 0.3
Coefficient of restitution particle-particle, (en) 0.01
Coefficient of restitution particle-wall, (et) 0.01
Gravity (g) 9.82 m/s2

Particle-Wall static friction, (μs ,p−w) 0.35
Particle-Particle static friction, (μs ,p−p) 0.50
The simulation time step, (Δt) 10−5 s

2-D specification
Representative particle density – green sand (ρDEM ,2D) 1720 kg/m3

Particle-Particle rolling friction coefficient (μr) [0.1 0.2 0.3 0.4]
Cohesion work (Wp−p) [0 0.5 0.7] J/m2

3-D specification
Representative particle density – green sand (ρDEM ,3D) 2100 kg/m3

Particle-Particle rolling friction coefficient (μr) [0.2 0.3 0.4]
Cohesion work (Wp−p), [0.3] J/m2
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The camera was run at 240 fps and the sand shot with the compressed
air pressures for the successive trials were 2.0 bar, 2.5 bar and 3.0 bar.

5.1. The experimental video footage flow dynamics (t1-t6)

In Fig. 10, the progression of the sand shot in the chamber can be
followed and the shape of the sand pile can be seen for the compressed
air pressure of 2.0 bar. Eight filling times are defined and denoted t1-t8,
where the times t1, t3, t5 and t7 denotewhen the sandpile reaches cavity
1, 2, 3 and 4 respectively. The times t2, t4 and t6 denote when the sand
pile reaches the bottom corners of ribs 1, 2 and 3 respectively and t8
when the mould chamber is completely full. The video images at these
eight times are shown for 2.0 bar in the following Fig. 10.

The times t1-t8 for all three experiments can be seen in Fig. 11.
In Fig. 11 it is evident that varying the air pressure affects the flow

pattern. The filling times for completion of the sand shots were t8 =
0.74 s for 2 bar (black curve), t8 = 0.65 s for 2.5 bar (red curve) and
t8 = 0.64 s for 3 bar (blue curve). The filling times (t1-t8) and the area
filled with green sand in the mould were used in the following sub-sec-
tion to fit the three vertical inlet velocities and particle flow rates for the
sand slot in the DEM simulations of the DISAMATIC process.
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Fig. 8. The height of the simulated sandpile (hp) as function of the particle-particle rolling resistance (μr, p-p). The black line is themeanheight of the green sand pile experiment of hp.=0.054±
0.002mwith standard deviation of σ=0.002m (the two grey lines). 2-D DEM simulations have the settings of the cohesion valueWp-p = 0 J/m2 (green dotted line), Wp-p= 0.5 J/m2 (black
dotted line) andWp-p = 0.7 J/m2 (red dotted line) all values simulated for the four rolling resistances of μr, p-p = 0.1, μr, p-p = 0.2, μr, p-p = 0.3, μr, p-p = 0.4 and a particle-particle
static friction coefficient of μs, p-p = 0.5. DEM simulations for the 3-D simulations have the settings of the cohesion value Wp-p = 0.3 J/m2 (blue dotted line) for the three rolling
resistances of μr, p-p = 0.2, μr, p-p = 0.3, μr, p-p = 0.4 and a particle-particle static friction coefficient of μs, p-p = 0.5. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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Fig. 9. (left) The sand pile experiment is compared to selected simulations, (middle) the 3-D simulation with particle-particle cohesion of Wp-p = 0.3 J/m2, rolling resistance μr, p-p = 0.3
and (right) the 2-D simulation particle-particle cohesion of Wp-p = 0.7 J/m2, rolling resistance μr, p-p = 0.2.

Table 3
The material properties of the 2-D and 3-D DEM simulations of the DISAMATIC process.

Material properties Value

Particle-Wall static friction, (μs,p-w) 0.35
Particle-Particle rolling friction coefficient (μr,p-p) 0.3
Particle-Particle rolling friction coefficient (μr,p-w) Not applied
Particle-Wall cohesion work (Wp-w) Not applied

2-D specification
Particle-Particle static friction, (μs,p-p) 0.50, 0.75
Cohesion work (Wp-p) 0.5 J/m2

2-D Particle-Wall sensitivity analysisa

Particle-Wall interaction parameters (μr,p-w,Wp-w) (0.3, 0.1 J/m2), (0.5, 0.5 J/m2)

3-D specification
Particle-Particle static friction, (μs,p-p) 0.50, 0.75b

Cohesion work (Wp-p) 0.3 J/m2

a A sensitivity study of theparticle-wall interactionwith respect to the rolling resistance
(μr,p-w) and the cohesion value (Wp-w) is conducted for one of the 2-D simulations of the
DISAMATIC process. The 2-D particle-wall sensitivity analysis had the particle-particle
values as the other 2-D simulationswith μs,p-p= 0.50 and is only investigated for the com-
pressed air pressure of 2.0 bar experiment.

b For the 3-D simulation with the particle-particle value static friction of μs,p-p = 0.75 is
only applied for simulating the 2.0 bar experiment.
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5.2. The geometry of the DISAMATIC process simulation

The reference geometry of the chamber is shown in Fig. 1 and Fig. 12
(left). These figures show the mould chamber with three ribs mounted

on the fixed pattern plate forming four cavities positioned on the right
hand side. The cross section in the middle of the chamber depth is
first imported as a CAD file and subsequently selected for a 2-D section
simulation and a 3-D slice simulation. The sand enters the chamber at
the intersection between the hopper and chamber which is denoted
the “sand slot”. The dimension of the chamber is W × H × D =
0.48 m × 0.50 m × 0.60 m and the sand slot has a width of Ws =
0.04 m and a depth of 0.54 m and is centred at the middle of the cham-
ber depth. The flow is modelled as a section (2-D) placed in the middle
of the chamber depth. The 3-D slice simulation has a depth of 0.04 m
placed around themiddle of the chamber depth and applying a periodic
boundary in the z-direction (depth direction).

5.3. Calculating the sand slot velocity and the particle flow rate

The sand slot inlet velocity, vy(t) in the DEM simulations is fitted
from the experimental video footage cf. e.g., Fig. 10 with respect to the
filling times t2, t4, t6, t8. The four inlet velocities (v1, v2, v3, v4) are calcu-
lated from the fourfilled areas (A1, A2, A3, A4) divided by thefilling times
of the four areas (t2, t4-t2, t6-t4, t8-t6) and the sand slot width (Ws). The
velocities (v1, v2, v3, v4) are assumed to vary linearly in timewith a con-
stant final velocity of v4, cf. Fig. 12 (right).

The particle flow rate (particle/s) is obtained from the sand slot ve-
locity from the area of the sand slot, the ideal particle packing fraction
(hexagonal packing fraction), and radius of the particle.

5.4. Particle velocity distribution

The initial particle velocity in the vertical direction is given by the
sand slot inlet velocity (vy(t)) adding a normally distributed random

t1=0.26 s t2=0.31 s t3=0.33 s t4=0.44 s

t5=0.46 s t6=0.56 s t7=0.60 s t8=0.74 s

Fig. 10. The progression of the flow front starts from the upper left going to the lower right. From the experimental video footage shot with the air pressure of 2.0 bar.
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Fig. 11. The experimental progression of the sand pile flow front with respect to the eight
filling times t1-t8 for the compressed air pressures of 2.0 bar (black curve), 2.5 bar (red
curve) and 3.0 bar (blue curve). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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Fig. 12. (Left) From the green sand filling time of the four areas A1-A4 (A1 blue, A2 red, A3 black, A4 green), four velocities (v1-v4) can be calculated with the four selected time intervals
[0 ≤ t ≥ t2, t2 ≤ t ≥ t4, t4 ≤ t ≥ t6, t6 ≤ t ≥ t8]. (Right) The four velocity intervals are illustrated for the velocities (v1, v2, v3, v4) and are assumed to vary linearly in time with a constant
final velocity of v4. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

235E. Hovad et al. / Powder Technology 303 (2016) 228–240



fluctuation with zeromean and standard deviation 0.1m/s truncated at
±0.2 m/s. A similar perturbation is added to the horizontal velocity
(vx(t)) with a mean of 0.0 m/s and with a maximum fluctuation of
±1.0 m/s. The fluctuations emulate the random nature of the green
sand flow in the chamber.

5.5. Definition of the filling times (t1-t6) for the DEM simulation of the
DISMATIC process

The filling times t1-t8 are measured in the experiment, but only t1-t6
are defined for the simulations as seen in Fig. 13.

In Fig. 13, the time intervals are defined as when a particle crosses
the red lines and goes into the boxes (t2, t4, t6) and cavities (t1, t3, t5).

6. Results of the simulation and the experiment for the DISAMATIC
process

6.1. Comparison of the selected times (t1-t6) for the simulation versus the
experiments

The simulations are compared to the video footage with respect to
the six time intervals (t1-t6) in Fig. 14. The simulated filling times of
(t1-t6) are in general in good agreement with the experimental values
with small differences for the filling of t1 and t4-t5 as shown in Fig. 14.
The 2-D simulationwith increased particle-particle static friction coeffi-
cient of μs, p-p = 0.75 (not shown) predicts filling times with deviation
less than 10% of the reference simulation (μs, p-p = 0.50). Similar small
deviations are observed in 3-D when increasing the particle-particle
static friction coefficient from μs, p-p = 0.50 to μs, p-p = 0.75.

In addition the particle-wall sensitivity analysis simulated in 2-D for
the compressed air pressure of 2.0 bar predicts filling times with devia-
tion less than 5.0% of the reference simulation.

6.2. The sand flow profile and dynamics of the flow

In Figs. 15–17 to Fig. 17, the experiments (left) and simulations (to
the right) are presented for the three selected times t2, t4 and t6 and
the contour of the flow profile of the sand can also be seen on the rear
wall of the experiments.

In general for Figs. 15–17 the simulations show similar behaviour
and filling times (t2, t4) as the corresponding video footage rear wall
profile for the three compressed air pressures. The filling time of t4 is
consistently longer for the simulations than the experiment. Generally
the sand is observed to moves more dynamically in the vertical di-
rection for both the 2-D and 3-D simulations than in the experi-
ments which results in stronger curvature of the flow front. The
3-D simulations predict longer filling times than the corresponding 2-
D simulations.

In Fig. 18 the dynamics of the filling in the top of the chamber is in-
vestigated for the different air pressures. A slower deposition of the
green sand in the larger top cavity can be seen in Fig. 18 for the 3-D sim-
ulations compared to the 2-D simulations. For 3.0 bar (Fig. 18 to the
right) the 2-D has more energy than the corresponding 3-D, especially
for later timeswhere the green sand interfereswith the particle jet com-
ing from the sand slot. In general a larger scatter of particles is observed
in the 3-D simulations than in the 2-D simulation, due to the extra de-
grees of freedom [8]. Compared to the 2.0 bar simulation amore chaotic
flow front is observed for the simulated air pressures of 2.5 bar and
3 bar where the sloshing upwards at the two sides is more pro-
nounced cf. Fig. 18.

For 2-D simulations the particle-particle static friction coeffi-
cient of μs, p-p = 0.75 had virtually the same qualitative behaviour
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t6

Rib 1

Rib 2

Rib 3
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Cavity 2

Cavity 3

Velocity inlet, vy(t) 16.0 m/s
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3.20 m/s

6.40 m/s

9.60 m/s

12.8 m/s

t1

t3

t5

Fig. 13. Definition of the six filling times (t1-t6): The times t1, t3 and t5 in the simulations
are defined as when one particle enter cavity 1, cavity 2 and cavity 3 respectively. The
times t2, t4 and t6 in the simulations are defined as when one particle enters the small
boxes (red boxes with area of 100 mm2) at the rib edge of cavity 1, cavity 2 and cavity 3
respectively. The magnitude of the velocity has been plotted with a scaling of 0–16 m/s
with the scale going from minimum dark blue, 0 m/s to the maximum velocity red
16 m/s. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

Fig. 14. Filling times obtained for 2.0 bar, 2.5 bar and 3.0 bar (from left to right). Experiments (black line), calibratedDEMsimulations: 2-D (red line) and3-D (blue line). (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)
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as μs p-p = 0.50 shown in Figs. 15–18. For the particle-wall sensitiv-
ity study in the 2-D simulation of the compressed air pressure of 2.0 bar,
incorporating the rolling resistance and cohesion had virtually the same
qualitative behaviour as the reference simulation.

7. Conclusion

The main findings of the discrete element method for modelling
green sand flow during production of DISA moulds are.

• The DEM models material properties was found from the experi-
ment, where cohesion simulates the bonding effect of bentonite
and water content in the creation of the sand pile showing an in-
crease in height for the increased cohesion. The 2-D and 3-D simu-
lation of the sand pile is in good agreement with the sand pile
experiment.

• The behaviour of the filling time of the cavities in the mould is
similar to the three experiments. The dynamic flow behaviour
of the particles in the simulations is in general similar to that
of the DISAMATIC process sand shot. More specifically, with

t2=0.31 s

t4=0.44 s

t6=0.56 s

t2=0.32 s

t4=0.51 s

t6=0.57 s
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6.40 m/s

9.60 m/s

12.8 m/s

Experiment 3-D 2-D

t2=0.35 s

t4=0.54 s

t6=0.61 s

Fig. 15. Flow contours obtained for the compressed air pressure of 2.0 bar: (left) The experimental video footage, (middle) the 3-D simulation μs = 0.50, (right) the 2-D simulation μs =
0.50. The experiments and simulations are all presented for the three selected times t2, t4 and t6 (from the upper figure to the lower figure) and the contour of the flow profile of the sand
can also be seen on the rear wall. The magnitude of the velocity is plotted with a scaling of 0–16 m/s.

t2=0.28 s

t4=0.37 s

t6=0.47 s

t2=0.28 s

t4=0.44 s

t6=0.48 s

16.0 m/s

0.00 m/s

3.20 m/s

6.40 m/s

9.60 m/s

12.8 m/s

Experiment 3-D 2-D

t2=0.32 s

t4=0.45 s

t6=0.49 s

Fig. 16. Flow contours obtained for the compressed air pressure of 2.5 bar: (left) The experimental video footage, (middle) the 3-D simulation μs = 0.50, (right) the 2-D simulation μs =
0.50. The experiments and simulations are all presented for the three selected times t2, t4 and t6 (from the upper figure to the lower figure) and the contour of the flow profile of the sand
can also be seen on the rear wall. The magnitude of the velocity is plotted with a scaling of 0–16 m/s.
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well selected coefficient of restitution, flow rate, damping coeffi-
cient, rolling resistance and static friction coefficient it is possible
to simulate the experimental video footage very well. When the

model is calibrated the flow rate and the velocity are obviously
important factors for the flow dynamics during the filling of the
chamber.
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0.00 m/s

3.20 m/s

6.40 m/s

9.60 m/s

12.8 m/st2=0.28 s

t4=0.36 s
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t4=0.43 s

t6=0.46 s
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t2=0.23 s

t4=0.44 s s

t6=0.48 s

Fig. 17. Flow contours obtained for the compressed air pressure of 3.0 bar: (left) The experimental video footage, (middle) the 3-D simulation μs = 0.50, (right) the 2-D simulation μs =
0.50. The experiments and simulations are all presented for the three selected times t2, t4 and t6 (from the upper figure to the lower figure) and the contour of the flow profile of the sand
can also be seen on the rear wall. The magnitude of the velocity is plotted with a scaling of 0–16 m/s.

2.0 bar: 2-D simulation at t=0.77 2.5 bar: 2-D simulation at t=0.68   3.0 bar: 2-D simulation at t=0.62   
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3.20 m/s
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2.0 bar: 3-D simulation at t=0.95 3.0 bar: 3-D simulation at t=0.73   2.5 bar: 3-D simulation at t=0.72   

Fig. 18. The simulation for the three compressed air pressures 2.0 bar, 2.5 bar and 3.0 bar from the left to the right at (left), (middle), (right) the 2-D simulation is placed in the top and the
3-D simulation is placed in the bottom. In the top for the 2-D simulation when the sand reaches the top at t = 0.77 for (left), at t = 0.68 for (middle) and at t = 0.62 for (right). In the
bottom for the 3-D simulation when the sand reaches the top at t = 0.95 for (left), at t = 0.72 for (middle) and at t = 0.73 for (right). The magnitude of the velocity is plotted with a
scaling of 0–16 m/s the scale going from minimum dark blue, 0 m/s to the maximum velocity red 16 m/s.
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• The increased scattering in the simulations also might be due to a
smaller selected cohesion value of the 3-D simulations compared
to the 2-D simulations. Although differences are seen from 2-D to
the 3-D simulation the results remains in good agreement and the
fast execution of 2-D simulations can still be used for parameter
studies in simple geometries.

• A sensitivity study of the particle-wall interaction parameters: the
rolling resistance and cohesion was performed and it was found
that the quantitative and qualitative behaviour are virtually the
same as the reference 2-D DISAMATIC simulation. Thereby these
particle-wall parameters are of lesser importance for simulating
the DISAMATIC process.

• It is found that the geometrical configuration as well as the applied
compressed air pressure is highly affecting the filling pattern of
the mould. More specifically, the lower compressed air pressure
of 2.0 bar gives a slower deposition of green sand in general and
in the top cavities in particular. The compressed air pressure and
thereby the green sand velocity is of great importance especially
for the filling of the top part of the mould.
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Abstract

The sand shot in the DISAMATIC process is simulated by the discrete element

method (DEM) taking into account the influence and coupling of the airflow

with computational fluid dynamics (CFD). The DEM model is calibrated by

a ring shear test, a sand pile experiment and a slump test. Subsequently, the

DEM model is used to model the propagation of the green sand inside the

mold chamber and the results are compared to experimental video footage.

The chamber contains two cavities designed to quantify the deposited mass of

green sand. The deposition of green sand in these two cavities is investigated

with three cases of different air vent settings which control the ventilation of

the chamber. These settings resulted in different air- and particle-velocities as

well as different accumulated masses in the cavities, which were successfully

simulated by the model.
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1. Introduction

The DISAMATIC process [1] is a sand casting process applying green sand

as the molding material [2, 3]. The DISAMATIC process is typically used in the

automotive industry to produce molds for metal castings in order to manufacture

e.g. brake disks, differential cases and steering knuckles.

The DISAMATIC moulding process has been used since the early 1960s.

Compared to conventional green sand moulding processes, it has a vertical

parting line. Furthermore, it is a flaskless process, meaning there are no boxes

supporting the moulds. The DISAMATIC moulding process is very productive

compared to other processes, as it can produce up to 555 moulds per hour.

Additionally, it can produce parts with low tolerances. Due to its efficiency and

accuracy it is widespread used within the automotive sector.

The ever-rising demands to casting quality, especially within the automotive

sector, lead among other things to higher demands to the mould quality. To

comply with the higher demands to the mould quality, simulation tools come in

handy in the development work having to be done. Until now most of the de-

velopment work has been based on experience and a trial and error approach as

no commercial simulation tools have been available for simulating the combined

flow of green sand and air. The lack of commercial available simulation tools is

partly driven by lack of material data of the green sand needed to describe the

flow. Hence determination of material data has been a major part of this study.

The green sand consists mostly of quartz sand mixed with coal dust, ben-

tonite (active clay) and water, which coats the sand grains to form a cohesive

granular material where the green sand flow-ability is affected by the amount

of bentonite and water. In [4] a regression model was applied to determine

the relationship between the input value of the sand mixture, i.e active clay,

dead clay, water content to the related output values of compactability, com-

pressive strength, spalling strength and permeability. These relationships were

developed from a DISAMATIC foundry. The green sand flow-ability was inves-

tigated in [5], [6] and the fluidized viscosity of green sand was investigated in
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[7]. In [6] it was suggested that the green sand can be investigated as an yield

stress material and an analytical derivation based on the yield stress material

with additional overpressure similar to the conditions when the sand enters the

chamber was made in [8]. Tri-axial tests have also been performed on green

sand in order to obtain the yield locus in [9]. Uni-axial compression tests were

made for green sand and the stress-strain curves were analysed in [10]. Green

sand was tested with a ring shear tester obtaining the yield locus and a sand

pile experiment in [11].

DEM simulations of the ring shear tester have been performed in [12] where

the particle shape, cohesion and static friction were investigated with respect

to the resulting tangential pre-shear stress and the peak stress (yield stress). A

sensitivity study was performed in [13] simulating a Schulze ring shear tester

studying the effect of several material parameters on the resulting tangential

pre-shear stress. The resulting tangential pre-shear stress relationship to the

particle-particle static friction coefficient (µs,p−p) was asymptotic up to the

value of µs,p−p < 0.70 and a linear dependence was found on the parameters

rolling friction coefficient (µr,p−p) and the Young’s modulus. A DEM adhe-

sive elasto-plastic contact model was used to simulate uni-axial consolidation

followed by unconfined compression to failure in [14].

A simulation of the sand casting process with a two phase continuum model

has earlier been presented in [15] and continuum models have been designed to

model granular materials as e.g. in [16, 17]. In [18] a multiphase model was

applied to simulate a core shooting process numerically in 2-D and 3-D dimen-

sions. The DISAMATIC process was first studied with a 2-D DEM model in

[19] where the granular flow was compared to video footage. This study fo-

cused on the deflection of the sand flow causing ”shadow effects” around the

ribs placed in the geometry of the mould. The model applied a constant particle

inlet velocity and particle diameters of 2 mm and 4 mm as representative sand

particle clusters for the granular flow. In [11] the same geometry was investi-

gated with a 2-D and 3-D DEM slice model applying the representative particle

cluster diameter of 2 mm. A 2-D sensitivity study was performed with respect
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to the particle-wall interaction which showed the particle-wall values to be of

less importance for the flow behaviour and filling times than e.g. particle inlet

velocity. The DEM model was calibrated from experiments (ring shear test and

sand pile experiment) and afterwards a velocity function for the granular flow

was found from video footage.

In this study the framework of [11] is applied for calibrating the DEM model

using a ring shear tester to obtain the static friction coefficients and a sand

pile experiment for calibrating the rolling resistance and cohesion value for the

particle-particle interaction. Additionally the mass of the DEM particle is re-

calculated and a slump experiment is used for calibrating the rolling resistance

for the particle-wall interaction. Finally a DEM model and a CFD-DEM model

are tested by simulating the flow and deposition of green sand in the two cavities

and subsequently compared to the experimental observations for the three cases

of the air vent settings.

2. Governing equations

2.1. Granular flow: Discrete element method

The framework of [11] is applied in this work where the commercially avail-

able software of STAR-CCM+ [20] is used for simulating the DISAMATIC pro-

cess.

2.1.1. Contact notation

The notation for the particle contact is from [21], where particle i and particle

j in contact are denoted by their respective positions at {~ri, ~rj}, the velocities

{~vi, ~vj}, the angular velocities of {~ωi, ~ωj} and the distance between the two

particles is denoted rij = ||~ri − ~rj ||2. The position vector from particle j to i is

~rij = ~ri − ~rj and the normal overlap δij = (Ri +Rj)− rij = 2R with a uniform

radius of R for all the particles.
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2.1.2. Normal contact force

The normal force on particle i from particle j can be found as,

~Fnij
= ~nijknδ

3
2
ij −Nnij

~vnij
+ ~Fcohij

(1)

~nij =
~rij
rij

is the unit normal vector, ~vnij
is the relative normal velocity and δij is

the normal overlap. Nnij
is the normal non-linear damping coefficient, Fcohij

is

the cohesion, Kn is the stiffness in the normal direction, Nnij
is the damping in

the normal direction, for further details see [11]. The particle-particle constant

cohesion force in the normal direction is,

~Fcohij = −1.5πRminW~nij (2)

Rmin = R is the minimum radius of contact, W is the cohesion parameter. The

cohesion ~Fcohij
selected is the Johnson-Kendall-Roberts (JKR) model from [22]

with the factor of -1.5.

2.1.3. Tangential contact force

The tangential force on particle i from particle j can be found as,

~Ftij = Kt

~tij

||~tij ||2
δtij

3
2 −Ntij~vtij +

~Trolij (3)

~tij is the tangential direction of the overlap, δtij is the tangential overlap, Kt

is the tangential stiffness, Geq is the equivalent shear modulus, Ntij is the tan-

gential non-linear damping coefficient. The rolling resistance for the particle-

particle interaction used is the constant torque method defined as,

~Trolij = − ωrel

|ωrel|
µrReq|~Fnij

| (4)

The relative angular velocity between the two particles is defined as ~ωrel =

~ωi − ~ωj and the torque from the rolling resistance is ~Trolij .

Note that there is a maximal tangential force due to Coulomb’s law,

‖µs
~Fnij

‖2 < ‖~Ftij‖2 (5)

the particle-particle static friction coefficient is denoted µs,p−p and particle-wall

static friction coefficient is denoted µs,p−w.
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2.1.4. Summing the forces

The total resultant force on particle i is then computed by summing the

contributions of all particles j with which it currently interacts, thus:

~F tot
i = mi~g +

∑

j

(
~Fnij +

~Ftij

)
(6)

where ~g is the acceleration due to gravity. The total torque acting on particle i

is given by

~T tot
i = −Ri

∑

j

~nij × ~Ftij (7)

From these two expressions the acceleration, velocity, position and rotation, are

calculated by Newton’s second law, numerically for each time step.

2.2. Air flow: Navier Stokes equations

The low air pressures (P ) measured in the chamber during the sand shot

and the corresponding low air velocities (vg) make the assumption of the air

phase being an incompressible fluid valid for small values of the Mach number

≤ 0.3. Then the continuity equation becomes,

ρg
∂

∂t
(ǫg) + ρg∇ · (ǫgvg) = 0 (8)

where ǫg is the air volume fraction found from ǫg =
Vg

Vg+Vs
where Vg is the

volume of the air phase and Vs is the volume of solid phase. Navier-Stokes

equations for the incompressible air phase are,

ρg
∂

∂t
(ǫgvg) + ρg∇ · (ǫgvgvg) = −ǫg∇P + ǫgρgg −∇ · (ǫgτg)− If (9)

where ρg = 1.18415 kg
m3 is the density of the air phase, g = [0,−9.82, 0]ms2 is

gravity and the shear stress on the air is τg where the air is assumed to be a

Newtonian fluid with the dynamic viscosity of µ = 1.85508 × 10−5 Pa · s. The

two-way coupling between the air phase and the solid phase is enforced via the

inter-phase momentum transfer of If due to the drag on the solid phase.

6
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2.3. The inter-phase momentum transfer

A source smoothing method is applied for the inter-phase momentum trans-

fer of If which averages the momentum transfer from larger parts of the mesh

to the solid phase stabilizing the simulations to ensure converging simulations.

The drag force on the solid phase is,

FD = −1

8
πd2ρgCd(vg − u)|vg − u| (10)

where u is the velocity of the solid phase and d is the diameter of the particle.

The interaction of the solid phase with the air phase is described by the Schiller-

Naumann drag model,

Cd(Rep) =





24
Rep

(
1 + 0.15Rep

0.687
)
, Rep ≤ 103

0.44, Rep > 103
(11)

where Rep is the particle Reynolds number and it is defined as,

Rep =
ρg|vg − u|d

µ
(12)

where |vg − u| is the slip velocity.

2.4. Turbulence model

Modelling the air phase as a continuum is done by solving Navier Stokes

equations with the finite volume method (FVM) applying a polyhedral mesh.

The k-ǫ turbulence model is used and all the methods are described in [20].

3. The green sand tests and calibrating of the DEM model

The following green sand tests and calibrations of the DEM model are per-

formed.

3.1. The water content test

The percentage of water content is found by heating a sample of green sand

and measuring the mass of water which is lost. The details of the water content

test also denoted the moisture determination is described in [3]. This is a

standard test typically performed in a foundry.

7
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3.2. The Schulze ring shear tester

The Schulze ring shear tester is applied for characterizing the flow of granular

materials in order to obtain the yield locus and the wall yield locus. The test

procedures can be found in [23, 24]. The particle-wall static friction coefficient

(µs,p−w) is acquired directly from the wall friction angle as demonstrated in

[11]. The particle-particle static friction coefficient in the simulation is found

directly from the linearized yield locus angle. The linearized yield locus angle

is described in [11, 23, 24, 25].

3.3. The sand pile experiment and the DEM calibration.

The sand pile experiment is applied for characterizing and calibrating the

DEM model with respect to the height of the sand pile (hp) above the box cf.

Fig. 1(left) and described in [11]. The parameters that are calibrated from the

sand pile height are the particle-particle rolling resistance interaction (µr,p−p)

and the particle-particle cohesion value (Wp−p).

[Figure 1 about here.]

3.4. The compactability test

The compactability test described in [3, 11] is applied to characterize the

green sand condition and this is the standard test performed in the foundries.

The green sand is poured into the cylinder with a tube filler accessory, subse-

quently the mass is measured before the ramming and from this the loose density

of the green sand ρexp is calculated cf. Fig. 1(middle). The compactability of

the sand mixture is finally found by the rammer method described in [3]. The

cylinder has a height of Hcyl = 0.12 m and a diameter of Dcyl = 0.05 m.

3.5. Scaling the DEM particle density

The preliminary density of the DEM particles (ρDEM
†) used in the sand pile

simulations (Fig. 1(left)) is corrected to ρDEM
∗ to obtain a correct simulated

8
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bulk density (ρsim
∗) equal to the loose density measured before the ramming

(ρexp) cf. Fig. 1(middle)

ρDEM
∗ ≈ ρDEM

†
(
ρexp
ρsim

)
. (13)

Here ρsim denotes the preliminary bulk density obtained from the sand pile

simulation. Thus the subsequent slump calibration has the correct simulated

bulk density (ρsim
∗) shown in Fig. 1(right).

3.6. The slump cylinder experiment and the DEM calibration

The slump cylinder experiment is performed by lifting the cylinder rapidly

upwards emulating the instantaneous wall opening in the simulation to finally

find the slump length. The cylinder applied for the slump test is the same as

the cylinder applied in the compactability test. The slump cylinder experiment

is shown in Fig. 2(top) and the slump simulation is shown in Fig. 2(bottom).

[Figure 2 about here.]

When the green sand slump has settled the two diameters orthogonal to each

other (lx, ly) are measured and the average is calculated for the final slump

length lp where the simulated slump length is found in a similar way from the

algorithm first applied in [26] and described in [25]. The rolling resistance of the

particle-wall interaction µr,p−w is calibrated with respect to the slump length.

The slump simulation is applying the values found from the earlier calibrations

together with the re-calculated DEM particle density (ρDEM
∗).

For a correct density in the slump simulation the number of initial injected

particles are found from the re-calculated DEM particle density (ρDEM
∗) to-

gether with the experimental loose density in the cylinder (ρ) in the following

way,

N ≈
ρsimHcyl

π
4D

2
cyl

ρDEM
∗ π
6 d

3
(14)

The particle are initially placed on an initial lattice with an initial random

velocity to ensure a random packing.
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4. The experimental tests of the DISAMATIC process

4.1. The DISAMATIC process

The DISAMATIC process is illustrated with a special setup in the chamber

shown in Fig. 3 with two cavities on the left hand side each having a narrow

opening for testing the ability of green sand to enter the two cavities. During

the sand shot the compressed air in the air tank drives the sand flow vertically

down from the hopper through the sand slot into the chamber filling the mold

chamber and the two cavities.

[Figure 3 about here.]

In the casting process the sand mold is squeezed also, but in this experiment the

swing plate on the left hand side is opened instead and the green sand is then

brushed out of the cavities so that the mass of the green sand in the cavities

can be measured at the end of each experiment. The flow inside the chamber

is captured with the video camera (v1) placed on the right hand side on the

chamber (Pressure plate: PP) and photos are shown in Fig. 4 for eight stages

of the sand shot.

[Figure 4 about here.]

The red light shown in Fig. 4(a) indicates when the valve between the air tank

and the hopper is activated, this moment is defined as tstart = 0. A very short

time after the valve activation the air pressure over the sand in the hopper starts

to increase. Later during the sand shot, the sand starts flowing into the chamber

shown in Fig. 4(a) and this moment is denoted t0. Seven lines are marked to

quantify the seven filling times t1 − t7, which is defined as when the green sand

reaches the seven lines as shown in Fig. 4(b)-(h).

In Fig. 5 the flow in the cavities is captured with the mini video cameras v2

and v3 where the filling times of the cavities are monitored as t1 when the sand

enters the cavity and t2 when the camera is blocked by the green sand. The

times for the two cavities are denoted the following way: For the bottom cavity

tb, 1 and tb, 2 and for the top cavity tt, 1 and tt, 2.
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[Figure 5 about here.]

4.2. The two air vent types

Two types of air vents are applied for ventilating the chamber where one

type is placed in the chamber (ac) and another type is placed on the SP side

inside the cavities (ap). Experiments for the air vents flow rate versus pressure

drop are shown for the air vent in the chamber in Fig. 6(blue line) and for the

air vents on the pattern plate in Fig. 6(black line). The pattern plate air vents

are placed in the cavities.

[Figure 6 about here.]

The physical behaviour shown in Fig. 6 resembles the Darcy flow,

Q = −a∆p (15)

where Q is the air flow rate and ∆P is the pressure difference across the air

vent and a is the permeability of the air vent. The chamber air vent type has

the value of ac = 1.274× 10−6 m3

sPa and the air vent type placed in the cavities

on the pattern plate has the value of ap = 2.34× 10−6 m3

sPa .

4.3. The air vent settings and the three test cases

The air vents and their positions are illustrated in Fig. 7 where a total of

294 air vents are opened and this is denoted case 1. There are 238 air vents of

the type ac where 112 air vents are placed at the top of the PP chamber side,

52 air vents are placed at the top of the SP side shown in Fig. 7(Chamber top

view) and 2 × 37 air vents are placed on the chamber sides in Fig. 7(Chamber

side view). On the pattern plate shown in Fig. 7(Swing plate view) each cavity

has 28 cavity air vents of the type (ap) where the purpose of the air vents in

the cavities is to ensure a better ventilation and thereby transporting a larger

amount of green sand into the cavities.

[Figure 7 about here.]
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The three cases of the air vents settings are investigated with 2.0 bar overpres-

sure where the three air vent settings are presented in table 1. The three air

vents settings are: case 1 with all the air vents opened, case 2 with all the air

vents closed in the top of the SP side and 5 closed side air vents and finally case

3 with 14 air vents closed in each pattern plate.

[Table 1 about here.]

The chamber measurements without the pattern plate have the width W =

0.50 m, height H = 0.48 m and depth D = 0.60 m. The cavities in the pattern

plate has the depth Dc = 0.57 m and is also centred at the middle of the

chamber depth. The orifice opening height of the cavities are set to 0.015 m

and the height of the cavities is Hc = 0.085 m. The sand slot has the width

Wi = 0.04 m and a depth Ds = 0.54 m and is centred at the middle of the

chamber depth. The encapsulation areas for the air vents Ap, ASP , APP are

applied for calculating the porous resistance for the simulations together with

the two types of air vents in eq. 18.

5. Simulation settings for the DISAMATIC process

5.1. The simulated geometry

[Figure 8 about here.]

The flow is modelled as a 3-D slice placed in the middle of the chamber shown in

Fig. 8 with a slice depth of Ds = 0.01 m in the z-direction where this direction

has symmetry. Thereby the side air vents are not simulated due to the slice

geometry of the simulation.

5.2. Boundary conditions for the granular flow

5.2.1. DEM particle flow rate

The chamber is divided into the eight different volumes (V1 − V8) where

Vn = AnDs and the sand jet is included in the first volume (V1) and thereby

excluded from the other volumes as shown in Fig. 8. The volumes are filled with
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green sand at the subsequent filling times (t1 − t7). From this the flow rates are

calculated (f1 − f7) where the flow rate for the last area A8 is assumed to be

equal to the flow rate of f7. The particle flow rate function fy(t) in the DEM

simulations is calculated from the volumes of the chamber V1 − V7 (neglecting

the cavities on the swing plate) multiplied with the maximum particle packing

fraction of approximately ηh = 0.74 divided with the volume of the particle and

the individual flow rate intervals ∆t1 = t1, ∆t2 = t2 − t1, ∆t3 = t3 − t2 etc. in

the following way,

fn =
Vnηh

π
6 d

3∆tn
(16)

Volume conservation for the number of injected particles is established in the

transition zone from the flow rate of fn to fn+1 with a linear interpolation in the

time interval of ∆tn, s = min (∆tn,∆tn+1). The slope of linear interpolation in

the time interval is calculated as sn = fn+1−fn
∆tn, s

and the particle flow rate function

fy(t) then becomes,

fy(t) =fn if tn−1 +
∆tn−1, s

2
≤ t ≤ tn −

∆tn, s
2

fy(t) =fn +

(
t−

(
tn −

∆tn, s
2

))
sn if tn −

∆tn, s
2

≤ t ≤ tn +
∆tn, s

2
(17)

The calculated flow rate of fy(t) is applied for all the following DEM particle

inlet velocities. The filling times applied for obtaining the flow rate are shown in

Fig. 9 where the full lines represent the selected experiment used for simulating

each of the three cases.

5.2.2. DEM particle inlet velocity

The time dependent inlet particle velocity (vy(t)) in the vertical y-direction

is obtained from the estimated velocities vn = An

tnWi
, where the seven areas (A1−

A7) are shown in Fig. 8. The transition from velocity vn to vn+1 is found using

eq. 17.

[Figure 9 about here.]

The filling times (t1 − t7) used for calculating the inlet velocity are shown in

Fig. 9 for the selected experiments. The resulting time dependent velocities

13



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

vy(t) for three simulations are shown in Fig. 10(a) where the spikes are due

to the video frame rate 60 frames/s making it difficult to exactly determine

the filling times shown in Fig. 9. To smooth out the spikes a two stage time

dependent inlet velocity v2y(t) is constructed, where v1 and v2 are connected

by eq. 17. The first constant velocity is obtained as previously whereas the

second constant velocity v2 is chosen among the velocities vy(t > t1) with the

longest duration cf. Fig. 10(a). An exception is made in case 3, where the second

longest time duration is chosen to avoid an otherwise unrealistic velocity. The

two stage time dependent inlet velocities are shown in Fig. 10(b). Lastly, two

constant particle velocities of vy(t) = −5 m
s and of vy(t) = −7 m

s are considered.

For each of the three cases all the four different vertical velocities are simulated

for both pure DEM simulations (vacuum) and CFD-DEM (including air phase)

and this gives a total of 24 simulations.

[Figure 10 about here.]

A normal distribution is applied for the horizontal velocity to emulate the ran-

dom nature of the green sand flow in the chamber and was originally applied

in [11]. Thus, the horizontal velocity vx(t) has a mean of 0.0 m
s and a standard

deviation 0.1 m
s and a maximum fluctuation of ±1.0 m

s as in [11].

5.3. Boundary conditions for the air flow

5.3.1. Air inlet pressure

In this study the focus is on simulating the flow of air and green sand in the

chamber, the air inlet pressure boundary for the chamber is placed at the sand

slot where the green sand also enters, as shown in Fig. 11. The air pressure

at the boundary is obtained from the top pressure sensor shown in Fig. 7(red

circle).

5.3.2. Air outlets

A symmetry boundary is applied in the z-direction (depth direction) which

resembles the conditions in the center of the mold during the sand shot and the
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boundary is shown in Fig. 11. The mesh has a polyhedral structure with the cell

size of ∆x = 0.025 m giving the number of cells of around ≈ 9000. There are

4 porous baffle interfaces in the chamber each having an elongated air channel

with a pressure outlet set to 0 bar relative to the pressure of the inlet.

[Figure 11 about here.]

5.3.3. Air outlet: Darcy flow in the porous baffle

The DISAMATIC air vents from eq. 15 are set in parallel because the n air

vents are positioned side by side in the areas (A),

β =
A

ρgan
(18)

β is the constant porous viscous resistance [20] and is determined by the air vent

type (a), the number of air vents (n) over the cross sectional area (A) and the

density of the fluid ρg. The placements and areas of the air vents are illustrated

in Fig. 7 and for the simulation shown in Fig. 11. The outlet boundary settings

for all the three cases are shown in table 2 where in case 2 and in case 3 a number

of air vents are blocked and thereby the porous areas are changed together with

β.

[Table 2 about here.]

5.4. Monitoring the simulated flow

The seven filling times t1 − t7 are monitored for the simulations and found

from the particle filling of the seven volumes (V1 − V7). A volume Vn is filled

when the minimum volume of particles Vp is above the packing fraction of 0.4

and thereby the filling time is monitored tn.

The mass of the DEM particles in the cavities of the slice geometry Ds are

monitored with respect to time and scaled with Dc

Ds
= 57 due to the ratio of the

simulated geometry depth Ds versus the experimental depth of the cavities Dc.
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6. Results of the green sand tests and the calibrations

6.1. Results of the green sand tests

The result of particle-particle static friction coefficient and the particle-wall

static friction coefficient from the ring shear test, the sand pile height, the green

sand density, the slump length, the compactability and water content are shown

in table 3.

[Table 3 about here.]

6.2. Calibration of the DEM model

6.2.1. General settings for all the DEM simulations

The radius of the DEM particle, coefficient of restitution, Poisson’s ratio

and Young’s modulus are obtained the framework of [11] and listed in table 4.

The particle-wall static friction coefficient applied in the simulation takes the

value of µs,p−w = 0.33 corresponding to the average value obtained from the

ring shear tests for the green sand samples interaction with a stainless steel

plate with the procedure described in [11]. The particle-particle static friction

coefficient of µs,p−p = 0.57 is obtained from the ring shear test’s linearized yield

locus angle, where all the parameters are listed in table 3.

[Table 4 about here.]

In the sand pile simulations it is assumed that the particle-wall rolling resistance

is µr,p−w = 0.4, this is a reasonable assumption based on prior simulations of

the slump cylinder test. Note, that the particle-wall rolling resistance µr,p−w

will be calibrated later in the slump cylinder simulation. The initial DEM

particle density of ρDEM
† = 1750 kg

m3 is a reasonable assumption based on prior

simulations of the sand pile density.

6.2.2. Results of the sand pile calibration

The experimental sand pile height is plotted together with the simulated

sand pile heights in Fig. 12. The simulations with µr,p−p = 0.4 and Wp−p =
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0.3 J
m2 (blue dotted line) and µr,p−p = 0.2 and Wp−p = 0.5 J

m2 (red dot) both

give values of the height which are within the standard deviation of the measured

height shown in Fig. 12. The selected parameters are µr,p−p = 0.4 and Wp−p =

0.3 J
m2 because they give a more conically shaped sand pile which was also

observed in the experiments and described in [11].

[Figure 12 about here.]

6.2.3. Re-calculating the DEM particle density

In Fig. 13 the simulated sand pile density (ρsim) is compared to the exper-

imental loose poured bulk density (ρexp) measured in the cylinder before the

compactability test.

[Figure 13 about here.]

The chosen particle density for the sand pile simulation is ρDEM
† = 1750 kg

m3

which is too small for the selected hp with the particle-particle value of µr,p−p =

0.4 and Wp−p = 0.3 J
m2 when compared to the bulk density measured in the

cylinder. Therefore the density is re-calculated from eq. 13 which gives ρDEM
∗ =

1900 kg
m3 .

6.2.4. Results of the slump length simulation

The slump simulation is applied for determining the particle-wall rolling

resistance µr,p−w with less than a standard deviation away from the the slump

experiment lp. The obtained values from the sand pile experiment of µr,p−p =

0.4 and Wp−p = 0.3 J
m3 , the scaled DEM particle density of ρDEM

∗ = 1900 kg
m3

and the number of particles injected into the cylinder which is found from eq.

3.6 are applied for the slump calibration.

[Figure 14 about here.]

The slump length result from the experiment is shown in Fig. 14 where the mean

slump length lp is the black diamond and the standard deviation is indicated by

the two black horizontal lines. The particle-wall interaction of µr,p−w = 0.5 is
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below a standard deviation away from the average experimental slump length

shown in Fig. 14.

6.2.5. Settings for the final simulations of the DISAMATIC process

The results from the calibration of the DEM model are listed in table 5

where the general simulation settings were presented in table 4.

[Table 5 about here.]

7. Results of the DISAMATIC process and simulations

7.1. Experimental air pressures measured from the sensors

For the selected sand shot in case 1, the measured air pressures can be seen

as a function of time in Fig. 15. The air pressure builds up in the hopper (black

line) in the start of the sand shot as the pressure decreases in the air tank (black

dotted line) shown in Fig. 15. The pressure in the hopper starts to decrease after

t1 when the green sand has reached the bottom line l1 of the chamber shown

earlier in Fig. 4(b). The pressure decrease in the hopper is due to a equilibrium

pressure is reached with the air tank and the air pressure now drops and the air

flow propagates towards the chamber. In Fig. 15 the duration of time from t0 to

t1 is longer than the subsequent next time intervals t1 to t2 etc. which is due to

the larger pressure difference in the hopper versus the chamber. Video footage

of the times t0 − t7 are shown in Fig. 4(a)-(h) for the selected sand shot in case

1. The filling times of the two cavities with the top cavity times tt,1− tt,2 (red)

and the bottom cavity times tb,1 − tb,2 (blue) are shown in Fig. 15.

[Figure 15 about here.]

The green sand starts entering the chamber at the monitored time of t0 at this

time the air pressure in the top of the chamber starts slowly to increase which is

shown in Fig. 16 for the three selected cases. The air pressure in the top of the

chamber shown in Fig. 16 is plotted from the time of t0 where the green sand

starts to enter the chamber, which is chosen to be the initial starting time for
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the simulations. The three plotted pressures are applied as the sand slot inlet

pressure in the CFD-DEM simulations with the minimum pressure of zero.

[Figure 16 about here.]

7.2. The filling times t0 − t7 of the chamber

The selected experimental and simulation filling times for case 1 are shown

in Fig. 17 for the initial starting time of t0 = 0.

[Figure 17 about here.]

The constant velocity of 7 m
s and 5 m

s have the shortest filling times in the

initial part of the simulated sand shot t1 − t4 whereas the later filling times

are too long t4 − t7. The filling times of the time dependent velocity vy(t) has

the best agreement with the experiments and the two stage time dependent

velocity function v2y(t) has the second best agreement with the experiment.

The starting velocity of v1 for both of the time dependent velocities were set

too slow because the simulated filling time of t1 was too long when compared

to the experimental time shown in Fig. 17.

The filling times of the simulations and the selected experiment in case 1 are

in good agreement with the other selected cases case 2 and case 3.

7.3. The sand deposited in the two cavities

[Table 6 about here.]

The deposited masses in the two cavities from the three cases and the selected

experiments are listed in table 6. Considering all the experimental cases, case

2 showed the largest mass of deposited sand in both the top cavity and bot-

tom cavity, being 1220 g and 933 g, respectively. As earlier mentioned one

experiment was selected for simulation for each of the three cases considered.

The simulated masses in the two cavities are monitored with respect to time

and compared to the selected experiment for the three cases shown in Fig. 18

- Fig. 20. For all the three cases of the CFD-DEM simulations the deposited
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mass in the two cavities were overestimated when compared to the selected

experiments. For case 3 the CFD-DEM simulations had better agreement with

the selected experiment shown in Fig. 20 as compared to the other simulated

cases.

[Figure 18 about here.]

[Figure 19 about here.]
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For case 1 and case 2 the deposited mass in DEM simulations’ for the two

cavities are underestimated when compared to the selected experiments shown

in Fig. 18 - Fig. 19, except for vy(t) in the top cavity shown in Fig. 19(b) plotted

with the blue dotted line. In case 3 the DEM simulations has a good agreement

with the selected experiment shown in Fig. 20, except for vy(t) in especially the

top cavity which is shown in Fig. 20(b) which is due to the high particle velocity

in the end of the simulation shown earlier in Fig. 10(a).

The inlet velocity for the DEM particles in the simulated sand shot was

initially larger for the two constant inlet particle velocities as compared to the

simulations with the time dependent velocities and thereby the particles entered

earlier in the bottom cavity in all the three simulated cases with DEM.

[Figure 20 about here.]

7.4. The qualitative flow behaviour

The CFD-DEM simulated results of case 1 - 3 are shown in Fig. 21. The

three simulations overestimated the mass in the cavities as when compared to

the experiments and the DEM simulations. For the cases 1 and 2 simulated air

velocities in the cavities were around 15−30 m
s as compared to case 3 where the

cavity air velocities were around 10−20 m
s . When comparing case 2 to both case

1 and case 3 in Fig. 21(middle figures) the particles have greater velocities and

a more pronounced particle jet when the particles entered the bottom cavity.

When comparing the simulations to the experiments shown in Fig. 21 all the

simulations were in good agreement with the experiments with respect to the

sand pile shape at the time t=0.50 s.

[Figure 21 about here.]
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8. Conclusion

In the present paper the sand shot in the DISAMATIC process was inves-

tigated with three different air vent settings with respect to the mass of green

sand deposited in two cavities, this investigation was performed experimentally

as well as simulated. For the three cases all the simulations were performed with

only the discrete element method (DEM) and additionally with the discrete el-

ement method (DEM) combined with computational fluid dynamics (CFD) de-

noted CFD-DEM. The CFD part took into account the influence and coupling

of the airflow.

From the experiments the following conclusions can be drawn: With the

standard air vent settings (case 1) where all the air vents were open, the experi-

ments showed the second largest average mass in the top cavity as expected and

the smallest average mass in the bottom cavity, although the average mass in

the bottom cavity was only 5.1 % smaller as compared to the case with half of

the air vents closed in the cavities (case 3). When 52 out of 164 of the air vents

were blocked in the chamber (case 2) it gave an enhanced local air flow through

the cavities and as expected the mass in the two cavities were largest with at

least 21.2 % difference from the other cases. With half of the air vents blocked

in the cavities (case 3), the smallest average mass in the top cavity was observed

and the second smallest average mass in the bottom cavity was observed. Thus,

the local air flow can be controlled e.g. by blocking air vents in the chamber

and therefore increasing the local air flow through the air vents placed in the

cavities as done in case 2. Decreasing the number of air vents in the cavities

as done in case 3 decreased the deposited mass of green sand in the cavities as

compared to case 2.

From the simulations the following conclusions can be drawn: With the

chosen particle flow rates and particle velocities it was possible to simulate the

deposited mass of green sand in the cavities and the qualitative flow behaviour.

Larger inlet velocities for the DEM particles increased the final mass in the

cavities.
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The CFD-DEM simulations show larger masses in the cavities than the ex-

perimental results due to the air flow in the simulations still drags the particles

into the cavities at the end of the sand shot. The side air vents could not be

simulated due to the running time of the number of DEM particles when simu-

lating a larger part of the chamber and thereby the volume of air that exits the

cavities is correspondingly overestimated. In case 3 the CFD-DEM simulations

were in better agreement with the selected experiment due to the lower air inlet

pressure in the simulations which gave subsequently lower air velocities through

the cavities.

Predictions of the mass of the green sand in the cavities were obtained with

good agreement by the DEM simulations however with a tendency to underes-

timate the mass.

The CFD-DEM simulations predict the cavity fillings times better as com-

pared to the DEM simulations although the CFD-DEM simulations still show

too long filling times for the cavities as compared to the experiments. The

results indicate that it is important to include the influence of the air flow in

pneumatic transport of granular material including the 2-way coupling between

the phases.
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Figure 1: The sand pile simulation (left), the slump experiment (middle) and the slump
simulation (right) are used to calibrating the particle static friction coefficient (µr,p−p), the
particle-particle cohesion value (Wp−p) and the DEM paticle density (ρDEM

∗). The simulated
bulk density inside the box is denoted ρsim, the loose experimental density inside the cylinder
is ρexp and the DEM particle density in the slump simulation is ρDEM

∗. The edited figure
to the left are originally from [11].
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Figure 2: The slump cylinder test: experiment (top) and simulation (bottom). The slump
filling (left), wall removal (middle) and the measurements of the slump length lp = 1

2
(lx + ly).
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Figure 3: The sand shot: (a) The hopper is filled with green sand. (b) The sand shot fills
the mold chamber and cavities with green sand. (c) The swing plate (SP) opens to access
the green sand in the two cavities. The air pressures are monitored by sensors in the air
tank (light black cross), the shot valve (green cross), the hopper (black cross), the top of the
chamber (red cross) and the bottom of the chamber (blue cross).
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(a) Sand enters the chamber at t0 (b) t1
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Figure 4: (a) Video footage of the green sand starting to enter the chamber where this
occurrence is defined by the time t0. In the chamber seven equally spaced lines are drawn
and indicated by the names l1 − l7. (b)-(h) When the sand passes the seven lines, the seven
filling times are recorded t1 − t7.
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(a) tred (start). (b) t1 sand enters. (c) t2 black camera.

Figure 5: Video footage of the green sand filling of the cavity where a camera is placed in
each cavity. (a) The red light indicates when the activation of the sand shot valve occurs. (b)
The green sand entering the cavity t1. (c) The filling of cavity by the green sand blocking the
camera view t2.
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Figure 6: The air flow rate (Q) through the air vent as a function of the pressure drop (∆P ).
The chamber air vent permeability is denoted ac (blue line) and the pattern plate air vents
permeability is denoted ap (black line) .
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Figure 7: (a) The chamber top view showing the two air outlets - one on the SP side and
one on the PP side. (b) The chamber side view with the placements of pressure sensors (top
and bottom), side air vents, sand slot, SP side, PP side. (c) The chamber SP view with the
pattern plate area for the two air vent areas indicated by name air outlet.
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Figure 8: The flow rate found from the chamber measurements and the video footage in the
chamber. The chamber is divided into the different areas (A1 −A7) that are filled with green
sand at the subsequent times (t1 − t7).
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Figure 9: The average experimental filling times of t0 − t7 for the three cases 1 - 3(dotted
lines) and the three selected experimental filling times from cases 1 - 3(full lines).
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vy(t) for the three cases. The two stage time dependent velocities v2y(t) and the constant
velocities for the three cases
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Figure 11: Placements of the boundaries.
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Figure 12: The black diamond is the mean height of the green sand pile experiment of
0.054 m± 0.002 m (black horizontal lines).
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Figure 13: Plot of the density: The black diamond is the mean density of the green sand pile
experiment of 902± 30 kg

m3 (thin black line). The DEM simulations were made for the settings

for the cohesion value Wp−p = 0.3 J
m2 (blue dotted line).
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Figure 14: The black diamond is the mean length (diameter) of the green sand slump exper-
iment of 0.186± 0.0548 m with the standard deviation of σ = 5.48 mm (thin black line).
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Figure 15: Example from Case 1: The pressure as a function of time is shown in the positions
listed from the top to the bottom: The air tank (black dotted line), the shot valve (green), the
hopper (black line), the top of the chamber (red line) and the bottom of the chamber (blue
line). The atmospheric pressure is used as the reference pressure. The filling times t0 − t7 in
the chamber from the chamber camera v1 (black dotted lines).
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Figure 16: The three cases of experimental pressures measured at the top of the chamber as a
function of time with the initial starting time of t0 = 0.0 s. The atmospheric pressure is used
as the reference pressure.

47



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

t0 t1 t2 t3 t4 t5 t6 t70

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

t
[s
]

Case 1: Average
Case 1: Selected
vy(t) CFD-DEM
v2y(t) CFD-DEM
5 m

s
CFD-DEM

7 m

s
CFD-DEM

vy(t) DEM
v2y(t) DEM
5 m

s
DEM

7 m

s
DEM

Figure 17: The experimental and simulation filling times of t0 − t7 for case 1.
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Figure 18: Case 1: The mass as a function of time for the bottom cavity (a) and for the top
cavity (b).
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Figure 19: Case 2: The mass as a function of time for the bottom cavity (a) and for the top
cavity (b).
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Figure 20: Case 3: The mass as a function of time for the bottom cavity (a) and for the top
cavity (b).
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  Case 1    Case 2    Case 3  

Figure 21: For the selected three cases: The time dependent velocity vy(t) simulation at
time t=0.50 s. (Top) The velocity of the air phase. (Middle) The velocity of the particles.
(Bottom) The experimental video footage at time t=0.50 s.
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Table 1: The experimental air vents settings in the chamber for the three cases. In case 2, 62
air vents of the type ac are blocked in the chamber. Case 3, 14×2 air vents of the type ap are
blocked in each cavity on the pattern plate.

Case 1 2 3
SP top air vents opened (ac) 52 0 52
PP air vents, opened (ac) 112 112 112

Pattern plate air vents opened (ap) 2×28 2×28 2×14
Side air vents opened, (n) 2×37 2×32 2×37

Total opened air vents (ac + ap) 294 232 266
Experimental repetitions 7 3 3
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Table 2: Simulating of the air vent’s settings in the chamber for the three cases. (a) Two sets
of air vents are placed on the pattern plate, one in each cavity.

Case 1 2 3
SP air vents, (n) 52 0 52
ASP , [m

2] 507.6 ×10−4 No 507.6 ×10−4

βSP , [
m
s ] 766.2 No 766.2

PP air vents, (n) 112 112 112
APP , [m

2] 1296 ×10−4 1296 ×10−4 1296 ×10−4

βPP , [
m
s ] 908.3 908.3 908.3

Pattern platea, (n) 28 28 14
Ap, [m

2] 285.0 ×10−4 285.0 ×10−4 142.5 ×10−4

βp, [
m
s ] 435.0 435.0 435.0
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Table 3: Results from the test of the green sand calibrating the model.

Material property average std Rep.
Static friction coefficient µs,p−p 0.57 ±0.04 90
Static friction coefficient µs,p−p 0.33 ±0.02 26
Sand pile height hp 52× 10−3 m 2× 10−3 m 15

Density ρBulk 902 kg
m3 ±30.0 kg

m3 27
Slump length lp 186× 10−3 m 5.48× 10−3 m 25
Compactability 36 % ±2.1 % 27
Water content % 3.5 % ±0.2 % 42
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Table 4: General material values for all the simulations.
Material property Value
DEM particle radius, (R) 0.001 m
Solid density of the chamber wall (ρwall) 7500 kg/m3

Youngs modulus of the green sand, (Ep) 17000 MPa
Youngs modulus of the chamber wall, (Ew) 200000 MPa
Poisson ratio of the green sand, (ν) 0.3
Poisson ratio of the chamber wall,(ν) 0.3
Coefficient of restitution particle-particle, (en) 0.01
Coefficient of restitution particle-wall, (et) 0.01
Gravity (g) 9.82 m

s2

Particle-wall static friction, (µs,p−w) 0.33
Particle-particle static friction, (µs,p−p) 0.57
The simulation time step, (∆t) 10−5 s
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Table 5: The calibrated DEM model for simulating the DISAMATIC process.

Material property Value
Particle-particle rolling friction coefficient (µr,p−p) 0.4
Particle-particle cohesion work (Wp−p) 0.3 J

m2

Particle density ρDEM
∗ 1900 kg

m3

Particle-wall rolling friction coefficient (µr,p−w) 0.5
The simulation time step, (∆t) 10−4 s
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Table 6: (left) Masses in the two cavities from the three cases together with the selected
experiments. (right) The compactability test results from the three cases.

Case Rep. Bottom cavity [g] Top cavity [g] Rep. ρsand [kg/m3]
1 7 593±189 961±237 18 920±50.1
1 Selected for simulation 792 1118
2 3 933±215 1220 ±72.5 9 970±19.7
2 Selected for simulation 1100 1284
3 3 623±47.7 687±30.2 9 937±28.6
3 Selected for simulation 674.8 721
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Graphical abstract

       Case 1                         Case 2                          Case 3                            

  

• The DISAMATIC process and the geometry with the two specially de-

signed cavities for the simulation and the experiment.

• Case 1, case 2 and case 3 for the simulated air flow (top row), the simulated

granular flow (middle row) and the experimental flow profile (bottom row).

29



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

Highlights

• The calibration of the DEM model was performed with several experi-

ments.

• A special cavity geometry was designed for investigating the locally depo-

sition of green sand during the DISAMATIC process.

• Comparing the dynamics of the granular flow process to DEM and CFD-

DEM simulations.
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An Analytical Solution Describing the Shape of a Yield Stress
Material Subjected to an Overpressure

E. Hovad∗,†, J. Spangenberg∗, P. Larsen†, J. Thorborg∗∗ and J.H. Hattel∗

∗Process Modelling Group, Department of Mechanical Engineering, Technical University of Denmark, Nils
Koppels Allé, 2800 Kgs. Lyngby, Denmark.

†DISA Industries A/S, Højager 8, Høje Taastr., 2630 Taastrup, Denmark
∗∗MAGMA, Kackertstr. 11, 52072 Aachen, Germany.

Abstract. Many fluids and granular materials are able to withstand a limited shear stress without flowing. These materials
are known as yields stress materials. Previously, an analytical solution was presented to quantify the yield stress for such
materials. The yields stress is obtained based on the density as well as the spread length and height of the material when
deformed in a box due to gravity. In the present work, the analytical solution is extended with the addition of an overpressure
that acts over the entire body of the material. This extension enables finding the shape of a yield stress material with known
density and yield stress when for instance deformed under water or subjected to a forced air pressure.

Keywords: Rheology, Yield stress, Analytical solutions
PACS: 81.05.Je, 02.60.Lj, 47.56.+r, 83.10.-y

INTRODUCTION

Yield stress materials come in many varieties such as green sand [1], concrete [2], and ceramic slurries [3]. Recently, 
an analytical solution was derived to determine the yield stress of a given material (i.e. a very fluid concrete also 
known as a self-compacting concrete) [4]. The solution utilizes the density along with the height h0 and spread length 
L measured in the LCPC-box test in order to back out the yield stress. The LCPC-box test is performed by pouring 
6 liters of material into a box with a height of 0.12 m, a width of 0.2 m, and a length of 1 m, see fig. 1(a-b). This 
methodology is a cheap low-tech procedure to obtain the yield stress which often is a key parameter when evaluating 
the flowability of yield stress materials.

FIGURE 1. (a) LCPC BOX test and (b) height h0 and length L in the LCPC BOX test are correlated to the yield stress, figures
from [5].

In this paper, the analytical solution is presented with an overpressure. This new solution mimics a situation where the
yield stress material deforms for instance subsurface or when exposed to an additional air pressure.The deformation is
expressed as the length as a function of the height while the input parameters needed are the density and yield stress.
In the following, the new solution is first derived in three- and two dimensions and afterwards plotted for different
pressures.
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3D ANALYTICAL SOLUTION WITH AN OVERPRESSURE

The forces acting on an infinitesimal slice of the yield stress material in the LCPC-box comes from the friction at the
bottom and side walls, the hydrostatic pressure, and the overpressure, see fig. 2.

FIGURE 2. An illustration of the friction from the bottom and side walls, the hydrostatic pressure, and the overpressure that act
on an infinitesimal slice of the yield stress material in the LCPC-box. The figure is edited from [4] and originates from [5].

The force equilibrium is given by,

(P+
1
2

ρgh)hl0 − (P+
1
2

ρg(h+dh))(h+dh)l0 − τ0dxl0 −2τ0hdx = 0 (1)

where P is the overpressure, ρ is the density, g is the gravitational acceleration, h is height, l0 is the width of the box
and τ0 is the yield stress. Note that the increment dh is negative due to the decreasing height of the material in the box
and that the vertical overpressure is eliminated by the reaction force from the bottom and thereby transferred into a
horizontal overpressure.
Assuming that dh2 is negligible one obtains,

(
P

ρg
+h

)
dh
dx

=−
(

τ0 +2τ0
h
l0

)
1

ρg
(2)

Solving the differential equation yields the length as a function of the height,

x(h) =
(h0 −h)ρgl0

2τ0
+

(
l2
0ρg
4τ0

− Pl0
2τ0

)
ln
(

2h+ l0
2h0 + l0

)
(3)

Note that if P = 0, then the original solution from [5] is obtained x(h) =
(h0−h+ l0

2 ln( 2h+l0
2h0+l0

))ρgl0
2τ0

. The integral of the
material is given by the following when assuming that h does not vary with l0,

V = l0
∫ h0

0
x(h)dh = l0

∫ h0

0

(h0 −h)ρgl0
2τ0

+

(
l2
0ρg
4τ0

− Pl0
2τ0

)
ln
(

2h+ l0
2h0 + l0

)
dh (4)

Based on the initial volume and width and the assumption that A = V
l0

, one obtains,

A =
∫ h0

0
x(h)dh =

ρgl0
2τ0

∫ h0

0
h0 −h+

(
l0
2
− P

ρg

)
ln
(

2h+ l0
2h0 + l0

)
dh (5)

which yields,

A =
l0

8τ0

(
2ρgh2

0 −2l0h0ρg+4Ph0 +
(
2Pl0 −gl2

0ρ
)

ln
(

l0
l0 +2h0

))
(6)

Now h0 can be found iteratively e.g. with the Newton Raphson method. Utilizing h0 in eqn. (3) together with a known
viscosity and density facilitates the solution for the deformed yield stress material.
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2D ANALYTICAL SOLUTION WITH AN OVERPRESSURE

In the ideal 2D case, as opposed to the 3D case, there is no influence from the front and back lateral walls (l0 → ∞),
see fig. 3.

FIGURE 3. An illustration of the friction from the bottom, the hydrostatic pressure, and overpressure that act on an infinitesimal
slice of the yield stress material in the ideal 2D case. The figure is edited from [4] and originates from [5].

The force equilibrium is now given by,

(P+
1
2

ρgh)h− (P+
1
2

ρg(h+dh))(h+dh)− τ0dx = 0 (7)

Assuming that dh2 is negligible one obtains,

(P+ρgh)
dh
dx

=−τ0 (8)

Solving the differential equation yields the height as function of the length,

h(x) =
−P+

√
P2 +2ρg(τ0L− τ0x)

ρg
(9)

or the length as function of the height,

x(h) =
h2

0ρg
2τ0

− h2ρg
2τ0

+
Ph0

τ0
− Ph

τ0
(10)

Note that if P = 0, then the original solution from [5] is obtained x(h) = h2
0ρg
2τ0

− h2ρg
2τ0

.
The integral, giving the area, can be expressed as,

A =
∫ h0

0
x(h)dh =

∫ h0

0

h2
0ρg
2τ0

− h2ρg
2τ0

+
Ph0

τ0
− Ph

τ0
dh (11)

Solving the integral yields,

A =
ρgh3

0
3τ0

+
h2

0P
2τ0

(12)

h0 is then given by,

h0 =
C

1
3

2ρg
+

P2

2ρgC
1
3
− P

2ρg
(13)

Where C = 12Aτ0ρ2g2+2
√

6
√

Aτ0(6Aρ2g2τ0 −P3)ρg−P3. Utilizing h0 in eqn. (10) together with a known viscosity
and density facilitates the solution for the deformed yield stress material.
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Results and Discussion

The final deformed shapes of a yield stress material obtained with the 3D and 2D analytical solutions are illustrated
in Fig. 4. The material properties chosen are a density of 1000 kg/m3 and a yield stress of 100 Pa. The applied over
pressures are 0 Pa, 10 Pa, 100 Pa, 1000 Pa and 10000 Pa.
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FIGURE 4. Final deformed shapes of a yield stress material obtained with the (a) the 3D analytical solution and an initial volume
of 6 liters and a width of l0=0.2 m, (b) the 2D analytical solution and an initial area of 0.03 m2 and an infinte width l0 → ∞. The
physical settings are the same for the two simulations: a density of 1000 kg/m3, a yield stress of 100 Pa, and an overpressure that
varies between 0 Pa and 10000 Pa. Note the different length scales on the axes.

Generally the horizontal pressure squeezes out the material, thereby increasing the spread length L and decreasing
h0 as seen in fig. 4. For small overpressures, the profile becomes more parabolic, while it becomes more and more
linear when the overpressure starts to dominate. The figure also illustrates that the spread length for the 3D solution is
somewhat less than for the 2D solution especially for low over pressures, since the 3D solution takes into account the
friction at the front and back wall.

CONCLUSION

In the present work an extension of the original solution in [5] for the shape of a yield stress material under the
influence of gravity has been derived with an over pressure. The basic force in both 2D and 3D equilibrium for an
infinitesimal fluid element is established and the resulting differential equations are solved analytically. The final
deformation shapes are plotted as a function of distance for increasing values of the overpressure and it is noticed that
the shape tranfers from parabolic to a more linear shape for increased values of the overpressure.
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Abstract Two types of filler from crushed sand were mixed with cement paste 
with constant superplasticizer dosage per mass of cement to investigate how their 
shape affects the rheology. The fillers were mylonitic quartz diorite and limestone 
produced using Vertical Shaft Impact (VSI) crusher and air classification, and had 
length/thickness (L/T) aspect ratios of 2.00 and 1.82, respectively. The particles 
were characterized with X-ray micro-computed tomography, coupled with 
spherical harmonic analysis to mathematically describe the full 3-D shape of the 
particles, while the rheological performance was quantified with the slump flow 
test (i.e. mini cone). The shape effect was isolated in the experiments by the use of 
non-overlapping bimodal particle distributions of cement particles with a number 
average diameter of ≈0.01 mm and filler particles with a number average diameter 
of ≈0.1 mm. The two filler types were tested with a range of χ-values (volume of 
cement divided by total volume of solids). The flowability of the matrix increased 
with decreasing aspect ratios of the filler. However, the χ-value at which the 
maximum volume fraction threshold was obtained varied for the two filler types. 
Subsequently, a discrete element model was utilized to simulate the experimental 
data, thereby providing an initial step toward a numerical tool that can assist when 
proportioning self-compacting concrete with high volumes of crushed sand fines. 

Keywords: Crushed sand filler, shape effect, rheology, numerical 
modelling, aggregate proportioning 
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Introduction 

The use of crushed sand filler in concrete production is increasing due to shortage 
of natural aggregate deposits around the world. This development has implications 
for the rheological behaviour of the concrete as the crushed sand particles are less 
equi-dimensional than natural sand grains. The effect of particle shape has been 
studied by a number of researchers and found to affect rheology to various degrees 
depending on parameters such as length/width (L/W) ratio [1], packing ability [2], 
and the cubicity of the particle [3]. However, still more knowledge is needed to 
account for the filler shape in the design phase of concrete proportioning. 
Consequently, here the effects of particle shape of industrially produced crushed 
sand filler on flow are investigated by experiments and modelling to improve the 
understanding of the effect of the shape of the fines on rheology. This would allow 
progress in the development and optimization of crushed sand for concrete. The 
first part of the paper describes the methodology used to characterize the shape of 
the two filler types (i.e. mylonitic quartz diorite and limestone) and the procedure 
used to quantify the rheological behaviour of the matrix (comprising water, 
superplasticizer, cement, and filler). This is followed by a description of the 
governing equations and calibration of the discrete element method (DEM) 
computational fluid dynamics model that is used to mimic the experimental 
findings. Finally, the experimental and numerical results are analysed and the 
model’s potential utility for proportioning self-compacting concrete (SCC) is 
discussed.    

Experiments 

The characterization of the shape of the mylonitic quartz diorite and limestone was 
carried out with X-ray micro-computed (μCT) tomography, coupled with spherical 
harmonic (SH) analysis to mathematically describe the full 3-D shape of the 
particles. The methodology is described in depth by Cepuritis et al. [4, 5]. In 
general, the procedure involved casting 5 vol% of crushed powders in epoxy and 
allowing hardening without segregation. After hardening, the samples were 
scanned using μCT equipment and complete three-dimensional renderings of the 
digitized particle size and shape were obtained within the limitation of the voxel 
size used. The SH coefficients [6] were generated using the μCT data for each of 
the particles. The SH approach gives an analytical, differentiable mathematical 
form for the particle surface and volume, so one can compute any geometric 
quantity of the particle that can be defined by integrals over the volume or the 
surface, or over points on the surface or within the volume. The average equivalent 
particle size was ≈0.01 mm for the cement (determined by wet-method laser 
diffraction) and ≈0.1 mm for the two filler types (volume equivalent particle 
diameter = VESD, obtained from the μCT SH analysis), see Fig. 1. The mean 
aspect ratios (length/thickness =L/T and length/width=LW) describing mutually 
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orthogonal dimensions which form a box that just encloses a particle were the 
following for the two filler fractions: 

 Mylonitic quartz diorite: L/T = 2.00 and L/W = 1.38 as number-weighted
mean values and L/T = 2.09 and L/W = 1.39 as volume-weighted mean
values;

 Limestone: L/T = 1.82 and L/W = 1.32 as number-weighted mean values
and L/T = 1.90 and L/W = 1.30 as volume-weighted mean values.

The L/T aspect ratios of separate bins of particles from the mylonitic quartz diorite 
and limestone samples are provided in Fig. 2. Examples of 3-D images (created 
with Virtual Reality Modelling Language, VRML) based on the SH method of 
approximating the shape [6] of the two filler types, having the same aspect ratios as 
introduced above, are shown in Fig. 3. 

Figure 1. The mass- (or volume-) weighted particle size distributions of the 
cement, mylonitic quartz diorite and limestone.  

Figure 2. The volume weighted average L/T aspect ratio as a function of the size of 
the two fillers. Size given as volume equivalent sphere diameter (VESD). The 

average L/T for each size is based on a high enough number of particles to give 
converging L/T [5]. 
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Figure 3. VRML images of particles based on the results from µCT scanning and 
SH analysis; (a), (b) two views of a mylonitic quartz diorite particle of VESD = 52 

µm, L/T = 2.00 and L/W = 1.38; (c), (d) two views of a limestone particle of 
VESD = 52 µm, L/T = 1.82 and L/W = 1.32. The number-weighted particle aspect 

ratios represents the mean values of the whole powder samples, as introduced 
above. 

The density measurements of the three particles were performed with He-
pycnometry. The density was 3130 kg/m3 for the cement and 2770 kg/m3 for both 
fillers. Measurements of compacted dry packing gave slightly lower values (0.526) 
for T1 Quartz than for T6 Limestone (0.536) as expected from differences in 
average L/T and similar PSD. The procedure used to mix the matrix was developed 
by Ng et al. [7] and consists of five steps: 1. dry mixing the cement and the filler in 
question; 2. adding the water and superplastisizer (10 g per kg cement); 3. mixing 
the matrix for 2 minutes; 4. pausing the mixing for 1 minute; 5. mixing the matrix 
for additional 2 minutes. The mixing was conducted with a drill machine with a 
whisk-shaped drill in a plastic cylinder with a diameter of 11 cm and a height of 
29.7 cm. The rheological characterization of the matrix was carried out with the 
slump flow test. The mini cone used for the test had a height of 73 mm, a lower 
diameter of 89 mm, and an upper diameter of 39 mm, making the cone of similar 
size as the one used by Roussel et al. [8] when relating the mini-cone test to 
Abrams cone test.    

Numerical model 

In this work, the discrete element method (DEM) was used to simulate the flow of 
the matrix. The DEM method has previously been utilized to emulate the non-
Newtonian flow behaviour of fresh cementitious materials in the J-ring test [9], 
slump flow test [10], and LCPC-box test [11]. The DEM method is an approach 
where particles are included for discretization purposes (e.g. to describe the flow of 
a fluid in which the particle could be seen as a virtual particle) and/or for 
representation of aggregates. In our numerical model, particles were used to 
discretize the flow of the water as well the movement of cement and filler particles. 
The model was developed in the commercial software STAR-CCM+. The 
governing equations that were solved to obtain the flow behaviour of all three 
phases of the matrix are described in the following.   

(a)  (b) (c) (d)
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Normal direction. Hertzian contact mechanics was used [12]. The normal 
interaction force between the particles i and j is given by  

 Fnij
 nij Kn nij

3/2  Nnvnij
,    (1) 

where nij is the normal vector of the plane of the two particles, Kn is the stiffness 

in the normal direction, nij
is the normal overlap, Nn is the normal damping

coefficient, and vnij
is the normal relative velocity.

Tangential direction. A simplified Mindlin model was used [13]. The tangential 
force between the particles i and j is defined as 

 Ftij
 Kt

t ij

t ij

 tij

3/2  Ntvtij
,     (2) 

where subscript t denotes the tangential direction and ijt  is the tangential 

displacement given by the product of the tangential relative velocity and the time 
increment.  

Rolling resistance. The torque from the rolling resistance that counteracts the 
tangential force is defined as 

 (3) 

where  is the relative rotation between the particle i and j, r  is coefficient of 

rolling friction, and Req  is equivalent radius. 

Cohesion force. The cohesion force is obtained with the Johnson-Kendall-Roberts 
model with the factor of -1.5,  

 Fcoh  1.5nijRmin W,    (4) 

where  Rmin  is the radius of the smallest particle in contact and W is the constant 

work of cohesion. 

Summing forces and torques. The total force on the particle is given by 
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 Fi
tot  mig+ Fnij

Ftij
Fcoh j ,                                           (5) 

where mi  is the mass of particle i and g is gravity. The total torque is given by 

 

 Ti
tot  Ri nij Ftij j  Trol 

j ,                                            (6) 

 
where Ri  is the radius of particle i. From Eqns. (5) and (6), the acceleration, 

velocity and position are calculated incrementally for each time step by Newtons 
2nd law. 
 
The water and cement particles were both simulated as spheres with a diameter of 
0.0025 m, while the fillers where modelled by combining three spheres with a 
diameter of 0.005 m in order to obtain their individual aspect ratio. These choices 
had the following implications: 1. the hydrodynamic effect of the water decreased, 
as the water was modelled as hard spheres; 2. the cement particles would not as 
easily flow between the larger particles as the size ratio (size of cement particle 
divided by size of the filler) was less than 1:10; 3. the number of cement and filler 
particle interactions decreased as the cement and filler were modelled larger than 
their real size. However, in spite of these simplifications, we believe the model 
mimics the matrix in a sensible way. In Fig. 5, the particle that represents the 
mylonitic quartz diorite filler is shown (aspect ratio 2.00). The total number of 
particles used in each simulation was ~20,000 and the calculation time was a 
couple of days.  

 

 
Figure 5: The particle that represents the mylonitic quartz diorite filler. 

 
The simulation of the slump flow test was carried out by randomly filling the cone 
geometry with particles that represented the three phases, see Fig. 6. Subsequently, 
the cone geometry constraint was removed and the matrix was able to deform. 
Finally, the slump was computed when the matrix stopped flowing. 
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Figure 6. The initial condition for the numerical model. The three phases are water, 
cement, and mylonitic quartz diorite. 

Model Calibration 

The DEM approach requires a large set of material parameters such as a rolling 
resistance and cohesion value describing the interaction between two particles of 
the same phase, as well as the interaction between two different phases. In this 
study, these material parameters were obtained with an inverse analysis. Firstly, the 
rolling resistance and cohesion value were obtained for water and cement by fitting 
the numerically predicted slump to an experimental result where only those two 
phases were used. In this experiment, the volume fraction of the cement was 0.416. 
Secondly, the material parameters were acquired for each type of filler by a similar 
procedure, now keeping constant the properties of the water and cement and only 
calibrating the filler parameters. In this experiment, the total volume fraction of 
solids was 0.5 and the volume of cement divided with the total volume of solids, χ, 
was 0.1. After the calibration was performed, the rest of the experiments was 
simulated only by changing the volume fraction of the phases. The rolling 
resistance for all three phases was modelled with a coefficient of 0.2. In Table I, 
the cohesion parameter for the cement and fillers is shown. 

Table I. The DEM cohesion parameter for cement, mylonitic quartz diorite, and 
limestone. 

Material Interaction Cohesion [J/m2] 

Cement 
Water 

0.51 
Cement 

Mylonitic 
quartz diorite 

Water 

4.10 
Cement 
Mylonitic 
quartz diorite 

Limestone 
Water 

0.45 Cement 
Limestone 
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Results 
 
In Fig. 7, an example of the experimental and numerical slump flow test is 
illustrated. In this test, the matrix consisted of water, cement, and mylonitic quartz 
diorite. The volume fraction of solids in the matrix was 0.533 and χ was 0.35. The 
slump was found to be 205 mm and 195 mm in the experiment and simulation, 
respectively. Note that some of the simulated particles are detached from the bulk 
of the simulated material. This artefact is a consequence of the relative coarse 
discretization and is disregarded when calculating the numerical slump.  
 

        
Figure 7. (left) Experimental and (right) numerical slump flow test. 

 
In Fig. 8(left), the experimental slump results for the mylonitic quartz diorite and 
limestone based matrices are shown for different volume fraction of solids when 
using χ=0.35. The results illustrate that for a given volume fraction with this χ-
value, the limestone based matrix is more flowable than the mylonitic quartz 
diorite based matrix, which is expected, since the mylonitic quartz diorite has a 
greater L/T aspect ratio than the limestone. In addition, it is seen that the results 
can be approximated with a linear relationship and that this relationship can be 
used to approximate the volume fraction at which the matrix for the given χ-value 
does not flow (i.e. the slump is equal to the bottom diameter of the mini-cone). 
This volume fraction is here referred to as the volume fraction threshold. 
Comparing the experimental and numerical results for the limestone based matrix 
with χ=0.35, see Fig. 8(right), the predictions of the numerical model are within 
10% of the experiment values, but the slope (based on only 3 points) appears to be 
quite different resulting in a larger volume fraction threshold for the numerical 
results. A similar analysis to find experimental and numerical volume fraction 
thresholds for the two types of filler with χ=0.1, 0.4 and 1 is shown in Fig. 9. The 
experimental results indicate that the maximum volume fraction threshold is found 
at increasing χ-values when the aspect ratio of the filler increases. It is interesting 
to see that this trend is observed for aspect ratios that vary by less than 10 %, 
which emphasises the importance of taking the shape effect of the filler into 
account when proportioning SCC. The numerical predictions differ by 4-10 % 
(relative) from the experimental values, which is not bad, considering that the 
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cement and filler phases in the numerical model were calibrated for a single 
volume fraction at χ=1 and 0.1, respectively. In general, the numerical solution 
overestimates the volume fraction threshold and its gradient from χ = 0.35 to 0.4 
(in one case it predicts a wrong gradient), but it correctly accounts for the relative 
positions of the curves for the two aspect ratios. The discrepancies might be 
decreased by refining the discretization and/or exploiting other interactions models. 

Figure 8. (left) Experimental slump results and linear approximation for the 
mylonitic quartz diorite and limestone based matrices at different volume fraction 
of solids when using χ=0.35. (right) Experimental and numerical slump results and 
linear approximation for the limestone based matrices at different volume fraction 

of solids when using χ=0.35. 

Figure 9. Experimental and numerical volume fraction thresholds as a function of χ 
for the two types of filler.  

Conclusion 

In this paper, we isolated the shape effect of crushed sand fillers on rheology by the 
use of non-overlapping bimodal particle distributions of cement and filler. The 
experimental findings showed that the flowability of the matrix decreased with 
increasing aspect ratio of the filler, and that the maximum volume fraction 
threshold varied for the two types of filler. We used a DEM model to simulate the 
slump flow tests and obtained numerical predictions that were within 10 % of the 
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experimental results. The discrepancy resulted in a slight overestimation of the 
volume fraction threshold by the model. Nevertheless, the numerical results seem 
promising and we intend to further develop the DEM model by refining the 
discretization and exploring other interaction models. 
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ABSTRACT
The main aim of this paper is to characterize experimentally

the flow behaviour of the green sand that is used for casting of
sand moulds. After the sand casting process is performed, the
sand moulds are used for metal castings. The rheological prop-
erties of the green sand is important to quantify as they can be
used to evaluate whether the casting process will be successful.
In addition, the properties can potentially be implemented in a
computational fluid dynamics model which can be used as a tool
to optimize the process. The rheological experiments are carried
out on a MCR 502 rheometer with a new module for charac-
terizing granular materials. The new module enables viscosity
measurements of the green sand as function of the shear rate at
different flow rates, i.e. 0, 2, 4, 6, 8, 10, 12 and 15 L/min. The
results show generally that the viscosity decreases with both the
shear- and flow rate. In addition, the measurements show that
the green sand flow follows a shear-thinning behaviour even af-
ter the full fluidization point.

INTRODUCTION
Flow of granular materials is an important and complex

phenomenon that is relevant when trying to understand many
technical and natural processes, such as sand moulding, slurry

∗Address all correspondence to this author. Email: mjab@mek.dtu.dk

pipelines, fluidized beds, mining and milling operations, abra-
sive water jet machining, food processing, debris flows, and
avalanches. One main difficulty when studying granular ma-
terials is that it behaves differently depending on the way it is
handled. For strongly agitated particles, the granular material
behaves like a dissipative gas [1]. Whereas, for quasi-static de-
formations, it is often described by a plasticity theory [2]. In
between these two regimes, granular materials flows like a liq-
uid, and this is incompatible with the assumptions of the kinetic
theory [3, 4]. For this reason, a continuum treatment is often
used, in which the variables are averaged properties whose gov-
erning equations are derivable, in principle, from the known mi-
croscopic laws [5, 6].

Over the last decades there have been many theoretical
[7–11] and experimental [12–15] attempts conducted to charac-
terize dense granular flows in different configurations. Bakhti-
yarov and Overfelt reviewed related literature of the hydrody-
namics of aggregative fluidization (gas-solid beds) with special
emphasis on rheological quantification of silica sand [16]. They
also showed how to measured the apparent viscosity of fluidized
silica sand utilizing both Poiseuille flows (capillary viscometer)
and Couette flows (rotational viscometer) [17]. In this paper, we
focus on characterizing the flow properties of green sand that is
used to produce sand moulds for metal castings. The charac-
terization is carried out with a state-of-the-art device that allows
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for viscosity measurements while an air stream is forced through
the granular material. Being able to quantify the rheological be-
haviour under a given air stream is particular important for this
process, as the sand casting is performed by forcing green sand
from a hopper via an air overpressure into a cavity, see Fig. 1.
The paper is divided into three sections: 1) ’Experiments’ where
the material and experimental set-up is described; 2) ’Results’
where the viscosity measurements are presented and discussed;
3) ’Conclusion’ where the main findings are summarized.

FIGURE 1. Schematic illustration of green sand moulding.

EXPERIMENTS
The green sand used in the experiments consisted of sand,

bentonite clay (5 to 11%), pulverized coal and water (2 to 4%),
see Fig. 2. The water reacts with the bentonite clay and produces
a bind between the sand particles, which is one of the key pa-
rameters in controlling the fluidity of the green sand and thereby
differentiate its flow behavior from “normal” silica sand. All
measurements were carried out on a MCR 502 (Anton Paar, Os-
tfildern, Germany) rheometer with the powder cell seen in Fig.
3, in a profiled cylinder according to standard liquid rheologi-
cal tests (DIN 53019 , and ISO 3219 ) [18]. A pressure drop
test and a rheology test (viscosity as a function of the shear- and
flow rate) were performed. In the pressure drop test, the device
increases the rate of the air flow that is introduced from vents be-
low the sample and detects the volumetric flow rates that causes
a pressure drop in the cell. The drop indicates the minimum vol-
umetric flow that is needed to fully fluidize the sample, i.e. every
particle is surrounded by air and a homogeneous powder bed is
created. This test was carried out with a sample volume of 80 mL
(104.4 gr). In the rheology test, the air flow was kept fixed at dif-
ferent rates while the rotating velocity of the stirring blade was
increased. At the same time, the torque was continuously mea-
sured in order to back-out the apparent viscosity. This test was

carried out with a sample volume of 90 mL (114 gr) and before
every measurement the sample was fully fluidizded in a sample
preparation step.

FIGURE 2. Green sand sample used for shear dependent behaviour
measurements.

FIGURE 3. The powder cell.

RESULTS
Fig. 4 shows the results of the pressure drop tests for the

green sand. It can bee seen that the initial fluidization occurs at
the flow rate of approximately 5 L/min, while the full fluidiza-
tion of the green sand is taking place at a flow rate of approxi-
mately 10 L/min. The two test are identical and they have been
conducted to verify the reproducibility of the experiments.

2 Copyright c© 2016 by ASME
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FIGURE 4. Pressure drop measurement on green sand.

In Fig. 5, the viscosity as a function of the shear rate is plot-
ted for different flow rates. The results show that by increasing
the flow rate, the viscosity of the green sand decreases. The de-
crease in viscosity is more pronounced at lower flow rates (i.e.
from 0 to 2 L/min). Interestingly, the figure also depicts that the
viscosity decreases after the full fluidization point (10 L/min). In
addition, the measurements illustrate a shear-thinning behaviour
for all flow rates, and that this phenomenon is less dominant at
higher flow rates. A similar trend was observed for silica sand
in [16, 17].
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FIGURE 5. Shear dependent behavior of green sand at different flow
rates (viscosity vs. shear rate).

Influnce of an increase in the flow rate on the viscosity of the
green sand is depicted in Fig. 6. It can be seen clearly from the
results (for 50 and 100 rpm), that the same trend was found com-
pared to the results presented by Bakhtiyarov and Overfelt [16].

The differences in the magnitude are due to different samples—
silica sand and green sand—and different dimensions used for
sampling.
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FIGURE 6. Influnce of flow rate on the viscosty, compared to the
results from [16].

In Fig. 7, the shear stress as a function of the shear rate is
plotted for different flow rates. It can be seen that when extrapo-
lating the data towards zero shear rate, the green sand has a yield
point for any given flow rate. This yield point decreases with
increasing flow rate.
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FIGURE 7. Shear stress vs. shear rate relationship for green sand at
different flow rates.
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CONCLUSION
In this paper, we have characterized experimentally the flow

behaviour of the green sand. The rheological tests were con-
ducted on a MCR 502 (Anton Paar, Ostfildern, Germany) to
quantify the viscosity of the green sand as a function of the shear-
and flow rate.

We have shown that the green sand flow behaves like a shear-
thinning fluid, in which the viscosity is reduced by increasing the
shear rate. On the other hand, the viscosity of the green sand
is decreased by increasing the flow rate, and hence, the shear-
thinning behaviour becomes less pronounced.

We have moreover shown that there is a yield point in the
shear stress-shear rate curve for the green sand, and this yield
point decreases with increasing flow rate.

Finally, these information can be used as a tabular data in
conducting continuum based CFD simulations.
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An non-dimensionlized analytical solution describing the
shape of a yield stress material subjected to an overpressure
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Abstract. Many fluids and granular materials are able to withstand a limited shear stress without flowing. These materials
are known as yields stress materials. Previously, an analytical solution was presented to quantify the yield stress for such
materials. The yields stress is obtained based on the density as well as the spread length and height of the material when
deformed in a box due to gravity. In the present work, the analytical solution is non-dimensionalized and extended with the
addition of an overpressure that acts over the entire body of the material. This extension enables finding the shape of a yield
stress material with the known density and yield stress when for instance deformed under water or subjected to a forced air
pressure.

Keywords: Rheology, Yield stress, Analytical solutions
PACS: 81.05.Je, 02.60.Lj, 47.56.+r, 83.10.-y

INTRODUCTION

Yield stress materials come in many varieties such as green sand [1], concrete [2], and ceramic slurries [3]. Recently,
an analytical solution was derived to determine the yield stress of a given material (i.e. a very fluid concrete also
known as a self-compacting concrete) [4]. The solution utilizes the density along with the height h0 and spread length
L measured in the LCPC-box test in order to back out the yield stress. The LCPC-box test is performed by pouring
6 liters of material into a box with a height of 0.12 m, a width of 0.2 m, and a length of 1 m, see fig. 1(a-b). This
methodology is a cheap low-tech procedure to obtain the yield stress which often is a key parameter when evaluating
the flowability of yield stress materials.

FIGURE 1. (a) LCPC BOX test and (b) height h0 and length L in the LCPC BOX test are correlated to the yield stress, figures
from [5].

In this paper, the analytical solution is presented non-dimensionlized and with an additional overpressure. This new
solution mimics a situation where the yield stress material deforms for instance subsurface or when exposed to an
additional air pressure.The original two- and three dimensions analytical solutions is non-dimensionlized with respect
to a characteristic length scale derived from initial volume poured in the box. Three new non-dimensionlized numbers
are introduced via the characteristic length scale and they are density and characteristic length scale versus yield stress,
pressure versus yield stress and at last for the three dimensional case the width of the box versus characteristic length
scale. The deformation is expressed as the length as a function of the height non-dimensionlized characteristic length
scale while the original input parameters needed was the density and yield stress.Then the new solution is first derived
in two- and three in non-dimensionlized form and afterwards plotted for the three different non-dimensionlized
numbers. A parameter study of these three non-dimensionlized numbers effect on the solutions is investigated and
perfect connection is found between the two dimensional and three dimensional solutions with or without additional
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overpressure.

NON-DIMENSIONLIZING THE ORIGINAL ANALYTICAL 2-D SOLUTION

The original ideal 2-D case from [5] as illustrated in fig. 2 without pressure (P), gives the force equilibrium,

mg (1)

1
2

ρgh2− 1
2

ρg(h+dh)(h+dh)− τ0dx = 0 (2)

Assuming that dh2 is negligible one obtains,

ρgh
dh
dx

=−τ0 (3)

the characteristic length scale (S) is chosen from the initial yield stress material poured in the 2-D LCPC-box.
The length scale is the initial area (A) poured into the LCPC-box squared,

S =
√

A (4)

Using eqn. (4) to non-dimensionlize the variables x̃ = x
S and h̃ = h

S in eqn. (3),

ρgSh̃
dh̃
dx̃

=−τ0 (5)

Separating the variables non-dimensionlized variables,

ρgS
τ0

h̃dh̃ =−dx̃ (6)

the non-dimensionalized spread length number is introduced,

Ds =
ρgS
τ0

(7)

Note, Ds can be interpreted as the hydrostatic pressure that drives the flow versus the yield stress that resist the flow of
the yield stress material.
Inserting eqn. (7) in eqn. (6) and integrating to find the relation of the non-dimensionlized height h̃ as a function of the
non-dimensionlized length x̃,

h̃(x̃) =

√
2
(
−x̃+ L̃

)

Ds
(8)

Note the length L̃ is found from the function h̃
(
L̃
)
= 0, the height is zero at the length L̃.

The length variable x̃ can be found as a function of the height h̃,

x̃ = L̃− Ds

2
h̃2 (9)

the non-dimensional spread length can be found at x̃ = 0,

L̃ =
Ds

2
h̃0

2 (10)

Inserting eqn. (10) into eqn. (9) which gives the shape of the yield stress material as a function of the the non-
dimensionlized length of the box x̃ and non-dimensionlized height h̃,

x̃
(
h̃
)
=

Ds

2

(
h̃0

2− h̃2
)

(11)



Using the initial poured yield stress materials area (A) and thereby finding the final height h0 by integrating over the
height function x(h),

A =
∫ h0

0
x(h)dh (12)

inserting the original ideal 2-D dimensionlized solution x(h) = ρg
2τ0

(
h2

0−h2
)

from [5] into (12) and dividing with the
characteristic length scale squared (S2 = A) from eqn. (4),

A
S2 =

ρg
2τ0S2

∫ h0

0
h2

0−h2dh (13)

and inserting the non-dimensional spread length (Ds) eqn. (7) into (13),

1 =
Ds

2S3

∫ h0

0
h2

0−h2dh (14)

solving the integral yields and finding the non-dimensionel height h̃0 =
h0
S ,

h̃0 =

(
3

Ds

) 1
3

(15)

since the final height h̃0 is a function of only the parameter Ds in eqn. (15) the only parameter changing the final shape
of the yield stress material eqn. (11) is the non-dimensionalized spread length Ds,

x̃(h̃) =
1
2

(
3

2
3 D

1
3
s −Dsh̃2

)
(16)

Note that the interval for the height h̃ is 0 ≤ h̃ ≤ h̃0 =
(

3
Ds

) 1
3
, where the length is zero at the top height h̃0 of the

deformed yield stress material x̃(h̃0) = 0.
The spread length L̃ can also be expressed only by Ds from inserting x̃(h̃ = 0) = L̃,

L̃ =
3

2
3 D

1
3
s

2
(17)



2D ANALYTICAL SOLUTION WITH AN OVERPRESSURE

The original 2-D case from [5] with an additional overpressure, see fig. 2.

FIGURE 2. An illustration of the friction from the bottom, the hydrostatic pressure, and overpressure that act on an infinitesimal
slice of the yield stress material in the ideal 2D case. The figure is edited from [4] and originates from [5].

The force equilibrium is now given by,

(P+
1
2

ρgh)h− (P+
1
2

ρg(h+dh))(h+dh)− τ0dx = 0 (18)

Assuming that dh2 is negligible one obtains,

(P+ρgh)
dh
dx

=−τ0 (19)

using the characteristic length scale (S) from eqn. (4), gives the non-dimensionalized variables x̃ = x
S and h̃ = h

S ,
(

P
τ0

+
ρgS
τ0

h̃
)

dh̃ =−dx̃ (20)

Introducing the non-dimensional pressure number,

Dp =
P
τ0

(21)

and using the non-dimensional spread length Ds eqn. (7) in eqn. (20),

(Dp +Dsh̃)dh̃ =−dx̃ (22)

Integrating yields the height as function of the length,

h̃(x̃) =
−Dp +

√
D2

p−2Ds(x̃− L̃)

Ds
(23)

Note the length L̃ is found from h̃
(
L̃
)
= 0, where the height is zero.

The x̃ length can be found as a function of the height h̃,

x̃(h̃) =−Ds
h̃2

2
−Dph̃+ L̃ (24)

The non-dimensional spread length L̃ is found at x̃(h̃0) = 0,

L̃ = Dph̃0 +Ds
h̃0

2

2
(25)



inserting the length L̃ from eqn. (25) into eqn. (24) gives the length as a function of the height non-dimensiolized.
The final shape of the yield stress material from the non-dimensionlized length x̃ as a function of the non-
dimensionlized height h̃,

x̃(h̃) = Ds

(
h̃0

2

2
− h̃2

2

)
+Dp

(
h̃0− h̃

)
(26)

From the area A of the initial yield stress material and integrating over the dimensional solution x(h), the dimensional
solution can be found by multiplying eqn. (26) with eqn. (4). Then the height can be found,

A =
∫ h0

0
x(h)dh =

∫ h0

0

h2
0ρg
2τ0
− h2ρg

2τ0
+

Ph0

τ0
− Ph

τ0
dh (27)

Dividing with the characteristic length scale squared S2 = A from eqn. (4) and inserting Ds =
ρgS
τ0

and Dp =
P
τ0

in eqn.
(27), gives the non-dimensional integral,

1 =
∫ h0

0

Ds

S3

(
h2

0
2
− h2

2

)
+

Dp

S2 (h0−h)dh (28)

integrating gives,

1 =
Ds

3
h̃0

3
+

Dp

2
h̃0

2 (29)

finding h̃0 by solving the cubic equation,

h̃0 =
C

1
3
1

2Ds
+

D2
p

2DsC
1
3
1

− Dp

2Ds
(30)

Where C = 2
√

6Ds

√
−D3

p +6D2
s −Dp3 +12D2

s and note if Dp = 0, then eqn. (30) gives eqn. (15) for the height with
no additional pressure.
Since the final height h̃0 is a function of only the parameters Ds and Dp thereby inserting eqn. (30) into eqn. (26) gives
the final shape of the yield stress material and the function is only dependent on Ds and Dp.
Now the length is a function of only the parameters Ds and Dp also and can be found by x̃(h̃ = 0) = L̃, the length was
found earlier in eqn. (25).

THE NON-DIMENSIONLIZING ORIGINAL ANALYTICAL 3-D SOLUTION

The original 3-D case from [5] is as in fig. 3 without the pressure term.
The original force equilibrium is now given by,

ρg
h2

2
l0−ρg

(h+dh)2

2
l0−2τ0dxh− τ0dxl0 = 0 (31)

removing second order terms dh2,

ρgh
dh
dx

=−
(

1+
2h
l0

)
τ0 (32)

Introducing the new non-dimensional length number by the characteristic length scale (S) from eqn. (4) as,

l̃0 =
l0
S

(33)

this gives the non-dimensional variables x̃ = x
S , h̃ = h

S and Ds =
ρgS
τ0

and thereby the non-dimensional differential
equation,

Ds
h̃(

1+ 2h̃
l̃0

) dh̃
dx̃

=−1 (34)



Solving the differential equation yields the non-dimensionlized solution for the length as a function of height,

x̃ =
l̃0Ds

2

(
h̃0− h̃+

l̃0
2

ln
(

2h̃+ l̃0
2h̃0 + l̃0

))
(35)

Note that the constant from the integration in eqn. (34) is found by setting x̃(h̃0) = 0.
Finding h̃0 from the known initial volume poured in the box which is equal to the area under the deformed material
x(h) multiplied by the width l0,

V = l0
∫ h0

0
x(h)dh = l0

∫ h0

0

ρgl0
(

h0−h+ l0
2 ln
(

2h+l0
2h0+l0

))

2τ0
dh (36)

the original solution x(h) from [5] can be found by multiplying eqn. (35) with S. The assumption of l0 is independent
of h is used. Integrating and based on the initial volume and the width, then the area is V

l0
= A,

A =
l0ρg
8τ0

(
2h2

0−2l0h0− l2
0 ln
(

l0
l0 +2h0

))
(37)

Non-dimensionlizing by dividing with S2 = A and using Ds =
ρgS
τ0

gives the non-dimensional equation,

1 =
Ds l̃0

8

(
2h̃0

2−2l̃0h̃0− l̃0
2ln
(

l̃0
l̃0 +2h̃0

))
(38)

the height h̃0 needs to be solved by a numerical method as e.g. Newton-Raphson method.
Since the final height h̃0 is a function of only the two parameters Ds and l̃0 by inserting the numerical solution of eqn.
(38) into eqn. (35) gives the final shape of the yield stress material by these two parameters.
Now the length (L̃ = L

s ) can also be found from inserting x̃(h̃ = 0) = L̃ into eqn. (35)

L̃ =
l̃0Ds

2

(
h̃0 +

l̃0
2

ln
(

l̃0
2h̃0 + l̃0

))
(39)

The length is a function of only the two parameters Ds and l̃0 also.



3D ANALYTICAL SOLUTION WITH AN OVERPRESSURE

The forces acting on an infinitesimal slice of the yield stress material in the LCPC-box comes from the friction at the
bottom and side walls, the hydrostatic pressure, and the overpressure, see fig. 3.

FIGURE 3. An illustration of the friction from the bottom and side walls, the hydrostatic pressure, and the overpressure that act
on an infinitesimal slice of the yield stress material in the LCPC-box. The figure is edited from [4] and originates from [5].

The force equilibrium is given by,

(P+
1
2

ρgh)hl0− (P+
1
2

ρg(h+dh))(h+dh)l0− τ0dxl0−2τ0hdx = 0 (40)

where P is the overpressure, ρ is the density, g is the gravitational acceleration, h is height, l0 is the width of the box
and τ0 is the yield stress. Note that the increment dh is negative due to the decreasing height of the material in the box
and that the vertical overpressure is eliminated by the reaction force from the bottom and thereby transferred into a
horizontal overpressure.
Assuming that dh2 is negligible one obtains,

(
P

ρg
+h
)

dh
dx

=−
(

τ0 +2τ0
h
l0

)
1

ρg
(41)

using the non-dimensional numbers; the characteristic length scale of S =
√

A, Ds =
ρgS
τ0

, Dp =
P
τ0

and l̃0 =
l0
S gives

the non-dimensional equation, (
Dp

Ds
+ h̃
)

dh̃
dx̃

=−
(

1+2
h̃
l̃0

)
1

Ds
(42)

Solving the non-dimensionlized differential equation yields the length as a function of the height getting the non-
dimensional solution of the height as a function length

x̃ =
Ds l̃0

2
(
h̃0− h̃

)
+

(
Ds l̃2

0
4
− l̃0Dp

2

)
ln
(

2h̃+ l̃0
2h̃0 + l̃0

)
(43)

converting to the dimensional solution by multiplying with S from eqn. (4) and inserting Ds =
ρgS
τ0

and Dp =
P
τ0

,

x =
(h0−h)ρgl0

2τ0
+

(
l2
0ρg
4τ0
− Pl0

2τ0

)
ln
(

2h+ l0
2h0 + l0

)
(44)

Volume integral can be made from the initial volume with the assumption of l0 is independent of h is used,

V = l0
∫ h0

0
xdh = l0

∫ h0

0

(h0−h)ρgl0
2τ0

+

(
l2
0ρg
4τ0
− Pl0

2τ0

)
ln
(

2h+ l0
2h0 + l0

)
dh (45)

Dividing with l0 getting the area A,

A =
∫ h0

0
x(h)dh =

∫ h0

0

(h0−h)ρgl0
2τ0

+

(
l2
0ρg
4τ0
− Pl0

2τ0

)
ln
(

2h+ l0
2h0 + l0

)
dh (46)



getting the relation of h0 and the area A,

A =
l0

8τ0

(
2ρgh2

0−2l0h0ρg+4Ph0 +(2Pl0−gl2
0ρ)ln

(
l0

l0 +2h0

))
(47)

the non-dimensional equation of (47) is found by dividing with S2 = A and inserting Ds and Dp,

1 =
l̃0
8

(
2Dsh̃0

2−2l̃0h̃0Ds +4Dph̃0 +
(

2Dp l̃0− l̃0
2Ds

)
ln
(

l̃0
l̃0 +2h̃0

))
(48)

To find the height h̃0 of the final deformed yield stress material from eqn. (48) a numerical as e.g. Newton-Raphson
method is needed.
Since the final height h̃0 is only dependent of the three parameters Ds, Dp and l̃0 by inserting the numerical solution
of eqn. (48) into eqn. (43) gives the final shape of the yield stress material.
By inserting x̃(h̃ = 0) = L in eqn. (43) the spread length can be found from,

L =
Ds l̃0

2

(
h̃0 +

l̃0
2

ln
(

l̃0
l̃0 +2h̃0

))
+

Dp l̃0
2

ln
(

l̃0 +2h̃0

l̃0

)
(49)

The length is only dependent of the three parameters Ds, Dp and l̃0 also.

Results and discussion

The three parameters Ds, Dp and l0 are changed to investigate the behaviour of the physical system. The final
deformed shapes of a yield stress material obtained with the 2D and 3D analytical solutions with and without additional
horizontal pressure are illustrated and presented in Fig. 4 to Fig.7 and the next sections.

2-D non-dimensionalized
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FIGURE 4. Final deformed shapes of a yield stress material obtained with the (a) the 2D analytical solution with the non-
dimnesionlized spread length number of Ds = 65 (black line) and Ds = 30 (blue line), (b) The final height h̃0 at the y-axis on the
left and the final length L̃ at the y-axis on the right as a function of the non-dimnesionlized spread length number of Ds. Note the
different length scales on the axes.

The material properties chosen are the non-dimensional spread lengths of Ds = 30, Ds = 65 for the non-
dimensionalized 2-D case. Increasing the non-dimensional spread length from Ds = 30 to Ds = 65 increases
flow ability by increasing the gravity effect compared to the yield stress effect and thereby gives a lower and wider



profile seen in Fig. 4(a). The relationship of the height h̃0 versus the length L̃ for the non-dimensional spread length Ds
can be seen in Fig. 4(b). When Ds is increased then the length increases L̃ and the height h̃0 decreases due to the effect
of the non-dimensionlized spread length number, again due to the gravity effect making the slumb wider compared to
the yield stress effect making the yield stress material "slumb" higher.

2-D non-dimensionalized with additional overpressure
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FIGURE 5. Final deformed shapes of a yield stress material obtained with the (a) the 2D analytical solution with the non-
dimnesionlized spread length number of Ds = 65 with the values of Dp = 0 (black line) and Dp = 2 (blue dotted line). (b) The final
height h̃0 at the y-axis on the left and the final length L̃ at the y-axis on the right as a function of the non-dimnesionlized spread
length number of Ds for Dp = 0 and Dp = 2. Note the different length scales on the axes.

The non-dimensional overpressure of Dp = 2 (blue line) gives a wider profile of the yield stress material, since it
"squezzes" the material out to the sides compared Dp = 0 (black line) Fig.5(a). When Ds is increased in Fig. 5(b), then
the length increases L̃ and the height h̃0 decreases due to the effect of the non-dimensionlized spread length number,
again due to the gravity effect making the slumb wider compared to the yield stress effect making the yield stress
material "slumb" higher. The overpressure of Dp = 2 makes the profile yield stress material wider and lower.

3-D non-dimensionalized
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FIGURE 6. Final deformed shapes of a yield stress material obtained with the (a) the 3D analytical solution with the non-
dimnesionlized spread length number of Ds = 65 with the values of l0 = 100 (black line) and l0 = 0.5 (blue line) (b) The final
height h̃0 at the y-axis on the left and the final length L̃ at the y-axis on the right as a function of the non-dimnesionlized spread
length number of Ds. Note the different length scales on the axes.

Decreasing the non-dimensional width of the box from l0 = 100 to l0 = 0.5 increases the height due to the increased
yield stress due to the side wall and can be seen in Fig. 6(a). The relationship of the height h̃0 versus the length L̃ for
the non-dimensional spread length Ds can be seen in Fig. 6(b) and when Ds is increased then the length increases L̃
and the height h̃0 decreased. When the non-dimensional width is decreased from l0 = 100 to l0 = 0.5 the height is
increased and the curve is shifted upward, the opposite effect is seen on the length.
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FIGURE 7. Final deformed shapes of a yield stress material obtained with the (a) the 3D analytical solution with the non-
dimnesionlized spread length number of Ds = 65, the width of l0 = 100 and the additional overpressures of Dp = 0 (black line and
Dp = 2 (blue line) (b) The final height h̃0 at the y-axis on the left and the final length L̃ at the y-axis on the right as a function of the
non-dimnesionlized spread length number of Ds. Note the different length scales on the axes.

Generally the non-dimensionlized horizontal pressure squeezes out the material, thereby increasing the spread length
L and decreasing h0 as seen in fig. 7(a) for Dp = 2. The relationship of the height h̃0 versus the length L̃ for the non-
dimensional spread length Ds can be seen in Fig. 7(b) and when Ds is increased then the length increases L̃ and the
height h̃0 decreased. When the non-dimensional pressure is increased from Dp = 0 to Dp = 2 the height is decreased
and the curve is shifted downward, the opposite effect is seen on the length.

CONCLUSION

In the present work the original solution in [5] for the shape of a yield stress material under the influence of gravity
was non-dimensionalized and additional over pressure was added to the derivations. The basic force in both 2D and
3D equilibrium for an infinitesimal fluid element is established and the resulting differential equations are solved
analytically. Three non-dimensional numbers Ds, Dp and l̃0 was introduced and investigated. The final deformation
shapes are plotted as a function of the three non-dimensional numbers. The non-dimensional spread length numbers Ds
makes the profile wider and lower, the non-dimensional pressure makes the profile wider, lower and more linear. The
non-dimensional width l̃0 makes the profile higher and more narrow. The parameter study of three non-dimensionlized
numbers effect on the solutions was investigated and perfect connection was found between the two dimensional and
three dimensional solutions.
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