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Abstract. Homogeneous wireless sensor networks (WSNs) aenied using identical sensor
nodes, but the nature of WSNs operations resulésirmbalanced workload on gateway sensor
nodes which may lead to a hot-spot or routing lweblem. The routing hole problem can be
considered as a natural result of the tree-basatihgpschemes that are widely used in WSNs,
where all nodes construct a multi-hop routing tieee centralized root, e.g., a gateway or base
station. For example, sensor nodes on the routitiy gnd closer to the base station deplete their
own energy faster than other nodes, or sensor neifeghe best link state to the base station
are overloaded with traffic from the rest of thewark and experience a faster energy depletion
rate than their peers. Routing protocols for WSKs eliability-oriented and their use of
reliability metric to avoid unreliable links mak#se routing scheme worse. However, none of
these reliability oriented routing protocols exjilic uses load balancing in their routing
schemes. Since improving network lifetime is a faméntal challenge of WSNs, we present, in
this chapter, a novel, energy-wise, load balancmging (LBR) algorithm that addresses load
balancing in an energy efficient manner by maintejna reliable set of parent nodes. This
allows sensor nodes to quickly find a new paremtnuparent loss due to the existing of node
failure or energy hole. The proposed routing alfomiis tested using simulations and the results
demonstrate that it outperforms the MultiHopLQiabllity based routing algorithm.

Keywords: Distributed routing, Load balancing, Network longgvWireless sensor Networks.
PACS: 89.20.Ff.

INTRODUCTION

The standard use of a WSN is a single base station datatiooljechich naturally
creates a many-to-one traffic pattern from the sensing nodas base station. Given
the limited resources of WSNSs, routing protocols normally avoid Itisgg at all
costs. Forwarding sensor nodes with particularly optimistic links and on théopae
base station are thus likely to have a heavier workload than thes, pesethey are
chosen to relay traffic that generated by source sensor nodesadthi®nal load
shortens the lifetime of these critical sensor nodes and leaustwork partitioning
[1,2]. This phenomenon is known as the routing hole or hot spot problerthet am



of load balancing schemes to avoid the formation of hot spots, or atddase the
significance of the problem and avoid ruining the energy conservation.

The availability of multiple routes to the sink depends on the topologyeof t
network and its surroundings and is constrained by the radio hardWwaracteristics.
In the best possible load balancing scenario, all sensor nodes can rdzasethtation
directly in one hop and only send what they generate. At the oppositef the load
balancing spectrum, one particular relay or a small number thera@pfbe the only
way for sensor nodes to reach the base station, thus forming a topblugjtleneck,
thereby resulting in early network partitioning. Figure 1 expldio® the closer a
node is to the base station, the higher its workload. Each relayemtt gansor node is
a topological bottleneck with respect to the upstream or children sensor nodes.

Base station

Node importance
increases

Source sensing nodes

FIGURE 1. Sensor Network with Nearest Neighbor Routing.

Various energy-efficient paradigms and strategies have beereddwisollect and
route the data packets towards the base station, trying to maxihe lifetime of
sensor nodes while maintaining system performance and operationaty.fide
According to the literature, the communication among sensor nodes @msauarge
portion of the battery energy of the sensor nodes, some approacheh reducing
communication power consumption, such as clustering algorithms, dat&-cent
paradigms, and dynamic transmission power adjustment [3]. In tleenoe of
topological bottleneck created synthetically as a drawback ajuting strategy,
energy efficient load balancing scheme may provide signifidatime gains through
a more efficient redistribution of the traffic workload.

However, regardless of the routing strategy, the mainstreasorsaodes closer to
the base station have to forward more packets than the ones atiphernyeof the
network. The heavier workload results in more energy consumption anubdes
close to the base station will deplete their energy firstlingato an early loss of
connectivity in the sensor network. This problem may severely eethe effective
network lifetime. To overcome this undesirable effect, a mechatusbalance the
energy usage among sensor nodes is required. The load balancimg id8R



algorithm aims to prolong network lifetime by considering clager design to
equally utilize the energy between relay sensor nodes. However,etie osed to
determine the network lifetime is also application dependent. Bfe &lgorithm
assumes that the network is homogeneous but not all nodes are a@gpalitant. It
considers network lifetime as the time until the first caitisensor node (relay node)
dies and runs out of its energy supply, or network partitioning occsisgldomputer
simulations, the WSN is proposed to be homogeneous tree-like netwaldyet:
randomly with stationary sensor nodes and perimeter base statios, @fating in
an event-driven mode as in structural health monitoring or environnreatatoring
paradigms.

SYSTEM MODEL

Deriving WSN lifetime model has been studied in the literatusedb@n different
definitions such as the spatial behavior of the source sensor notkEagseoverage
and network connectivity [1-6]. The upper bounds on the network lifetime hawe bee
derived by considering the spatial behavior of the data source [1]chieva this
goal, a simplified version is initially considered where tlagadsource is a specific
point, and the source is connected to the sink with a straightdivesting of relaying
sensors. This work has been extended to the networks whose nodes foay per
different tasks of sensing, relaying and aggregating [2]. The baéhcing routing
(LBR) algorithm employs local neighboring information to allow notesjuickly
find a new parent upon parent loss using. In LBR, a sensor network tsookis
randomly deployed, static homogeneous sensor nodes with singlaataperimeter
base station that periodically retransmits route advertiserseritsat the routing tree
is continuously maintained, where the routing algorithm is fullyribisted, in that
each sensor node makes individual routing decisions based on locallgtezblle
information. Sensor nodes communicate immediately with other sens@ andd¢he
base station if they are within their radio transmission range as showare 2Zgising
a CSMA-based MAC protocol (e.g., IEEE802.15.4). Sensor nodes estihete
residual energy level of their batteries at any time atidhate the energy consumed
and their link quality with their neighbors. Since the predominantidraff the
network is many-to-one data traffic from sensor nodes to basenstasensor nodes
can perform data aggregation to minimize energy consumed for data traossaiss

In the literature [5-12], the meaning of network lifetime hlmaany definitions
according to the sensor network’s application and/or deployment topealegy
lifetime has a great significance in the design of WSNgtibme of a sensor network
can be generally defined as the time after which certagtidraof sensor nodes run
out of their batteries, resulting in a routing hole or hot spot withé network or the
time duration that the network is operational and can perf@nassigned task. In
addition to that, network lifetime depends typically on other factaeh as the region
of observation, the source behavior within that region, base station location, number of
nodes, radio path loss characteristics and network connectivityieetfycof sensor
node electronics and the energy available on a sensor node [13-18].
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FIGURE 2. Homogeneous Sensor Nodes with Fixed Transmissiorer.

Importance of Sensor Node’s Location

In other words, network lifetime is the time span from the depémyrto the instant
when the network is considered non-functional. It can be, for examplemenevhen
the base station no longer receives data packets from the senste sodes, or no
feasible paths from the source sensor nodes to the base station [13].

Figure 3 shows how the location and the importance of differerdose could
affect network lifetime. In the figure, the red nodes repredensensors that have run
out of energy and the white ones denote the ones that are still alive. In both3ff@gure
and (b) the sensor network cannot act as it suppose to do since indesthheasensor
network cannot gain data from some sensors, but in Figure 3(a), giithioere are
only three failed relay sensor nodes, the base station cannot gdratatmost of
these sensor nodes. And in Figure 3(b), there are a small nuhtde&dosensor nodes
(e.g., four dead sensor nodes), but the base station can still gétotatmost of the
sensors in the sensor network. So the damage to the sensor netwatkdogeiasor
nodes is not only related to the number of failed sensor nodes butlalsa to the
location of failed sensor nodes. To this end, sensor nodes in the semsok ri@ve
different importance. Each sensor node is biased to count the impoofats@arent
sensor node.

Based on above analysis, the closer the sensor node to the hase tstatmore
important and the more critical it is. The transmitter poweell®f the sensor node
should be adjusted to the minimum level appropriate for the intenddderesdthin
the transmission range [13].
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FIGURE 3. Importance of Deployed Sensor Nodes.

If assumed that a path loss occurs in the sensor energy modediagcdar the
attenuation model for free space propagation [1,3,4]. Therefore, the waight

importanceV i of any sensor node Si can be modeled based on the squared distance
d” from the base station as in Eq. 1.

B 1
W =a ra 1
where,

a = signal attenuation coefficient.

iz = Path loss
d

Energy Dissipation Model in Multihop Routing

Since malfunctioning of some critical relay sensor nodes due to daikge or
physical damage can cause significant topological changes andemare network
reorganization, it is very important to minimize energy consumptioneah
individual sensor node in order to maximize lifetime. As a restédtirhe analysis at
the sensor node level is performed and discussed using simulations endh the
lifetime of an individual sensor node as a critical relay nodeadeled based on the
workload and the energy dissipation model in the sensor node. Sincéetineeliof
the multi-hop networks is dependent on the used routing strategy, tlimdife
estimation is derived in relation to the proposed load balancing goatgorithm
(LBR). A typical wireless sensor node has a sensing sygtdinconversion circuitry,
DSP and a radio transceiver. The sensing system is an applidaiendent and the
communication components are most consumer of the energy. A simsplerfler
radio model for a wireless Channel is shown in figure 4 [19].

The energy dissipation model is developed mathematically for figtemie of a
sensor network when the energy dissipation and the workload within therketre
balanced between critical relay sensor nodes. Using this madehexgy efficient
load balancing routing algorithm is developed to achieve a best mossbhork
lifetime through simulations using Matlab®.
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FIGURE 4. Wireless Channel Model.

The total energy dissipation per senor node for transmitting a paickebits over
one hop wireless link can be expressed as in Eq. 2 and Eq.3 respectively.

ETotaI_TX = ETX [n1 d] + P'I' Tst + Eencoding (2)
—_ a — a
Ex [n.d] =ne. +ne,,,d"=h+cd 3)
where,
P = power consumption of the transmitter circuitry in startup time.
Ts = startup time of the transceiver (MAC protocol dependent).
E. o .
encoding = energy used to encode transmitted data packets.
n = packet length in bits.
d = distance between transmitter and the intended receiver node.
Crc = energy dissipated by the transmitter circuitry per bit.
e . - . .
Amp = energy used to run the transmitter amplifier per bit over distance d.
a = path loss exponent.
C = path loss coefficient.
h = overhead energy for a packet transmission.

The total energy dissipation per sensor node for receiving a paickebits over
one hop wireless link can be expressed as in Eq. 4 and Eq. 5 respectively.

ETotaI_RX = ERX [n] + PR Tst + Edecoding (4)

Exx [N] =nLeg %)



where,
PR

E

= power consumption of the receiver circuitry in startup time.

decoding = energy used to decode received data packets.

Cre = energy dissipated by the receiver circuitry per bit.

The effect of the transceiver startup time, Tst, depends gwathe type of MAC
protocol used. To minimize power consumption it is desired to haveatigcaiver in
a sleep mode as much as possible however constantly turning on atie off
transceiver also consumes energy to bring it to readinessuf@nmrssion or reception.

€rc, éap, and erc are hardware dependent parameters. The path loss exponent
depends on the local terrain and is determined by empirical meesuse The typical
value ofa for WSNs varies from 2 (e.g., free space propagation model)(éog4
multipath fading channel models) [18].

Typically, there are two possible transmission power scenafaygble/adjustable
and fixed/constant transmission power. If the transmitter is capEbadjusting its
signal power level depending on the distance of the intended receiver tiie
transmitter such that the power consumed in transmission is minimized as pdtissible
transmission energy model is called variable. While in constansrission energy
model, the transmitter transmits at the same fixed power ieespective of the
distance between the transmitter and the intended receiver while the transmatio
uses a fixed power for all transmissions. In the work of this chapter, fexeshtission
power is considered because several commercial radio inteHagesa very limited
capability for dynamic power adjustments even though the adjudta@niemission
power could benefit the network lifetime.

In this case, the transmission energy dissipated per bitimdasmdual sensor node

is fixed to a certain value oFa(vda) at the transmitter node. It is also assumed that a
constant amount of energy is consumed in internal computations and pr@acass
data packets (e.g., encoding and/or decoding) while considerirmpéingy consumed

in a transmitting power is proportional to the square of the dist@nge free space)
between transmitter and the intended receiver node [14,19], and the emesgyned

in an amplifying the signal to achieve acceptable signal to matg® (S/N)r at the
receiver sensor node.

In other words, to model the energy dissipation per relay sensor noudtihop
network merely to the actual communication process (transmittidéprareceiving),
the energy spent in encoding, decoding, as well as on the transskisap is not
considered in the simulations analysis as shown in figure 5. Thgyec@nsumption
calculation needs to be solved periodically to account for the regideady of sensor
nodes. This will be used in the parent/path selection process ofajpespd routing
algorithm. For simplicity, it is initially assumed that théseone data packet of n-bits
being relayed from the source sensor node towards the base station.
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FIGURE 5. Data Packets Relayed through Multihop Network.

The total energy dissipated by any parent sensor node to relagkat of n-bits
from source sensor node toward the base station can be combinedgfr@naritl Eq.
5 to form Eq. 6.

Ei,ReIay = n(eI'C + eRC + eamp Ddia) (6)

For leaf or source sensor nodes at which the data packets wdratedg the
energy dissipated by the receiver circuitry pereqitis assigned to zero.

The current residual energy level of sensor node after relayiagpacket of n-bits
can be calculated by deducting the initial or the previous enaigg from the value
of the energy dissipated by sensor noldg Eq. 7.

E et = Eijnita  —Eiraay (7
The energy consumption of relay sensor node measures the averagg ene

dissipated by this node in order to relay (transmit and/or recaida}a packet from
the source sensor node to the base station. The similar matsedsn the work on
directed diffusion [20] to indicate the energy efficiency levieWSNs. This metric
gives an indication of the network state in terms of energy cqotsom It is
calculated as follows from Eq. 8.

M

ZEi,relay

AverageDissipated Energy ==t ——
g P ay M * N (8)
where,

M = the total number of operational sensor nodes in the network.
N = the amount of data packets received by the base station.



LOAD BALANCING ROUTING

Related Work

The minimum cost-based routing (e.g., using minimum number of hops) and the
reliability-oriented routing (e.g., using the optimal link statey gypically used in
wireless networks. One of the simplest ways to make multihopngugi flooding
broadcast packets to all connected sensor nodes in the networlsmdtisuitable for
busy traffic network and does not guarantee the maximummiéetn the network
[12]. Alternatively, the lifetime-aware routing (e.g., usinghimum required energy)
attempts to prolong network lifetime by distributing the workload mgnthe relay
nodes [21, 22]. Though this scheme may not have the minimum overall consumed
energy [12].

In  mote-dominated WSNs, Berkeley MintRoute (MInimum Number of
Transmissions) [23, 24], MultihopLQI [25] and Collection Tree Proto€diR) [26]
are the most popular reliability-oriented, tree-based collectiattimop routing
protocols. While the original MintRoute protocol was designed for Marad Mica2
motes as a part of the official TinyOS distribution, the newaesion of MintRoute,
MultihopLQI [26], was designed to support CC2420-(802.15.4)-based motes like
MicaZ and Telos [27]. There are two major differences betwdaltihopLQIl and
MintRoute. Firstly, MultHopLQI uses the Link Quality Indicator (lQrovided by
the radio hardware instead of link estimator using Received S8jreaigth Indicator
(RSSI) to estimate link quality to its neighbors as in Route. Secondly,
MultihopLQI maintains only a state for one parent node at a tim&heneouting
tables nor blacklisting are used as in MintRoute, and a new paradbpged if it
advertises a lower cost than the current parent. Link Quafdynhation is used as a
link metric with Channel State Information (CSI) to obtain the cds given route.
MultihopLQI avoids routing tables by only keeping state for the besnp at a given
time; this measure drastically reduces memory usage andolcooverhead.
MultihopLQI uses a constant rate for transmitting beacons. Tleeofathe current
implementation of MultihopLQI is fixed at one beacon every 32 secdthelsce, the
energy dissipation cost of MultihopLQI protocol is only a functionhef tlata rate.
The size of each control packet size is 12 bytes and the datdasphake eight bytes
header. The most recent protocol of MintRoute, Collection Tree PraiGaét) [26],
designed to support sensor networks with multiple base stations. @SRadaptive
beacon rate. In terms of energy dissipation cost, MultihopL(fbpes better than
CTP and MintRoute.

However, none of the aforementioned routing protocols explicitly applg loa
balancing in their routing schemes. As a result, this chaptarsés on balanced
energy dissipation model for lifetime maximization by takihg tdvantage from
reliability-oriented routing schemes, i.e., MultiHopLQI collectiprotocol [25], and
maximum lifetime routing schemes, i.e., Energy-Aware Routing (EA&ppol [28].



PERFORMANCE EVALUATION

This section describes the used methodology to evaluate the operaidWsN
using the proposed routing algorithm and to benchmark LBR against la wel
established, well-tested, and highly used collection protocol tipairiof the TinyOS
release. Since TinyOS 2.x and TinyOS 1.x have different packetduling and MAC
layer, LBR is compared with the TinyOS 2.1 implementation of MoppLQI, the
state-of-the art collection routing protocol [25], which is an updatdion of the
MintRoute protocol [23,24] and is a component library in TinyOS 2.x, tbesiders
the impact of network routings on energy efficiency, load balgnand the entire
network lifetime. As MultiHopLQI has been used in recent remser networks
deployments, such as in [26], [29], and [30], it is considered a reasonable comparison.

Simulation Settings

Simulations were implemented in Matlab® using a maximum number of 100
sensor nodes deployed randomly in a sensor field of 100x100 meters wifhage
single stationary base station. The base station is deployed qeripbery of the
sensor field to increase the network depth. Each sensor node has antconst
transmission range and uses a constant rate of one beacongper feedransmitting
route maintenance control beacons. The maximum link layer psizkets taken from
the default maximum packet transferable using TinyOS 2.x witb4RQ, which is 29
bytes. Performance comparisons were conducted between the propdsealdoaing
scheme and the benchmark scheme, MultiHopLQI. To minimize thatieas on
routing performance from MAC layer, no energy conservationegfyais introduced
in the MAC protocol. By this, the most conservative measuremeateading to be
given on the advantages of energy conservation routing strategyBferoler the
benchmark scheme.

The experiments were run seven times for 300 seconds and the corobsaened
results were averaged. All sensor nodes have the same indrglydevel. The rates at
which the data packets are transferred to the base station aachdhet of energy
required getting the data packets relayed toward the basenstatre tracked. All
sensor nodes start up with the same initial energy level of oae)e unit at the
beginning of each simulation while assuming the base stationazanits persistent
energy supply as is usually the case in real WSN applications.

Since the sensor nodes have limited energy levels, they use updilabla energy
during the simulation period. Once a sensor node runs out of eneiggpitsidered
dead and can no longer transmit or receive any data or controkgpatke wireless
medium was simulated by means of the free space propagation [@ijd&loreover,
it is assumed that the experiments follow an event-driven modeharsburce sensor
nodes detect related stimulus (e.g., alteration of gas pipelinsupegs Therefore,
sensed data can be aggregated. Each source sensor node genergtaskdtt and
sends them to the base station through the network with a fixed date rate.



Simulation Results

Operational Network Lifetime

Figure 6 shows the time when the residual energy levelsngbs@odes drain-out
and how the sensor network becomes disconnected when all the sensor notes whi
can relay data packets toward the perimeter base statiordiee=rom figure 6, it
can be observed that LBR performs better than MultihopLQI asiféstamies of
individual sensor nodes have been maximized. MultihopLQI protocol baldinees
traffic load using different paths occasionally as a direfetcebf LQI values in the
route selection, thereby resulting in a balanced energy consunfed lvelay sensor
nodes. The workload through other sensor nodes can be sub-optimal which
significantly increases their residual energy dissipationenmouting upstream data
packets. Therefore, in MultihopLQI, many heavily loaded sensor nodeg #he
routing path die in a short period of time and the total number of seades that die
is very high, while lightly loaded sensor nodes die very latesé& hightly loaded
sensor node are much fewer.

On the other hand, LBR conveys data packets through sensor nodes with higher
residual energy levels, thus the least number of nodes areldeag the same period
of time. LBR balances the energy consumption by periodically updaineygy
efficient routes. As the residual energy of an individual sensor ded®ases to the
threshold, the cost of using outgoing links from that sensor node increases.

The network lifetime with load balancing routing has a substani@kease of
approximately three times than MultiHopLQI routing. It can alsolbeerved that the
number of dead sensor nodes with load balancing routing rises dyaaiibl time
than the benchmark routing protocol. It obviously demonstrates that loattibgla
routing scheme can maximize the network lifetime.

Since dynamic transmission power adjustment paradigm reducechtisenission
power consumption, the lifetimes of sensor nodes in variable transmissergy
model could be longer than double the lifetimes of nodes in a constasiniszion
energy model [32,33]. Clearly, equipping sensor nodes with power control transmitters
can increase lifetimes of sensor nodes. The energy consumedcessing and
receiving a packet is independent of the distance between tisnitier and the
receiver. Therefore, actual increase in the lifetime dependie energy dissipated by
the transmitter amplifier, which is proportional to the distame®veen the transmitter
and the attended receiver. Studying network lifetime with varigblesmission power
has been left for future work as it is out of the scope of the chapter.

Figure 7 shows that the network lifetime has a deteriordtiegd as the node
density increases due to an abundance of control and data packetarehat
retransmitted throughout the sensor network. Comparing with the barickoheme,
the network lifetime with load balancing routing has a substantatase of 20-30%
than MultiHopLQI routing. It can be also seen that the netwdekirtie with load
balancing routing degrades more gracefully and it is moreestabh MultiHopLQI
routing protocols when the node density increases.
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Sensor Nodes

Since the path selection in MultiHopLQI routing protocol does not denghe
node energy level in the route selection process, the load balaoainggralgorithm
has a greater network lifetime than MultiHopLQI. In MultiHopL.@ie large number
of redundant data packets copies that are retransmitted betwieeandisensor nodes
rapidly deplete the available energy.

Average Dissipated Energy

Figure 8 illustrates the relationship between the averaggatied energy during
network operation and the density of the sensor field. As an ovesadl it can be
seen that the averaged dissipated energy by the sensor nodes inoutatl
algorithms has an increasing trend as the network density betoghefor the same
squared sensor field size. Comparing with MultihopLQI, LBR perfoquise well
where the energy consumption increases steadily with theositee neighboring
nodes. In contrast, the MultihopLQI dissipate more energy for the satm@rk size
and the energy dissipation augment considerably after escala¢ingpde density by
50 sensor nodes. It demonstrates that LBR routing scheme outperformolu@|
with the variation of the network density. To study the influenceetivork densities
on energy consumption, evaluations under various densities are conduchecknDif
scenarios with 10-100 sensor nodes were deployed arbitrarily in a fd@&dL00
meters square sensor field area, in increments to 30, 50, 70, and 100 nodes.

Figure 9 shows the change in the node’s average residual energy |lavalpetiod
of data transmission. It is apparent that the network density rhasi@act on the
individual node’s residual energy level. As an overall trend, the gea@maining
energy level decreases with higher density. MultiHopLQI canmicethe redundant
data copies in the network which resulted by a high traffic loaddled by each
individual forwarding node. This makes the average remaining enekgyt for
MultiHopLQI to degrade much faster than the load balancing routieghanism
which keeps a balanced network workload towards the base station ntaimai
balanced energy dissipation.
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Packet delivery ratio

This metric is the percentage amount of all unique injected andgajgd packets
from randomly selected source sensor nodes and received by thetddase [34].
Figure 10 shows that LBR outperforms the MultiHopLQI and delivasviously a
higher percentage of packet delivery rates in all load scendinis.is due to the
random selection of source nodes and the implementation of dataspaggetgation.
MultihopLQI maintains a relatively steady packet deliverg ffatr all load scenarios.
The consistent packet delivery rates for LBR in the random nktwbow its
scalability and reliability. In LBR, the average packet delivextg is approximately
76% while in MultihopLQI; the packet delivery rate is moderately lower by 21%.

The random topology was simulated with an assumption that when the node
transmits a packet, it has a 90% chance of being successfilMgrddlto the next hop
or the selected parent node. This doesn't accurately reflectbdervation that some
packets are skipping over the intended node as experienced in [13]. dndhthe
simulation results show that the packet delivery rates are mugtterhthan the
experimental results because the simulation links are based wectioity matrix and
do not consider the signal attenuation [31].
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CONCLUSION

In this chapter, an energy-efficient load-balancing routing dlgarihas been
presented and benchmarked with the state-of-the art reliakilggted collection
protocol. The proposed algorithm incorporates the residual eneripye oélay nodes
with the link state in the parent selection decision to distrith#eload among the
sensor nodes in order to prolong the entire network lifetime. Thdtseshow that
energy balance is advantageous for network lifetime extension.

Through intensive simulations in Matlab®, the feasibility of the loathrixing
scheme is shown by demonstrating the improved network lifetime werade
deployment scenarios. Additionally, it has been observed that sagtifadvantages
can be obtained by designing and implementing a routing algorithm fols\Wi@&h an
integrated energy-wise load balancing scheme. This useful iafiemwill be used
for the parent selection for the converge-cast routing tree tp &ee workload
balanced along the routing path.
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