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Personalized Microtopic Recommendation on Microblogs

YANG LI, Harbin Institute of Technology
JING JIANG, Singapore Management University
TING LIU, Harbin Institute of Technology
MINGHUI QIU, Singapore Management University
XIAOFEI SUN, Harbin Institute of Technology

Microblogging services such as Sina Weibo and Twitter allow users to create tags explicitly indicated by the
# symbol. In Sina Weibo, these tags are called microtopics, and in Twitter, they are called hashtags. In Sina
Weibo, each microtopic has a designate page and can be directly visited or commented on. Recommending
these microtopics to users based on their interests can help users efficiently acquire information. However,
it is non-trivial to recommend microtopics to users to satisfy their information needs. In this article, we
investigate the task of personalized microtopic recommendation, which exhibits two challenges. First, users
usually do not give explicit ratings to microtopics. Second, there exists rich information about users and
microtopics, for example, users’ published content and biographical information, but it is not clear how to best
utilize such information. To address the above two challenges, we propose a joint probabilistic latent factor
model to integrate rich information into a matrix factorization-based solution to microtopic recommendation.
Our model builds on top of collaborative filtering, content analysis, and feature regression. Using two
real-world datasets, we evaluate our model with different kinds of content and contextual information.
Experimental results show that our model significantly outperforms a few competitive baseline methods,
especially in the circumstance where users have few adoption behaviors.

CCS Concepts: � Information systems → Social networks; Personalization; Collaborative filtering;
Social recommendation;

Additional Key Words and Phrases: Microblogs, microtopic recommendation, topic model, collaborative fil-
tering
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1. INTRODUCTION

Microblogging is a broadcasting medium that allows users to instantly post short
messages on the Web to be shared with the public. Two microblogging services stand
out among the many platforms in the world: Twitter and Sina Weibo. Twitter is the
most popular service in most parts of the world. Sina Weibo, on the other hand, serves
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Fig. 1. The main page of microtopic #����# (Ice Bucket Challenge) on Sina Weibo.

the majority of Chinese users. According to Sina Weibo’s official statistics, by June
2014, Sina Weibo’s daily active users and monthly active users reached 69.7 million
and 156.5 million. This is of similar magnitude to Twitter, which has around 284
million monthly active users. Clearly, with such a large user base, there is a significant
amount of information-seeking activities taking place in microblogging services [Arias
et al. 2013].

Compared with other social media, microblogging offers a more diverse range of
information-sharing mechanisms. In this article, we focus on a special mechanism,
which we refer to as microtopics. The term microtopic is literally translated from its
Chinese name ���. In Sina Weibo, a microtopic is represented as a word or phrase
inside a pair of the # symbol. Each microtopic has its own designated page. Figure 1
shows the page of the microtopic #����# (Ice Bucket Challenge). A microtopic
in Sina Weibo typically has a host, a short description, and rich attributes such as
category and location. Users are encouraged to directly comment on the designated
page of a microtopic, which can improve user experience and boost online interactions.
In Twitter, we regard hashtags [Kwak et al. 2010] as microtopics, such as #iPhone6s.
Twitter users can mention a hashtag when publishing a post. Although hashtags do not
have explicit designated pages, we can treat all tweets mentioning the same hashtag
collectively as the designated page for that hashtag. For the rest of this article, we use
microtopics to refer to both the ��� (microtopic) in Sina Weibo and the hashtags
in Twitter. Overall, microtopics differ from normal posts. In particular, in Sina Weibo,
they are more like threads in discussion forums.

Microtopics cover a wide range of topics, including not only trending events such
as #������# (Malaysian Airlines flight missing) and #���# (World Cup) but
also long-standing topics such as #����# (late night dining) and #����# (bed-
time reading). Microtopics have been playing a very important role for users to better
categorize and organize information by summarizing trending online topics. With the
proliferation of microtopics, many users encounter the problem of information overload.
It is important to help users easily browse microtopics and find those of their interests.
For example, to a user who focuses on the new trends of IT technology, recommending
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Fig. 2. The main framework of personalized microtopic recommendation.

microtopics such as #iPhone6s# is preferable than entertainment news that occurred
during the same time period. On the other hand, it is also necessary to recommend
generally interesting microtopics to fresh users who want to quickly catch the main
idea of big current events or hot topics.

In this article, we investigate the task of personalized microtopic recommendation,
which exhibits two challenges: (1) The users usually do not give explicit ratings to
the microtopics, and (2) there exists rich information about users and microtopics, but
it is not clear how to best make use of such information. While standard collabora-
tive filtering-based methods [Koren et al. 2009; Mnih and Salakhutdinov 2007] can
be directly applied to learn users’ hidden interests via users’ adoption history, they
cannot easily deal with the users who have adopted very few microtopics. Moreover,
these methods cannot take advantage of rich information on microblogs. For example,
for each microtopic, we have comments on its designated page; for each user, we can
also obtain her published posts. Such content information can presumably character-
ize properties of microtopics or indicate users’ personal interests [Wang et al. 2014].
Furthermore, we observe that in microblog services, both users and microtopics have
additional attributes such as the gender information of users and categories of micro-
topics. Similarly to texts, these types of contextual information can further connect
similar users or similar microtopics. Intuitively, a joint model integrating all this rich
information could help improve the recommendation performance. The main frame-
work of personalized microtopic recommendation with rich information is illustrated
in Figure 2.

However, even with the general framework, it is still not clear how to build an effec-
tive hybrid model for our problem. To this end, we propose a personalized microtopic
recommendation model (MTRM) based on collaborative filtering and topic modeling, to
seamlessly integrate user adoption behaviors, user microtopic content and contextual
information. Unlike existing hybrid recommendation methods [Li et al. 2010; Fang
and Si 2011], by deeply incorporating the content from users’ published posts and com-
ments on microtopics, our joint model gives interpretable representations of users and
microtopics. By integrating both user and microtopic attributes, our model makes users
or microtopics sharing the same attribute to have similar vectors in the latent factor
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space. Since a zero entry in the user-microtopic adoption matrix does not necessarily
indicate that the user is not interested in the microtopic, we use a ranking optimization
criterion to model users’ preferences.

Our article makes the following contributions:

—We investigate the problem of personalized microtopic recommendation on two large
real datasets (Sina Weibo and Twitter).

—We propose a novel probabilistic latent factor model effectively integrating user
adoption behaviors, user microtopic content and contextual information.

—Through empirical evaluation, we find that both content and contextual information
can help the recommendation task, and our model significantly outperforms the
state-of-the-art methods.

2. MICROTOPIC RECOMMENDATION

In this section, we present our model for microtopic recommendation and explain the
reasons behind the design of our model. We would like to consider several factors
when designing our model. First, based on the idea of collaborative filtering, given
a user and a new microtopic, to predict whether this user will be interested in this
microtopic, we would like to make use of this user’s as well as other users’ historical
records of microtopic adoption. Although a user’s interest in a microtopic can be simply
reflected by viewing the microtopic page, unfortunately such viewing history is not
available. We then approach the problem by collecting user’s implicit feedbacks, that
is, we collect users who have published any posts on a microtopic page. We thus use
these publishing records as indicators of users’ interests in microtopics. Next, there are
rich textual contents associated with both users and items. For a microtopic, we have
the set of posts published on its microtopic page. For a user, similarly, we have her posts
from her timeline. Furthermore, attributes such as a user’s gender and location or a
microtopic’s category can presumably also be useful. Finally, we try to incorporate all
this rich information into a ranking optimization criterion to infer users’ preferences
from the implicit feedbacks.

Our overall model is illustrated in Figure 3. The model mainly consists of three parts,
namely, modeling user-microtopic adoptions, modeling user and microtopic content,
and modeling user and microtopic attributes. In the rest of this section, we will present
each of these three parts in detail. Table I shows the notation of the model. A basis of
all three parts is that we assume there is a K-dimensional latent factor space. Each
user and each microtopic is represented as a vector in this K-dimensional space (K is
a hyperparameter to be pre-set). We use vu to denote the vector for user u and vi to
denote the vector for microtopic i.

2.1. Modeling User-Microtopic Adoptions

The way we model microtopic adoption is similar to many existing latent factor models
for recommendation. Given a user vector vu and a microtopic vector vi, we define an
affinity score rui between user u and microtopic i as follows:

rui = v�
u vi + bu + bi, (1)

where rui models user u’s preference to adopt microtopic i, and bu and bi are the user
bias and the item bias to be learned.

Because microtopic recommendation belongs to the “one-class collaborative filtering
problem” [Pan and Scholz 2009; Pan et al. 2008], where a zero entry in the adoption ma-
trix indicates inaction rather than a negative rating, we adopt a ranking optimization
criterion called Bayesian Personalized Ranking (BPR), which has been demonstrated
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Fig. 3. Plate notation for our proposed microtopic recommendation model (MTRM). The dashed rectangles
are optional parts. Hyperparameters are omitted for clarity.

Table I. Notation and Descriptions

Description

K total number of topics (latent factors)
V total number of unique words

AU user attribute dimension
AI microtopic attribute dimension
rui user u’s preference score on microtopic i
θu RK×1, user specific topic distribution
θi RK×1, microtopic specific topic distribution
φk RV×1, topic specific word distribution
vu RK×1, user vector
vi RK×1, microtopic vector
σu RK×1, user’s deviation vector
σi RK×1, microtopic’s deviation vector
au RAU×1, user u’s attributes
ai RAI×1, microtopic i’s attributes
GU RAU×K, regression coefficient matrix for users
GI RAI×K, regression coefficient matrix for microtopics
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effective in such tasks [Rendle et al. 2009; Shmueli et al. 2012]. In BPR, the goal is to
rank items adopted by a user higher than items not adopted by her.

Without going into the details of the derivation, which can be found in Rendle et al.
[2009], Equation (2) shows the objective function under the BPR criterion. Let rui
denote the preference score computed from Equation (1). Let P denote a set of triplets
〈u, i, j〉 derived from the training data where user u has adopted microtopic i but not
microtopic j. The BPR criterion tries to minimize the following function:

min
�

∑
〈u,i, j〉∈P

ln
(
1 + e−(rui−ruj )

)
, (2)

where � denotes the set of model parameters, that is, the user and microtopic latent
factor vectors and the bias terms. Here ln(1 + e−(rui−ruj )) can be considered the loss of
ranking microtopic i higher than microtopic j for user u. We can see that the larger
the value of (rui − ruj), the smaller the loss. Thus, the objective function is trying to
maximize the difference between rui and ruj when we know that i has been adopted but
j has not.

2.2. Modeling User and Microtopic Content

Previous studies have shown that hybrid approaches using both collaborative filtering
and content-based filtering generally work better [Claypool et al. 1999; Fang and Si
2011; Hannon et al. 2010; Li et al. 2010; Tang et al. 2013; Wang and Blei 2011]. For our
problem, we need to find suitable textual representations of users and microtopics to
incorporate content into our model. For a user, we choose to use the latest 200 published
posts. These posts should reflect this user’s interests. For a microtopic, we opt to use the
comments shown on its microtopic page. These are the posts containing the microtopic.
They should reflect what this microtopic is about.

To incorporate the content into our model, we first combine a user’s (or microtopic’s)
posts into a pseudo document. We then use Latent Dirichlet Allocation (LDA) to model
the generation of these pseudo documents, as shown in Figure 3.1 Inspired by recent
work [McAuley and Leskovec 2013], we try to link LDA with collaborative filtering.
Specifically, we assume that each of the K hidden factors that are used to represent
users and microtopics has a corresponding multinomial word distribution, denoted by
φk, that is, each hidden factor corresponds to a hidden topic in LDA. Each user (or
microtopic) has a distribution over the K topics, which is derived from its hidden factor
vector. Let θu denote user u’s topic distribution. We have

θu,k = exp(κvu,k)∑
k′ exp(κvu,k′)

. (3)

Similarly, a microtopic i’s topic distribution θi can be derived from vi.
One may ask why we do not consider the practice of using vu (or vi) as parameters

of a Dirichlet prior for the multinomial distribution parameterized by θu (or θi). This is
because the parameters of a Dirichlet distribution have to be positive numbers, while
here we do not place any constraint on vu (or vi). In other words, the values of vu (or vi)
are real numbers that can be non-positive. Using the softmax function is also borrowed
from the practice in McAuley and Leskovec [2013].

1Note that for Chinese texts, we can first segment them into words, which are more meaningful units
than individual Chinese characters. Here we use the Chinese Word Segmentation (CWS) Tool provided by
LTP-Cloud, a language technology platform for Chinese. http://www.ltp-cloud.com/.

ACM Transactions on Intelligent Systems and Technology, Vol. 8, No. 6, Article 77, Publication date: August 2017.
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Let wu denote all the words in the pseudo document representing user u. Given the
assumptions above, we can generate wu using the following formula:

p(wu | θu, φ) =
∏

n

K∑
k=1

θu,kφk,wu,n. (4)

The way the pseudo document for microtopic i is generated can be formulated similarly.
With this, we can add the following term to the objective function (Equation (2)) that
needs to be minimized:

−
(∑

u

ln p(wu|�) +
∑

i

ln p(wi|�)

)
, (5)

where � denotes all the model parameters.

2.3. Modeling User and Microtopic Attributes

Finally, we would like to incorporate additional attributes that characterize users and
microtopics into our model. Intuitively, users or microtopics sharing the same attribute
are likely to have similar vectors in the latent factor space. To this end, we consider
a regression-based latent factorization method similar to the studies in Agarwal and
Chen [2009] and Chen et al. [2012]. The idea is to embed a factor vector for each
attribute value. Each user or microtopic is then profiled as an aggregation of the factor
vectors of all its attributes.

Specifically, let au be an AU-dimensional binary vector representing user u’s at-
tributes, where AU is the total number of user attributes. au,t is 1 if the attribute t
is present in u and 0 otherwise. For example, one attribute may be male and another
attribute may be female. We then model user latent factors vu as follows:

vu = G�
U au + σu, (6)

where GU ∈ RAU×K is a regression coefficient matrix and σu ∈ RK×1 is user u’s deviation
from the linear combination of the coefficients.

We profile each microtopic in a similar way. Let ai, an AI-dimensional binary vector,
denote microtopic i’s attributes. AI refers to the number of microtopic attributes. We
then model item vector vi as

vi = G�
I ai + σi, (7)

where GI ∈ RAI×K is a regression coefficient matrix and σi ∈ RK×1 is an item-specific
deviation. Note that we pose zero-mean Gaussian priors on GU, GI, σu, and σi.

2.4. Complete Model and Model Inference

We now present the complete model and model inference. In summary, we assume the
following observations: For each user u, we observe a bag of words wu and an attribute
vector au. For each microtopic i, we also observe a bag of words wi and an attribute vector
ai. We also have a set of triplets {〈u, i, j〉} indicating users’ relative preferences between
two microtopics. We have the following model parameters: For each latent factor (topic),
there is a word distribution φk. For user attributes and microtopic attributes, there are
two coefficient matrices GU and GI. Each user u has a user-specific latent factor vector
σu and a bias term bu. Similarly, each microtopic i also has a σi and a bi. κ is the
parameter which controls the transformation in Equation (3). We use � to denote
all model parameters. We further use R(�) to denote a regularization function on �
derived from the prior distributions of all the model parameters. Recall that all model
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ALGORITHM 1: The Generative Process for Our Model
1: Draw two coefficient matrices, GU ∼ N (0, δg), and GI ∼ N (0, δg′ ).
2: for each user u do
3: Draw a user deviation vector σu ∼ N (0, δu),
4: Set user latent factors vu = G�

U au + σu.
5: end for
6: for each microtopic i do
7: Draw a microtopic deviation vector σi ∼ N (0, δi),
8: Set microtopic latent factors vi = G�

I ai + σi .
9: end for

10: for each rating ru,i do
11: Draw rui = v�

u vi + bu + bi .
12: end for
13: Set topic distributions θu ∼ Softmax(vu), and θi ∼ Softmax(vi) (Here Softmax(·) is defined in

Equation (3).)
14: Draw word distributions φ ∼ Dir(β).
15: for n-th word from user u do
16: Draw zu,n ∼ Multi(θu).
17: Draw wu,n ∼ Multi(φzu,n).
18: end for
19: for n-th word from microtopic i do
20: Draw zi,n ∼ Multi(θi).
21: Draw wi,n ∼ Multi(φzi,n).
22: end for

parameters have a zero-mean Gaussian prior except φk, which has a uniform Dirichlet
prior. The generative story of our model is shown in Algorithm 1.

The overall objective function we try to minimize is thus defined as follows:

min�

∑
〈u,i, j〉∈P

ln
(
1 + e−(rui−ruj )

)− μ

(∑
u

ln p(wu|�) +
∑

i

ln p(wi|�)

)
+ λR(�). (8)

We can see that the objective function includes three parts. The first part is the
ranking optimization, the second part is the log likelihood of generating the textual
content, and the last part poses regularization on all the parameters. We use the
commonly adopted L2-norm regularizer (i.e., the sum of the squared weight values). μ
and λ are manually defined scalar values to balance the relative contributions of each
part.

To learn the model parameters, we use Monte Carlo EM [Wallach 2006], an inference
method that alternates between collapsed Gibbs sampling [Griffiths and Steyvers 2004]
and gradient descent. It is similar to EM except that in the E-step we use sampling
to get an estimation of the conditional probability needed for the M-step. So here in
the E-step during the (l + 1)th iteration, we fix all the parameters in � and use Gibbs
sampling to obtain samples of the hidden variables Z (the set of all z·,·). The samples
of Z give us an estimation of the conditional probability p(Z|W,�(l)), where W is the
set of all w·,· and �(l) is the model parameters obtained in the lth iteration. Then in the
M-step, we fix the latent topic labels Z and learn a new estimation of parameters �(l+1)

by maximizing the objective function.

2.4.1. E-step. In the E-step, we perform Gibbs sampling to learn the hidden variable
zu,n by fixing all other parameters. In particular, we first compute θu from vu. We then
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collapse out all the φ(·) and update each user u’s nth topic label as follows:

p(zu,n = x | Zu,¬n, W, θu, β) ∝ θu,x · nx
wu,n

+ β

nx· + Vβ
, (9)

where nx
wu,n

is the number of times topic x is assigned to word wu,n, excluding the current
word wu,n’s topic assignment. V refers to vocabulary size, and β is the parameter of the
Dirichlet prior on the φ(·).

2.4.2. M-Step. In this step, we perform gradient descent to learn the parameters by
fixing the values of topic labels. We reformulate the objective function L as

L =
∑

〈u,i, j〉∈P
ln
(
1 + e−(rui−ruj )

)− μ

(∑
u,n

ln p(wu,n|θ, φ, zu,n) +
∑
i,n

ln p(wi,n|θ, φ, zi,n)

)
+ λR(�). (10)

By computing the first derivatives of L with respect to the variables in �, we can
then update them using gradient descent. We leave the details to the appendix.

3. EXPERIMENTS

In this section, we empirically evaluate the various components of our proposed model
for microtopic recommendation. We conduct experiments to answer the following re-
search questions: (i) How much can collaborative filtering help for microtopic recom-
mendation compared with a popularity-based baseline? (ii) Does content help on top of
collaborative filtering for this task, and if so, what content is the most useful? (iii) Does
our method perform better than other baseline methods that also use a hybrid of col-
laborative filtering and content-based recommendation? (iv) Can user and microtopic
attributes help the recommendation task and if so, which attributes are the most use-
ful? (v) Does our method work well for cold-start users?

3.1. Data Set

For the evaluation, we use two datasets from Sina Weibo and Twitter.

3.1.1. Sina Weibo Dataset. Our first dataset was crawled from Sina Weibo, a popular
Chinese microblogging service. We started by selecting 100 seed microtopics published
within three months before November 1, 2014. We then crawled the users who had
participated in these microtopics together with their comments published on the mi-
crotopics’ pages. With the usernames of these users, we were able to collect all the
other microtopics on which they had commented. With these additional microtopics,
we could repeat the same process. We iteratively ran the process 3 times. All together,
we got 22,194 users and 164,462 microtopics they adopt within three months before
November 1, 2014. We then removed those microtopics that had fewer than 5 partici-
pates and inactive users (with fewer than 30 followers or fewer than 50 posts). Finally,
we obtained 11,347 users, 13,188 microtopics, and 783,118 posting records of these
users on these microtopics. For the crawled users, we also obtained their latest 200
published content, profile information including gender, status (verified or unverified
user), and location. For the microtopics, we crawled their earliest 200 comments and
category information.

3.1.2. Twitter Dataset. The second dataset was constructed from a Twitter dataset that
spans the second half of 2009 [Yang and Leskovec 2011]. We first selected popular
hashtags that had more than 100 participates between September and December 2009.
In this way, we got 19,886 hashtags as candidate microtopics. Then we obtained the
users who had participated in these microtopics together with their posts mentioning
the microtopics. After removing inactive users and meaningless microtopics (e.g., #2!),

ACM Transactions on Intelligent Systems and Technology, Vol. 8, No. 6, Article 77, Publication date: August 2017.
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Table II. Statistics of Our Datasets

Dataset Users Microtopics Adoption behaviors

Sina Weibo 11,347 13,188 783,118
Twitter 20,625 15,947 1,152,409

we finally obtained 20,625 users, 15,947 microtopics, and 1,152,409 posting records of
these users on these microtopics. For each user, we crawled their published content
from July 1, 2009, as user content. To get the content of a microtopic, we extracted
all tweets that contain the microtopic from the original dataset and ranked them in
chronological order. We used the earliest 200 tweets to represent the comments of a
microtopic. Note that there is no user profile or microtopic category information in this
dataset.

The statistics of our datasets are shown in Table II.

3.2. Experimental Settings

3.2.1. Baseline Methods. For comparison, we consider the following baseline methods:

—PR: Popularity ranking. For each user, we recommend microtopics to her simply
based on popularity. Here we use the number of participants to measure the popu-
larity of a microtopic.

—PMF: Probabilistic matrix factorization [Mnih and Salakhutdinov 2007]. The origi-
nal model is designed for numerical ratings. For our task, we use 0s and 1s as rating
scores.

—BPR: Bayesian personalized ranking matrix factorization [Rendle et al. 2009]. BPR
differs from PMF in that it offers an optimization criterion based on BPR for person-
alized ranking, which we adopted for our method.

—OCCF: This is a method proposed in Li et al. [2010]. In this method, the content
similarities between users and items are applied to weight the negative examples
in One-Class Collaborative Filtering. Specifically, the weight for negative example
between user uand item i is set to (1−sim(u, i)) where sim(u, i) is the cosine similarity
between term vectors representing u and i with TF-IDF weighting.

—MCF: Matrix Co-Factorization model proposed in Fang and Si [2011], which incor-
porates rich side information and implicit feedback. This method bears similarity
to our method in that it also assumes that user and item latent factor vectors are
associated with the content associated with a user or an item. The difference is that
it is not a probabilistic model but is based on matrix factorization.

We refer to our proposed model as the MTRM (see Figure 3). Since we would like to
empirically test the effectiveness of different sources of content, we first compare three
degenerate versions of our model as follows. In all these three degenerate versions, no
user or item attribute is incorporated yet.

—MTRM-UC: Our model incorporating users’ posts as user content (i.e., a pseudo
document for each user).

—MTRM-IC: Our model incorporating posts on microtopic pages as item content (i.e.,
a pseudo document for each microtopic).

—MTRM-UCIC: Our model incorporating both user’s posts and posts on microtopic
pages as content (i.e., a pseudo document for each user and a pseudo document for
each microtopic).

Finally, as we will show in Section 3.3, using user content is much more effective than
item content for our problem. We then test the performance of our full model with user
content and user/item attributes:
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—MTRM-UC-ATTR: Our model incorporating both user content and user/item at-
tributes.

3.2.2. Experimental Setup. For both of our datasets, all the experimental settings are
the same, unless otherwise noted. Similarly to the settings of many other studies on
recommendation [Pan et al. 2008; Wang and Blei 2011], we hold out a percentage of
the entries of the microtopic adoption matrix and use the remaining entries as training
data. In particular, we perform fivefold cross validation. We first randomly divide the
positive entries of the adoption matrix into five subsets. In each run, we use four subsets
as training data and half of the fifth subset for validation to tune the hyperparameters.
Then we use the other half of the fifth subset for testing. This is repeated 5 times and
we report the average performance.

Recall that in BPR, we need to sample negative feedback to construct user preference
data. For every user’s each adopted microtopic in our training data, we randomly sample
5 microtopics that the user has not adopted as negative feedback. For other baseline
methods, we use the same sampled data as negative instances for fair comparison. For
evaluation, for each user in the test data, we randomly sample 1,000 microtopics that
the user has not adopted and have not been used as negative feedback in training and
then mix them with those that the user has adopted in the test data. In other words,
we make sure there is no overlap of user-microtopic pairs between the training and the
test data.

For our models, we perform 200 runs of Monte Carlo EM. In each run, we run 10
iterations for Gibbs sampling and another 10 iterations of gradient descent. For the
parameter μ that is balancing the likelihood of textual content and the adoption errors,
we found that in MTRM-UC and MTRM-IC, when μ is set to between 0.01 and 0.1, we
can achieve good performance in both datasets. In MTRM-UCIC, when we incorporate
both the user textual content and the microtopic content, we set the same μ = 0.01 for
both types of content. For all the zero-mean Gaussian priors in our model, we set the
variances to be 0.01, and the regularization term λ is set to be 0.01 empirically. For
MCF, we set the weight of negative instances to be 0.01 according to Pan and Scholz
[2009] and Fang and Si [2011]. In OCCF, the weight is computed based on the content
dissimilarity (Section 3.2.1).

We tested with latent factor size K ranging from 10 to 100 with a gap of 10. Finally, we
found on Sina Weibo dataset, for the baseline methods PMF, BPR, and OCCF, K = 20
is an optimal setting. For MCF and our models, K = 30 is an optimal setting. While on
Twitter dataset, K = 30 is an optimal setting for PMF, BPR, and OCCF. For MCF and
our models, K = 50 is an optimal setting. A larger K cannot improve the results.

3.2.3. Evaluation Metrics. As we have pointed out in Section 2, we treat our microtopic
recommendation problem as a ranking problem where for each user we would like to
rank the microtopics based on how likely the user is going to browse and comment
on them. Therefore, instead of looking at binary predictions and measuring predic-
tion errors, we care more about the quality of the top-ranked microtopics. To this
end, we choose two recall-based evaluation metrics, namely Mean Percentage Ranking
(MPR) [Hu et al. 2008] and Recall@M [Wang and Blei 2011].

1. MPR: Assume for each user u we have a set of microtopics to rank. We use Itest
u to

denote this set. After using an algorithm to rank the microtopics, let pui denote the
percentile-ranking of microtopic i within I. For example, pui = 0% means microtopic i is
predicted to be the most desirable for user u, thus preceding all other microtopics in the
list. On the other hand, pui = 100% indicates that microtopic i is predicted to be the least
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preferred, thus placed at the end of the list. Our basic measurement of recommendation
quality is the expected percentile ranking of user u’s adopted microtopics in the test
set, which is

pu =
∑

i∈Itest
u

r̂u,i pui∑
i∈Itest

u
r̂u,i

, (11)

where r̂u,i is a binary number indicating the ground truth of whether user u has actually
adopted microtopic i. The lower the value of pu, the better the quality of the ranking.
Note that without any prior knowledge, if we randomly rank the microtopics in Itest

u ,
then the expected value of pu will be 0.5.

2. Recall@M: Another metric we choose is Recall@M, which was used in Wang and Blei
[2011]. The definition of Recall@M is as follows:

Recall@M = number of microtopics adopted by user in top M
total number of microtopics adopted by user

. (12)

Although this is not a typically used metric for ranked lists, the justification given
by the authors of Wang and Blei [2011] is that in the ground-truth item adoption
matrix, the zeros do not necessarily mean true negatives, because it could be either the
user does not like the item or the user is not aware of the item. Therefore, we cannot
accurately compute precision. Another way to understand Recall@M is that this metric
is similar to Precision@M, but it is further normalized by the total number of items
adopted by a user. Therefore, when we take the average of this metric across multiple
users, those users who more actively adopt items will be weighted lower in the average
Recall@M.

3.3. Collaborative Filtering with Rich Content

Since our baseline methods do not make use of user/item attribute, we first compare the
baselines with the versions of our model that do not use attribute information either. In
other words, we compare the baselines with MTRM-UC, MTRM-IC, and MTRM-UCIC.
The goal here is threefold. First, we would like to see how much collaborative filtering
can help the popularity-based baseline. Second, we would like to find out what content
is useful for improving the recommendation results. Third, we would like to verify the
performance of our method by comparing the degenerate models with other hybrid
methods.

3.3.1. Results. In Table III and Table IV, we compare the results of our method and
the baseline methods on Sina Weibo dataset and Twitter dataset, respectively. We use
MPR, Recall@10, Recall@50, and Recall@100 as the evaluation metrics. Note that for
MPR, the lower the value, the better the results.

Results in Table III and Table IV show the following:
(i) PMF, the basic collaborative filtering method, clearly outperforms PR, the

popularity-based method. The differences are quite substantial, showing that person-
alized recommendation of microtopics is very important.

(ii) OCCF achieves a similar result with PMF. Among PMF, BPR, and OCCF, BPR
is giving consistent results in both MPR and Recall, showing that for our microtopic
recommendation task, a ranking-based objective function gives more promising results
than a rating based one.

(iii) MCF and the three degenerate versions of MTRM are able to improve the recom-
mendation performance over OCCF and BPR by deeply incorporating user-generated
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Table III. Performance Comparison on Sina Weibo Dataset

Degenerate Variations of MTRM
Metric PR PMF BPR OCCF MCF MTRM-IC MTRM-UC MTRM-UCIC

MPR 0.3381 0.1252∗ 0.1178∗ 0.1169 0.0984∗ 0.0945 0.0822∗ 0.0829
Recall@10 0.0908 0.1677∗ 0.1725 0.1412 0.2351∗ 0.2473∗ 0.2729∗ 0.2830
Recall@50 0.2091 0.4552∗ 0.4699 0.4294 0.5084∗ 0.4954 0.5227∗ 0.5267

Recall@100 0.3014 0.5997∗ 0.6077 0.5794 0.6460∗ 0.6318 0.6529∗ 0.6590
Note: ∗ indicates that the result is better than the method in the previous column at 5% significance level
by Wilcoxon signed-rank test.

Table IV. Performance Comparison on Twitter Dataset

Degenerate Variations of MTRM
Metric PR PMF BPR OCCF MCF MTRM-IC MTRM-UC MTRM-UCIC

MPR 0.2914 0.1173∗ 0.1065∗ 0.1145 0.0876∗ 0.0755∗ 0.0640∗ 0.0619
Recall@10 0.1522 0.2178∗ 0.2685∗ 0.2068 0.3298∗ 0.3669∗ 0.3917∗ 0.4029
Recall@50 0.2592 0.6092∗ 0.6303∗ 0.6041 0.6694∗ 0.6873 0.7137∗ 0.7186

Recall@100 0.3423 0.7280∗ 0.7428∗ 0.7286 0.7765∗ 0.7936 0.8198∗ 0.8232
Note: ∗ indicates that the result is better than the method in the previous column at 5% significance level
by Wilcoxon signed-rank test.

content into collaborative filtering. The results are consistent with previous findings
[Fang and Si 2011; Hong et al. 2013; McAuley and Leskovec 2013].

(iv) Comparing with MCF, our models always perform better in terms of MPR and
Recall, although MCF has incorporated both user content and the microtopic content
through matrix co-factorization.

(v) Finally, we find that interestingly using pseudo documents for users is more
effective than using pseudo documents for microtopics. We hypothesize that this is
because the posts published on a microtopic’s page are very diverse. In contrast, nor-
mal posts published by the same user may be more coherent and focused. Generally,
we also find that the topics learned by MTRM-UC are more meaningful. The top-
ics learned by MTRM-IC are a bit harder to interpret. When microtopics’ pseudo
documents are used on top of users’ pseudo documents, the performance is very
close to that of not adding them, especially on Sina Weibo dataset. Therefore, for
the next experiment of using user/item attributes (Section 2.3), we use user content
only.

3.3.2. Parameter Sensitivity Analysis. We would like to analyze how sensitive the perfor-
mance of our model is with regard to the parameters.

First, we vary the value of μ while fixing the other parameters on both datasets.
We show the results in terms of MPR for the three methods MTRM-IC, MTRM-UC, and
MTRM-UCIC in Figure 4 and Figure 5. Recall that μ controls the relative importance of
collaborative filtering and content in the objective function. We try the following values
of μ: 0.001, 0.01, 0.1, 1, and 10. Since there are two types of content in MTRM-UCIC,
we set μUC = μIC for simplicity. The two figures show that the best results are achieved
when μ is set to be between 0.01 and 0.1. The values of MPR increase when μ is larger
than 1.

Figure 6 shows the MPR results when we vary the number of topics K from 10 to
50 on Sina Weibo dataset. We find that for all these three methods, the performance
improves when K increases. The result of MPR become flattened when K reaches 30. In
Figure 7, we find these three methods perform best when K = 50. The result of MPR
does not change much when K is between 30 and 60.
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Fig. 4. MPR on Sina Weibo Dataset (K = 30). Fig. 5 MPR on Twitter Dataset (K = 50).

Fig. 6. MPR on Sina Weibo Dataset (μ = 0.01). Fig. 7. MPR on Twitter Dataset (μ = 0.01).

Through the overall results, we can see in most settings that MTRM-UC and MTRM-
UCIC perform much better than MTRM-IC, and MTRM-UC is close to MTRM-UCIC,
meaning that modeling user content is empirically better than modeling microtopic
content in our task.

3.4. Integrating Attributes

In this section, we empirically study how much user and microtopic attributes may
help improve the recommendation results. Recall that in our model, we assume the
latent factor vector of a user or a microtopic is close to the linear combination of a set of
coefficients corresponding to the attributes the user or microtopic has. In Table III, we
found that compared with MTRM-UC, MTRM-UCIC improves recall slightly but gives
a much lower MPR, which means integrating user posts as content can capture most of
the textual information. Next, we will incorporate user or microtopic attributes on top
of the MTRM-UC model. Note that there is no user or microtopic attribute information
in our Twitter dataset. Therefore, we only use the Sina Weibo dataset in this part.

3.4.1. User Attributes. We have collected the following user attributes: (i) gender. Many
users reveal their gender information in Sina Weibo. In total, of the 11,347 users, 10,822
have their gender information public. The number of males is 3,879 and the number of
females is 6,943. (ii) status. In Sina Weibo, a user can be verified or unverified. Verified
users are those who have been provided with a confirmation of identity by Sina Weibo.
We obtained the status of 11,322 users, of that 1,380 are verified users. (iii) location.
Many Sina Weibo users indicate the cities or provinces they come from. We were able
to crawl the location information of 10,100 users.
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Table V. Performance of Integrating Different Attributes on the Sina Weibo Dataset

Metric MTRM-UC +gender +status +location +category MTRM-UC-ATTR

MPR 0.0822 0.0809∗ 0.0840 0.0817 0.0792∗ 0.0789∗
Recall@10 0.2729 0.2774 0.2715 0.2773 0.2810∗ 0.2924∗
Recall@50 0.5227 0.5419∗ 0.5359 0.5376∗ 0.5421∗ 0.5474∗
Recall@100 0.6529 0.6723∗ 0.6648 0.6679∗ 0.6728∗ 0.6798∗

Note: Comparison of performance before and after incorporating each type of user and microtipic
attributes. MTRM-UC-ATTR refers to our model using user content and best setting of features
(user gender, user location, and microtopic category). ∗ indicates that the result is better than
the method in the first column (MTRM-UC) at 5% significance level by a Wilcoxon signed-rank
test.

The results of incorporating users’ attributes are shown in Table V, indicated by
+gender, +status, and +location. We can see that adding gender information and loca-
tion information turns out to be more useful in improving microtopic recommendation.

A close examination of the data gives some examples. For instance, #�������
�# (Stories between girlfriends and me) is a microtopic for girls to share secrets they
had with their girlfriends. Clearly, this microtopic is meant for female users mostly.
Another microtopic, #������# (Knowledge of health and cosmetology), talks about
cosmetology, which is also a female-oriented micrtopic. We found that, indeed, very few
male users would touch these microtopics.

The improvement after incorporating gender and location, however, is not very sub-
stantial. We found that this is because the majority of microtopics are not gender
specific or location specific. Therefore, the benefit of incorporating gender or location
is limited. As for the attribute of verification status, since only around 10% users are
verified users, incorporating this attribute does not seem to be useful.

3.4.2. Microtopic Category. Sina Weibo organizes microtopics into 16 main categories,
such as Society, Celebrities, and Economics. This helps users search for specific topics.
We would like to test whether it also helps in the recommendation task. For example, if
someone likes #����3# (I Am a Singer, a reality TV show in China), then she may
also be interested in other microtopics under the same category “TV program” such as
#�����# (Chinese Idol, another reality TV show). To verify this hypothesis, we try
to incorporate the category information of microtopics into our model to see if people’s
participation behaviors have some fixed patterns on specific categories of microtopics.

In Table V, we find that, compared to MTRM-UC, the integration of category infor-
mation (+category) gives a more than 3.5% decrease in MPR (lower MPR indicates better
performance) and a 3% improvement in Recall relatively. Compared to all the user
attributes, microtopic category information gives more of an improvement. Finally, if
we combine the attributes from users and microtopics, then we find the best result we
can achieve is to use user gender, user location, and microtopic category information
(MTRM-UC-ATTR), as shown in Table V.

3.5. Cold Start Users

The previous experimental results show that collaborative filtering together with con-
tent modeling and user/microtopic attributes can largely improve the performance of
popularity-based recommendations. The improvement mainly comes from collaborative
filtering, as we can see when we compare PMF with PR. However, for cold-start users,
that is, those who have not participated in many microtopics, collaborative filtering is
less effective, because there is not much personal data of these users from which to
learn. We hypothesize that for these cold-start users, the incorporation of content and
attributes may be more important. To verify this hypothesis, we take those test users
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Table VI. Statistics of Data in Cold Start Case

Training Data Test Data
Dataset Users Adoptions Users Adoptions

Sina Weibo 11,347 626,494 36 107
Twitter 20,625 921,927 61 167

Table VII. Performance Comparison for Cold Start Users on Sina Weibo Dataset

Metric PR PMF BPR OCCF MCF MTRM-UC-ATTR

MPR 0.2879 0.2172∗ 0.1843∗ 0.2016 0.0957∗ 0.0905∗
Recall@10 0.1717 0.0968 0.1830∗ 0.0909 0.4358∗ 0.4334
Recall@50 0.2880 0.3701∗ 0.4142∗ 0.3944 0.5873∗ 0.6334∗
Recall@100 0.4067 0.5224∗ 0.5279 0.5570∗ 0.7010∗ 0.7357∗

Note: ∗ means the result is better than the method in the previous column at 5% significance level by
a Wilcoxon signed-rank test.

Table VIII. Performance Comparison for Cold Start Users on Twitter Dataset

Metric PR PMF BPR OCCF MCF MTRM-UCIC

MPR 0.2814 0.1547∗ 0.1188∗ 0.1293 0.0855∗ 0.0599∗
Recall@10 0.1667 0.1492 0.2063∗ 0.1591 0.4238∗ 0.4668∗
Recall@50 0.2745 0.5806∗ 0.6562∗ 0.5719 0.7042∗ 0.7352∗

Recall@100 0.3723 0.6860∗ 0.7360∗ 0.7325 0.8027∗ 0.8429∗
Note: ∗ means the result is better than the method in the previous column at 5% significance
level by a Wilcoxon signed-rank test.

who have fewer than five adopted microtopics in the training data as cold-start users.
The statistics of training and test data are shown in Table VI.

We compare the recommendation performance of these users between the various
methods.

From Table VII and Table VIII, the following observations can be made:
(i) The absolute performance of the method based on popularity ranking (PR) per-

forms better for cold-start users than that for all users (shown in Table III and Table IV).
We believe that this is because for cold-start users, since they have not explored micro-
topics much, they are more likely to browse and participate in hot microtopics.

(ii) For cold-start users, although collaborative filtering methods (PMF and BPR)
still helps in MPR, their relative improvement is small compared with for all users. The
absolute performance of PMF and BPR is also lower than that for all users.

(iii) However, by deeply incorporating content and context information, MTRM-UC-
ATTR achieves better performance comparing with all the baseline methods (Table
VII). The relative improvement on the cold-start users is much higher than the relative
improvement on all users.

(iv) Specifically, on the Twitter dataset (Table VIII), MTRM-UCIC still outperforms
other methods although without any attribute information.

In general, both MCF and MTRM still perform well in cold-start cases, while PMF,
BPR, and OCCF do not. We can understand this phenomenon in two ways. First, both
MCF and MTRM have incorporated the contents of users and microtopics deeply into
their objective functions, while PMF, BPR, and OCCF only consider the ratings. It indi-
cates that the contents play an important role in cold-start cases where ratings are not
available or scarce. It also verifies our basic motivation of using contents for microtopic
recommendation in this work. Second, the results of MCF and MTRM on cold-start
users appear to be slightly better than all users. However, considering that the num-
ber of cold-start users are very small, their averaged scores might not be directly
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Table IX. Comparison of Topics Learned from User Content and Item Content

Model Topical words

MTRM-UC

love,��(men),��(women),��(livelihood), life,��(human life),��(love),
�� (happiness),��(happy),��(life).
��(China),��(civilization),���(volunteer),��(exam),��(postgraduate
exam),��(recruit),��(interview),���(civil servants),��(sign up),�	�
�(institution).

MTRM-IC

��(applaud),��(love you),��(powerful),��(come on),�(cute),
��(happy),�� (expect),�(thumb-up),��(angry),��(indignant).
��(support),��(vote),�
(share),��(focus on),��(followers),
��(activity),�� (follow each other),��(youth),��(sign in),��(good luck).

comparable to that of all users. In fact, we have found that the standard deviations
of the cold-start users are much larger than that of users overall. For example, in the
Sina Weibo dataset, the standard deviation of Recall@100 in cold-start users is 0.3807,
while it is 0.2636 in all users.

The overall results show that the effect of incorporating user-generated content is
more pronounced on cold-start users.

3.6. Discussions

In this section, we further analyze and discuss our results. First, we show some sampled
topics learned by our model.

Table IX shows popular topics learned from user content (MTRM-UC) and item
content (MTRM-IC) on Sina Weibo dataset. Due to the limited space, we only show the
top-10 words within each topic. Generally, we find that the topics learned by MTRM-UC
are more coherent and meaningful. While the topics learned by MTRM-IC are about
attitudes or emotion. This is consistent with the finding that user content is better for
microtopic recommendation than item content in Section 3.3.

Next, we conduct some error analysis on our results. For those users whose ranking
results are very poor, we find that they have very sparse adoption records and it is
indeed very hard to observe any pattern in their adoption behaviors. For example, one
of the users has totally commented on four microtopics: #Halloween#, #iPhone6#, #�
���# (Douban Movie, a movie review site), and #����	# (Running Man, a live
TV show). We can see that these four topics barely have any relations. We then checked
this user’s published posts and found that still his posts were not very relevant to
the four microtopics he had commented on. Generally, if a user seldom participates
in microtopics and does not publish many posts, or if a user publishes posts that are
unrelated to his or her commented microtopics, then it is hard for our model to make
good recommendations for this user.

4. RELATED WORK

In this section, we present two lines of work close to our task, namely, collaborative
filtering and recommendation tasks on microblogs.

4.1. Collaborative Filtering

Recommendation methods can be classified as content-based recommendation
[Balabanović and Shoham 1997; Hannon et al. 2010], collaborative filtering [Gold-
berg et al. 1992; Koren 2010; Koren et al. 2009], and hybrid approaches [Claypool et al.
1999; Schein et al. 2002]. Content-based approaches make predictions based on item
similarity or the similarity between user and item profiles. These approaches need ef-
forts to collect and extract knowledge from item or user content. Collaborative filtering
(CF) methods, on the other hand, do not require user or item content. They analyze
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the relationship between users and items to identify new user-item associations. The
latent factor model is one of the most successful CF models, in that users and items
are profiled in a latent factor space of lower dimensionality. As the most representative
latent factor model, matrix factorization (MF) has been successfully applied to various
recommendation tasks [Koren et al. 2009; Lee and Seung 2001; Ma et al. 2008; Mnih
and Salakhutdinov 2007; Tang et al. 2013]. Nevertheless, collaborative filtering suf-
fers from the cold-start problem where few ratings (adoptions) can be obtained for a
new item or user. Therefore, hybrid approaches combining content-based and CF-based
methods are proposed to overcome their limitations, such as Matrix Factorization with
Features [Li et al. 2010], Matrix Co-Factorization Models [Fang and Si 2011; Hong
et al. 2013], and Regression-based Latent Factor Models [Agarwal and Chen 2009;
Chen et al. 2012].

Recent studies seek to incorporate textual content to provide an interpretable latent
structure for users and items [Diao et al. 2014; McAuley and Leskovec 2013; Wang
and Blei 2011]. Wang and Blei [2011] first applied Latent Dirichlet Allocation method
(LDA) [Blei et al. 2003] on item-specific textual content to recommend new scientific
articles. The method profiles each item as a combination of its topic distribution and a
latent vector. In sentiment analysis of product reviews, McAuley et al. [2013] and Diao
[2014] assumed the topic distribution of each review is produced by the latent factors of
the item. These methods could provide an interpretation to each latent factor, because
factors and topics are in the same space. Our task can benefit from such approaches, but
differently, we have textual content associated with both users and items (microtopics)
in our task. Besides that, our model combines auxiliary information on microblogs as
well.

Most of the above methods assume that users have explicit ratings for items, but,
in reality, there are many cases where only implicit feedbacks are observed [Hu et al.
2008; Oard et al. 1998; Pan and Scholz 2009; Pan et al. 2008; Rendle et al. 2009]. In
our task, since the users tend not to give explicit ratings to the microtopics, we make
the first attempt to use a ranking optimization criterion together with topic modeling
to infer users’ preferences from user adoption behaviors.

4.2. Recommendation Tasks on Microblogs

With the popularity of microblogs, a growing number of studies have been proposed
to profile users on microblogs to provide better recommendation services. There are
three main recommendation tasks involved, namely followee recommendation, tweet
recommendation, and hashtag recommendation. Twittomender recommends followees
by exploiting a variety of recommendation strategies, including both content-based and
collaborative filtering approaches [Hannon et al. 2010, 2011]. Abel et al. [2011a, 2011b]
recommend external websites linked to Twitter by incorporating user profile modeling
and temporal recency. Uysal and Croft [2011] present a learning-to-rank algorithm for
tweet recommendation. Chen et al. [2012] proposed a regression-based tweet recom-
mendation method by leveraging tweet topics, user social relations, and tweet features.
Yan et al. [2012] presented a co-ranking framework for a tweet recommendation sys-
tem that takes popularity, personalization, and diversity into account. Hashtag plays
an important role in helping effectively organize and search tweets. Godin et al. [2013]
applied topic models for Twitter hashtag recommendation. Ma et al. [2014] proposed
two PLSA (Probabilistic Latent Semantic Analysis)-style topic models to incorporate
user, time, hashtag, and tweet content for the task. Liu et al. [2012] assumed the con-
tent and hashtags of a document are talking about the same themes but written in
different languages. Under the assumption, hashtag recommendation is modeled as a
translation process from document content to hashtags. Similarly, Ding et al. [2012,
2013] proposed topical translation model for hashtag suggestion on Sina Weibo. Zhang

ACM Transactions on Intelligent Systems and Technology, Vol. 8, No. 6, Article 77, Publication date: August 2017.



Personalized Microtopic Recommendation on Microblogs 77:19

et al. [2014] proposed a novel method that extends the translation based model and
incorporates the temporal and personal factors. Most of the above work focuses on
hashtag suggestion for a single tweet. Liang et al. [2012] proposed to recommend time-
aware topics such as tag terms and keywords by incorporating implicit information
network formed among users, topics, and microblogs.

We study the problem of microtopic recommendation at the user level. To better
profile users and microtopics, we propose a joint probabilistic latent factor model to
combine user adoption behaviors, user microtopic content, and contextual information.

5. CONCLUSIONS AND FUTURE WORK

In this article, we study the problem of personalized microtopic recommendation on
microblogs. To utilize the rich information available, we proposed a joint probabilistic
latent factor model to seamlessly integrate user adoption behaviors and user microtopic
textual and contextual information. We design experiments to evaluate our model
against several state-of-the-art models. By comparing with a popularity-based ranking
method, we found that collaborative filtering significantly helped, indicating that it is
important to personalize the ranked list of microtopics for individual users. Second, we
found it beneficial to incorporate users’ historical posts or microtopics’ comments to help
better learn users’ latent factor vectors or microtopics’ latent factor vectors. Last but
not least, by incorporating both user and microtopic attributes, our model can further
improve the recommendation performance. The overall experimental results show that
our model outperforms the competitive baseline methods effectively, especially in the
circumstance that users have few adoption behaviors.

There are a few directions we would like to explore in the future. First, social rec-
ommendation has been studied in recent years [Ma et al. 2008; Tang et al. 2013].
Presumably, a user often learns about a microtopic through other users whom he or
she follows. We have not incorporated social relations between users such as following
relations and mention relations, partly because such data are harder to crawl. Sec-
ond, deep learning models recently have shown great potential for learning effective
representations and deliver state-of-the-art performance in natural language process-
ing applications [Salakhutdinov and Hinton 2009; Kalchbrenner et al. 2014]. Actually,
some attempts have been made to develop deep learning models for collaborative fil-
tering. For example, Wang et al. [2015] proposed a hierarchical Bayesian model called
collaborative deep learning, which jointly performs deep representation learning for
the content information and collaborative filtering for the ratings (feedback) matrix.
By replacing the topic model with deep learning models such as Stacked Denoising
Autoencoders (a feedforward neural network for learning representations of the input
data by learning to predict the clean input itself in the output), we believe that our
model can also learn an effective deep feature representation from content. All these
issues will be left as our future works.
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