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ABSTRACT 
 
A fast detection and visualization of change in crisis areas is an important condition for planning and coordination of help. The 
availability of new satellites with high temporal resolution (e.g. RapidEye) and/or high spatial resolution (e.g. Quickbird) provides 
the basis for a better visualization of multitemporal change. For automated change detection, a large number of algorithms has been 
proposed and developed. This article describes the results of four texture based change detection approaches that were applied to 
satellite images of the Darfur crisis region. In our methodology we calculate firstly different texture characteristics (“energy”, 
“correlation”, “contrast” and “inverse distance moment”), for a whole image at two (or more) different times. The second step is to 
test the capability of known change detection methods (image-differencing, image-ratioing, regression analysis and principal 
component analysis) to visualize the change of settlement areas through these texture characteristics and texture images, respectively. 
The comparison of different texture characteristics with different change detection methods shows that best results can be obtained 
using a selective bitemporal principal component analysis with the texture feature “energy”. 
 
 

1. INTRODUCTION 

A fast detection and visualization of change in crisis areas is an 
important condition for planning and coordination of help 
(Kuenzel, 2007). Remote sensing images offer an excellent 
means for the rapid detection and analysis of change. 
Consequently, many algorithms for automated change detection 
have been proposed, developed, and tested. An overview and 
comparison of different techniques can be found, for example, 
in Singh (1989), Macleod and Congalton (1998), Mas (1999), 
Lu et al. (2003), Coppin et al. (2004), or Jianyaa et al. (2008). 
However, a “best algorithm” for the automated detection of 
changes for all applications has yet to be developed if this is at 
all possible (Niemeyer and Nussbaum, 2006). There exist a 
wide range of different methods with different grades of 
flexibility, robustness, practicability and significance (Niemeyer 
and Nussbaum, 2006). These methods can be divided into three 
categories (Mas, 1999): Image enhancement methods, 
multitemporal analysis and post classification comparison. 
Other approaches combine these methods with each other or 
have a completely novel methodology. 
The image enhancement methods are based on unclassified 
image data, which combine the data mathematically to enhance 
the image quality (Jensen, 1986). Examples are image-
differencing, image-ratioing, principal component analysis 
(pca), or regression analysis. 
Multitemporal analysis (Coppin et al., 2004) is based up on an 
isochronic analysis of multitemporal image data. This means 
that n bands of an image at time t1 and n bands of an image at 
time t2

Post classification analysis is based on a comparison of two 
independent classification results for at least two point of times 
t

 of the same area are merged to form a new image with 
2n bands to extract the changed areas in this merged picture 
(Khorram et al., 1999). 

1 und t2

The high number of published scientific results in the case of 
combined and novel change detection methods is a clear 
indication of the importance of this research topic. For example, 
Prakash and Gupta (1998) combine the image-differencing 
approach with vegetations indices. Lu et al. (2005) use the 
image-differencing method together with a principal component 
analysis. Dai and Khorram (1999) employ neuronal networks 
whereas Foody (2001) and Nemmour and Chibani (2006) make 
use of fuzzy-set theory for change detection. Other approaches 
are based on object-based image analysis (see, for example, Im 
et al. 2008 or Lohmann et al. 2008). 

. This method allows the determination of the kind of 
change from one class to another class. 

In our approach, we use image-enhancement methods not for 
the spectral reflectance values but for different texture 
characteristics which produce a higher degree of robustness for 
the change detection and analysis. 
 

2. THEORETICAL BACKGROUND 

This section introduces the selected change detection methods 
for comparison and explains the calculation of the texture 
features. 
 
2.1 Change detection methods 

The first introduced method is image-differencing which is easy 
to understand and to implement (Singh, 1989). The method is 
based on calculating the grey value differences. For every pair 
of grey values at the same location in different points in time the 
difference is calculated. If the resulting values are unchanged 
after the algebraic subtraction or do not exceed a pre-
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determined threshold no change has occurred. The degree of 
change, on the other hand, is determined by the grey value 
differences. Very similar is the image-ratio method. For every 
pair of grey values at the same location in different points in 
time the ratio of the two values is calculated. Both methods vary 
through different combinations of spectral bands, the choice of 
the correct thresholds or different available spectral resolutions. 
Especially the choice of a correct threshold level is a critical 
factor (Jensen, 1986), because of a time consuming manual 
interpretation and the integration of a priori knowledge in the 
analysis process.  
The regression analysis is a statistical method to determine the 
kind and grade of coherence of features (Mueller, 2000). The 
idea is to express the relation of a dependent feature to one or 
more independent variables. In our applied regression method 
of change detection, pixels from the first time are assumed to be 
a function of the time t2 pixel. This relation is expressed 
through a regression function. The type of regression function is 
based on the used data or a specific application. In our work we 
use a least squares method to calculate the regression function. 
After that, the predicted value (t2) from the regression line can 
be subtracted from the value in t1

The principal component analysis is a statistical method to 
calculate new synthetic data space. With this approach, it is 
possible to intensify wavelength dependent material specific 
differences. Detailed explanations of this method can be found 
in Bahrenberg et al. (1992) or Schowengerdt (2007). For 
change detection, the principal component analysis can be used 
in different ways (Nussbaum and Menz, 2008). In our study, we 
employ a selective bitemporal PCA. This means that in a 
twodimensional feature space two bitemporal spectral bands of 
the same location are analyzed (Figure 1). 

 to determine the change (for 
more details see Singh, 1989).   

 
 

 
 
Figure 1. Change detection through bitemporal selective PCA 
 
As result all grey values are located in relation to the principal 
components. The unchanged pixels have a high correlation with 
the first principal component in contrast to the change pixels. 
As a consequence, the first principal component contains the 
unchanged information und the second component the change 
information (Macleod and Congalton, 1998). 
 
2.2 Calculation of texture features  

The calculation of the texture features is based on the grey-level 
co-occurrence matrix (GLCM) (Haralick et al., 1973; Haralick 

and Shapiro, 1992) which represents a second order (Sali and 
Wolfson, 1992).  
The main idea is that settlement areas have higher texture values 
as non-settlement areas. Many publications of settlement 
analysis through remote sensing techniques prove these fact 
(see, for example, Myint, 2007; Steinnocher, 1997; Ehlers and 
Tomowski, 2008). Here, the GLCM that examine the spectral as 
well as the spatial distribution of grey values in the image forms 
the basis for the texture calculation. A GLC matrix describes the 
likelihood of the transition of the grey value i to the grey value j 
of two neighbouring pixels (Tomowski et al., 2006). During a 
calculation of a GLCM, the frequency of all possible grey value 
combinations of two neighbouring grey values with a defined 
displacement vector (see figure 2) for both neighbours in both 
directions of a specific direction (00, 450, 900 or 1350

 

) can be 
counted. 

 
 
Figure 2. Possible Directions for the displacement vector 
 
This step can be applied for four possible directions. The 
calculation of the average of these four matrices for every 
element leads to a direction independent symmetric matrix.  
Finally, to calculate the likelihood of a grey value transition, 
every value in this matrix is divided through the maximum 
number of all possible grey value transitions (eq. 1): 
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 where V   = value in the symmetric GLCM 
   r, c = row and column number  
   N  = number of rows or columns 
 
The calculation of the GLCM with high radiometric resolution 
is a very time consuming step. To reduce this effect, Haralick et 
al. (1973) suggest different texture features which represent the 
texture characteristic in a single value. Based on this features 
new texture images can be calculated over a sliding window 
technique (for more details see, for example, Lehmann et al., 
1997). We use the following texture features in our work:  
 

• Contrast (eq. 2) is able to detect the intensity 
differences between a grey value of a pixel and his 
neighbourhood.  

• Correlation (eq. 3) expresses the linear coherence 
between a grey value pixel in relation to the 
investigated picture and the texture feature 

• Energy (eq. 4) calculates the sum of the squared 
elements in the GLCM and describes the homogeneity 
of the investigated picture.  



 

 

• Inverse distance moment (IDM) (eq. 5). With the 
application of the IDM, it is possible to distinguish 
between heterogeneous and partially homogeneous 
non-settlement areas. 
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3. IMPLEMENTATION 

In this section we introduce our test area. After that, we explain 
our approach and show the results of our comparison. 
 
3.1 Test area und image data 

The study area is located in Sudan. The village Shangil Tobay is 
located in North Darfur, and was one of seventeen villages in 
this region, which was attacked and destroyed since 2004 in the 
Darfur conflict. The conflict in Darfur is a dispute between 
different ethnic groups, local militia (Janjawid) and the 
Sudanese government. As is usual the case in these conflicts, 
the main suffering is sustained by the civilian population. More 
than 200,000 people have already died; more than 2 Million 
people have been displaced. The region around Shangil, a 
sparsely populated area, is the home of several thousands of 
displaced civilians. The attacks on this village took place 
between 2005 and 2006. To document the dimension of the 
inhumanities, Amnesty International (2009) and AAAS (2009) 
maintain web sites that shows satellite images of the affected 
regions before and after an attack on several villages. With the 
permission of the satellite company Digital Globe, we were able 

to use preprocessed georeferenced Quickbird data before and 
after an attack for our change analysis. Figures 2 and 3 show the 
study area on 10 March 2003 and 18 December 2006, 
respectively. For our tests, we used a subset of 512 pixel * 512 
pixel with a 0,6 m ground pixel size and a radiometric 
resolution of 8 bit. A visual comparison and overlay of the 
existing man-made structures shows a high congruence between 
both images, so that a new co-georeferencing was not necessary 
and the problem of possible pseudo change was negligible. 
The selected subset is a village in the east of Shangil Tobay. It 
is visible, that the nearly the whole village was demolished; 
only a few buildings are not destroyed. Some of the structures 
were completely wiped out; some were burnt down and are still 
partly visible.  
 

 
 

Figure 3. Subset of the Shangil village before destruction 
(©Digital Globe 2003)  

 

 
 

Figure 4. Subset of the Shangil village after destruction 
(©Digital Globe 2006) 



 

 

 
3.2   Change Detection Concept and Design 

Figure 5 shows the general steps that are the prerequisite for the 
change detection analysis. To apply our change detection 
methods, firstly all 3 bands (RGB) from the images taken at t1 
and t2 were averaged to obtain a single band. The different 
texture features are calculated from the averaged data and then 
submitted to the different change detection analysis methods 
(image-differencing, image-ratioing, regression analysis and 
PCA). Basis for the calculation of the texture features are the 
images at the specified time t1 und t2

Because of the different illumination conditions in the two 
images (see figure 2 and 3) we also included in a second 
processing step a histogram matching to both image data sets to 
improve the contrast and to harmonize the grey value 
distribution of the images (Yang and Lo, 2000).  

. After the texture 
calculation, we derived the GLCM (8 bit) for every image. 
Based on the GLCM we calculated the texture features contrast, 
correlation, IDM and energy for every point in time with 
differently sized windows (ranging from 3 x 3, to 13 x 13 
windows). Using these texture features, we then performed the 
four change detection methods explained above.  

 

 
 
Figure 5. Steps for the derivation of texture image data for 
change detection 
 
Best results were obtained using a 13 x 13 window for the 
calculation of the texture features after the histogram matching. 
Again, we performed the change detection analysis four times 
(image-differencing, image-ratioing, regression analysis and 
PCA) with all derived texture images. 
 
3.3 Results and interpretation 

As result, we generated 16 change images (with 4 kinds of 
texture features and 4 change detection methods). In this paper, 
we will concentrate on best result and present only a short 
summary for the other findings. As our goal was the 
visualization of changes, we did not perform a quantitative 
accuracy analysis but concentrated on a qualitative visual 
interpretation (see table 2). 
The image-differencing method showed the worst results for all 
four texture images. Therefore we will not pursue this methods 
in further studies. 
The texture based image-ratio approach did not produce 
satisfying results in the case of the texture features contrast and 
correlation. Certainly, with the IDM and the energy feature a 
partial detection of change in the settlement areas is visible. 
The texture based regression analysis led to partly suitable 
results; problems were the imprecise location of building 
contours. It may have some usefulness, however, in object-
based image analysis.  

The results for the texture based PCA with the images derived 
from the features contrast, correlation und IDM were not 
satisfying. However, bitemporal PCA for the texture feature 
energy proved to be the best results as far as visual appearance 
is concerned.  
 

 
 

Figure 6. Results of texture based PCA with the texture feature 
energy 

 
It is possible to visualize changed (dark grey) unchanged 
settlement areas (bright grey) and unchanged non-settlement-
areas (medium grey) without determine thresholds (see figure 
6): 
 

 
 
Figure 7. Manual digitized unchanged man-made structures and 

the subset of the Shangil village after destruction 
 (©Digital Globe 2006) 

 
The comparison with a manual digitized classification (based on 
figure 4) of the unchanged man-made structures (buildings, 
fences) shows (see figure 7), that the algorithm visualizes nearly 



 

 

all unchanged buildings, but also some small areas with high 
texture values, that have changed (ruins and stone formations). 
However, it is easy to distinguish between destroyed and not 
destroyed structures. 
Table 2 shows the overall results of the qualitative assessment 
respectively visual interpretation for the different methods and 
texture features. The table compares and assesses the change 
results of the different change detection methods (left column) 
in relation to the four texture images (upper row).  
 
Table 2. Assessment of the texture based change detection 
results 
 

 Con-

trast 

Correlation IDM Energy 

Image-

differencing 

- - - - 

Image-ratio - - 0 0 

Regression 0 0 0 0 

PCA - - - + 

Evaluation: „+“ = good visualization, „0“ = partly visualization 
and  „-“ = bad visualization of changes   
 
 

4. CONCLUSIONS 
 
A comparison of four different texture characteristics contrast, 
correlation, inverse distance moment (IDM) and energy that 
were used for four different change detection methods (image-
differencing, image-ratioing, regression and PCA) shows that a 
combination of a bitemporal principal component analysis with 
the texture feature energy displays the best results for the 
visualization of change. Image of a village in the Darfur region 
before and after destruction were used for our study. However, 
the used test area was ideal to show the possibilities of texture-
change analysis, because most of the buildings were completely 
destroyed and no texture was present on the locations of the 
destroyed buildings.  
With the texture-based change detection approach, it is possible 
to visualize changed and unchanged settlement areas without 
the determination of thresholds. In our future work we will test 
this approach with other satellite images and airborne data and 
to show the transferability of this method. 
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