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ABSTRACT
A versatile GNSS signal simulation tool for time-domain
simulations at sample-level with a focus on wave propaga-
tion effects, such as multipath or atmospheric disturbances,
is introduced. The Satellite Navigation Radio Channel Sig-
nal Simulator (SNACS) uses a modular, object-oriented ap-
proach implemented in C++. The application is thoroughly
designed in a multi-threaded way to provide highly accu-
rate simulation results in a reasonable processing time.

SNACS not only fills the gap of a software tool using
models of the GNSS channel from a GNSS signal generator
as input for a GNSS software receiver, it also provides an
implementation that spans the whole simulation chain from
the transmitter to the receiver loops.

SNACS can be adopted and enhanced easily since it
is published under an open source license.

1 INTRODUCTION
A challenge for researchers and developers is the ability to
use realistic channel models in their full complexity for the
simulation of GNSS signals. To further improve the per-
formance of GNSS receivers in demanding real-life situa-
tions such as navigation in urban areas, it has become clear
that realistic channel models have to be applied. In recent
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years, radio channel models were designed based on chan-
nel sounding measurements specifically for the GNSS use
case. Up to now, models exist for the urban [7], sub-urban
[9], and aeronautical [10] scenarios.

The GNSS channel models in general generate time-
series of channel impulse responses (CIR) based on the
tapped delay line method. The land-mobile channel model
outlined in [7] uses a mixed deterministic and statistical ap-
proach that considers an artificial scenery. The computed
CIRs consist of time-continuous Dirac-impulse-like echoes
which have to be interpolated at the discrete instants con-
sidered in the simulation in order to correctly represent the
temporal domain and motion of the receiver and the reflec-
tors. This interpolation step makes shifts of the CIRs at
sub-sampling time instants possible.

The samples of the interpolated CIR are then used
as FIR (finite impulse response) filter coefficients in the
complex-valued convolution with the generated GNSS sig-
nals. SNACS uses the multi-threading paradigm and de-
composes the complex convolution into four real convolu-
tions which can be calculated in parallel to yield a faster
simulation speed.

Additionally, experimental CIRs obtained in channel
sounding campaigns can also be fed into SNACS without
the need of pre-processing, provided the sampling frequen-
cies used to collect the CIRs and to perform the simulations
match.

Unlike the fast-simulation approach which avoids the
correlation operation and simulates GNSS signals in the
correlation function domain, simulations in time-domain
generate and process GNSS ranging signals sample by sam-
ple. Since the fast-simulation approach computes the num-
ber of correlation function samples (typically three) only
for every correlation epoch, typically which equals 1ms for
the GPS C/A code, a time-domain simulator has to process
40000 samples within that period of time for a sampling
frequency of 40MHz, for example. CIRs can be used di-
rectly on the correlation function samples in the fast-simu-
lation approach, whereas interpolation is needed for pro-
cessing CIRs in a time-domain simulation.

Depending on the amount of impulses present in a
CIR and the sampling frequency used for the time-domain
simulation, the fast-simulation approach can be much faster
than a simulation in time-domain. On the other hand, addi-
tive noise and interference have to be transformed into the
correlation domain to be applicable for the fast-simulation
method.

Navsim [6] is a representative implementing the fast-
simulation approach whereas the Granada [5] and Juzzle
Software Receivers [3] are examples for time-domain sim-
ulation tools.

The paper is organized as follows. Section 2 gives an
overview of the simulation chain, consisting of GPS C/A
code signal generation, channel data interpolation and con-
volution, noise generation, quantization, and the final pro-

cessing with GNSS receiver algorithms: aquisition and sig-
nal tracking. A SNACS simulation example with GNSS
channel model CIRs is demonstrated in Section 3.

2 IMPLEMENTATION
Fig. 1 shows the general structure of a typical simula-
tion chain. The chain begins with a signal source which
generates a GNSS signal sample by sample with sampling
frequency fs, resulting in the sampling interval T = 1/ fs.
The samples are passed from one processing module to the
next one in blocks of size K. Blocks are numbered from
m = 1...M.

The total number of samples is thus N = MK and the
samples are numbered from n = 1...N. The elapsed simula-
tion time instant relating to sample n is tn = nT . The signal
sink receives all samples at the end of the simulation chain.

Every link in the simulation chain works indepen-
dently in parallel in its own thread and the data is passed
in ring buffers suitable for concurrent access from one pro-
cessing module to the next. The output signal of a process-
ing module serves as input signal to the next module.

2.1 GPS Signal Generation
Up to now, only the GPS C/A code signal is implemented
as GNSS signal source. The samples of the C/A code signal
are generated for every time instant in baseband using

sGPS,prn(tn) =
√

2PCA ·CCA,prn(tn). (1)

Here, PCA represents the signal power and CCA(tn) is the
C/A code sample at time instant tn. The parameter prn iden-
tifies the used C/A code through its pseudorandom noise
(PRN) code number.

Usually a consecutive low-pass filter module is used
to bandlimit the previously generated signal.

2.2 Channel data interpolation and convolution
The purpose of this module is to compute the time-discrete
equivalent of the time-variant continuous-time CIR which
are time-continuous in the delay variable τ. The variable
t represents the simulation time and lasts typically from
few seconds to minutes or hours. The variable τ represents
the excess delay of the multipath resonse in the order of
nanoseconds, typically. Fig. 2 shows an example of a time-
variant CIR with the time variable t and the delay variable
τ. The time-variant time-continuous CIR takes the form

h(t,τ) =
D(t)

∑
d=1

ad(t)δ(τ− τd(t)). (2)

The summands in 2 are called multipath component of the
CIR. Each summand represents the contribution to the CIR
due to one propagation path. At time t, D(t) multipath com-
ponents are present. Component d is characterized by its
complex weight ad(t) and propagation delay τd(t).

For implementation convenience, the duration of one
data block with block size K has to equal the update inter-



Figure 1. Software simulator structure. The signal source is shown in green, the processing modules are depicted in yellow and the signal
sink is displayed as a red box.

Figure 2. An example of a time-variant CIR sampled in time and
delay. A denotes the multipath components’ amplitude.

val 1/ fCIR at which the temporal samples of the CIR are
queried:

K
fs

=
1

fCIR
(3)

For instance if the channel model is queried at fCIR = 1kHz
and the simulation sampling frequency is set to fs = 100MHz,
the data block size is K = 100000 samples.

The input-output of a time-variant channel with CIR
h(t,τ) reads [11]

y(t) =
Z

∞

−∞

h(t,τ)x(t− τ)dτ. (4)

Invoking the Sampling Theorem, provided x(t) is bandlim-
ited to the bandwidth, say B, h(t,τ) in (4) can be replaced
by the sampled version

hdiscr(tm,τ)|τ=[0...(F−1)]T =
D(tm)

∑
d=1

F−1

∑
i=0

ad(tm)sinc[2B(iT − τd(tm))]. (5)

In this expression sinc(x) = sin(πx)/(πx) and F is the num-
ber of discrete-time samples. These samples are used as
FIR filter coefficients in the implementation. The maxi-
mum delay

τd,max = maxτd(t) : t ∈ [0, tmax],d ∈ 1, ...,D(t) (6)
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Figure 3. Example of an interpolation of a CIR with two compo-
nents. The dashed curves relate to the right-hand side
of (5). Their sum is shown as the black curve.

of the time-variant CIR over the simulation interval [0, tmax]
determines the maximum number of filter coefficients F .
Also, the parameter F has to be chosen large enough to let
the sidelobes of the sinc-functions decay sufficiently. The
bandwidth B can be the maximum bandwidth allowed by
the sampling theorem Bmax = fs/2. In the case of the GPS
C/A code signal, it can be set to 10.23MHz to consider the
C/A signal’s bandwidth.

Fig. 3 shows an example of a time-invariant CIR con-
sisting of D = 2 multipath components with delays τ1 =
1.2 ·10−8 s and τ2 = 3.7 ·10−8 s, and complex weights a1 =
1 and a2 = 0.87e j·π/4, respectively. The sampling frequency
is 100Mhz, so the interpolation bandwidth is set to 50Mhz.
The two summands in the right-handed side of (5) and their
sum are depicted in the figure. The resulting F = 7 coeffi-
cients of the equivalent FIR filter which results from sam-
pling the time-continuous CIR are shown as red crosses.



Figure 4. Interpolated CIR generated with the DLR LMS channel
model. The magenta line shows the reference range, i.e.
the exact absolute delay of the direct path.

Fig. 4 shows an example of a generated CIR gener-
ated using the DLR LMS urban channel model [7]. The
CIR is interpolated using a bandwidth of B = 400MHz. It
demonstrates the fast time-variance of the channel in an ur-
ban environment.

The signal at the output of this processing module is
the complex discrete-time convolution of the input signal
with the time-discrete CIR:

sc,o(tn) = si(tn)∗hdiscr(tm, tn) (7)

2.3 Noise generation
The thermal noise is represented by additive white Gaus-
sian noise (AWGN). The carrier-to-noise-ratio (CNR) is an
input parameter given in dB. It is converted to a linear value
according to

CNRlin = 10CNRdB/10 (8)

and used to calculate the noise sample variance for each
in-phase and quadrature noise component according to

σ
2
n =

fs

2
· 1

SNRlin
. (9)

The zero-mean unit-variance Gaussian random com-
plex sequence srnd(tn) (generated by the polar algorithm
[11]) is scaled with σn and added to the inphase and quadra-
ture components of the incoming signal:

sn,o(tn) = si(tn) +σn · srnd(tn) (10)

Since the input signal of the noise processing module is
assumed to have unit power the resulting signal sn,o(tn) ex-
hibits the desired CNR.

Figure 5. Example of an ADC quantization function for 3-bit
quantizer.

2.4 Quantization
The signal generated by above described modules can be
processed by an optional variable-gain amplifier (VGA) be-
fore it enters the quantization process; The VGA emulates
the behavior of an ideal automatic gain control (AGC). This
operation ensures that the full range of the following analog-
to-digital converter (ADC) is equally excited. The VGA
computes the maximum absolute sample within the cur-
rently processed block:

amax(m) = max{|s(tn)|}|n=mK...(m+1)K−1 (11)

and scale all samples in the current signal data block by this
value:

sVGA(tn)(m) =
si(tn)

amax(m)

∣∣∣∣
n=mK...(m+1)K−1

(12)

In addition, the maximum and minium values of amax(m)
can be limited.

Then, the ADC up-converts either sVGA(tn) or si(tn)
at the intermediate frequency fIF:

sup(tn) = si(tn) · e j2π fIFtn (13)

A one-bit quantizer considers the polarity of sup(tn)
only:

sADC,out(tn) =

{
+1, if sup(tn) = 1
−1, if sup(tn) = 1.

(14)

For the case of higher order bit quantization, a non-centered
quantization law is applied. Fig. 5 shows the quantization
function for 3-bit quantization.

2.5 Acquisition
The code-phase and frequency-offset aquisition is performed
using the parallel code-phase search method as outlined in



[4]. At first, the incoming signal is multiplied with the in-
phase and quadrature components of a locally generated
carrier at fIF. To search for a Doppler shift of ±4kHz
in 500Hz steps, 8kHz/500Hz = FB = 16 frequency bins
have to be searched. The incoming signal si(tn) is down-
converted using the FB different carrier frequencies:[

si, fbins(tn) = si(tn) · e j2π faq,i·tn
]

i=1...FB
(15)

The result is Fourier-transformed and multiplied with the
complex conjugate of the Fourier-transformed PRN code
sequence:

Si,aq( fn) = F {si,fbins(tn)} ·F ∗{sGPS,prn(tn)} (16)

To obtain the final aquisition result, the magnitude of
the inverse Fourier transforms of si,fbins(tn) is computed:

si,res(tn) =
∣∣F −1{Si,aq( fn)}

∣∣ (17)

The index of the largest value of all si,res(tn)

iaq, max1 = argmax{si,res(tn)|i=1...FB} (18)

and the index of the second largest value

iaq, max2 = argmax{si,res(tn)|i=1...FB,i6=iaq, max1} (19)

are subsequently determined. If the ratio

raq =
si,res(tn)|i=iaq, max1

si,res(tn)|i=iaq, max2

(20)

exceeds a certain threshold, for example raq = 2.5, the sig-
nal Doppler shift and code-phase is considered to be found
and the controller starts the software receiver’s tracking
loops.

2.6 Carrier phase and code-phase tracking
The tracking loop module employs a phase-lock-loop (PLL)
and a delay-lock-loop (DLL) as described in [4]. The in-
coming signal si(tn) is down-converted using

sdown(tn) = si(tn) · e j2π fctn (21)

In the standard configuration, SNACS correlates the
down-converted signal with three local GPS C/A PRN code
replicas to obtain the output of the early, prompt, and late
inphase and quadrature correlation branches Ie, Qe, Ip, Qp,
Il , Ql , respectively. In addition, the simulation package can
also be configured to output further correlation results at
equally spaced chip spacings which could be used as in-
put for further multipath mitigation algorithms. This has
been demonstrated in [8] with a particle-filtering multipath
mitigation algorithm.

The PLL is implemented as a Costas loop using the
prompt inphase and quadrature with ϕ = arctan(Qp/Ip) as
its discriminator. Both PLL and DLL are implemented as
second-order control loops. The PLL loop adjusts fc for

the down-conversion step using a numerically controlled
oscillator (NCO). The PLL is initialized with the Doppler
frequency calculated during the aquisition step.

As for the DLL, the normalized early-minus-late and
the dot-product discriminators can be chosen. The DLL
loop filter adjusts the advancement or the lag of the PRN
code-phase using an NCO, too. The value of the initial
code phase has been computed in the aquisition step.

The block length of the received data of the 1ms long
GPS C/A code varies due to the simulated receiver move-
ment. Hence, the incoming signal samples are serialized
before they enter the aquisition and tracking module. The
tracking algorithm computes the expected block length of
the incoming C/A code period based on the current DLL
NCO output.

The resulting pseudorange is calculated by determin-
ing the travel time of the signal from transmitter to the
receiver. The absolute time tn of the current sample with
number n serves as time reference. The number of the ac-
tually processed samples per code is related to this time
reference by multiplying it with the length of a whole PRN
sequence. A residual code-phase can be computed at the
end of each processed C/A code period. This code-phase
remainder is used to further increase the accuracy of the
pseudorange.

3 SIMULATION EXAMPLE
An example simulation with the DLR LMS channel model
is shown in Fig. 6. The model input parameters for the ar-
tificial scenery are the same as given in the example con-
figuration file which is included in the channel model im-
plementation [1]. A slowly accelerating and decelarating
trajectory was chosen as movement parameter for the re-
ceiving vehicle. In the SNACS simulation the sampling
frequency is selected to be fs = 40Mhz and the DLL dis-
criminator is set to a spacing of 1 chip. The DLL and PLL
noise bandwidths are set to 5Hz and 25Hz, respectively.
The noise generator’s CNRdB is adjusted to 45dB-Hz. The
rms error for this simulation is 8.80m.

SNACS also offers a graphical user interface to mon-
itor running simulations. Each processing module visual-
izes its processed data in columns which can be arranged
individually. A screenshot of one simulation with the DLR
LMS channel model is shown in Fig. 7. The three columns
represent the CIR to FIR interpolation, the up-conversion
and quantization, the correlation function and pseudorange
result, respectively.

The pseudorange determined by the tracking loop can
be compared to the channel model’s reference pseudorange
output. Matlab scripts are available for the analysis of radio
channel data input and the SNACS simulation results.

4 CONCLUSION AND OUTLOOK
SNACS has been introduced as an accurate and fast soft-
ware simulator for applying frequency-selective time-var-
iant radio propagation channels in time-domain in the com-



Figure 6. SNACS example simulation run with DLR land-mobile urban channel model.

Figure 7. Screenshot of a running simulation. The three columns show the output of the FIR coefficients interpolation module, the quantiza-
tion module, and the tracking loops module, respectively.



plete GNSS signal chain. The software tool is written using
an object-oriented approach as well as parallel-processing.
It provides a sound basis for the easy adoption of exist-
ing components or the development of new source, sink, or
processing modules.

It is planned that the various Galileo signals and re-
ceiver architectures will be implemented in the future.

Since the main focus of SNACS lies within the pseu-
dorange tracking domain, data bit demodulation and com-
putation of a position solution has not been implemented
so far. But the modular architecture of SNACS allows for
an implementation of simulations consisting of more than
one satellite link in the future.

SNACS is open source and licensed under the GNU
Public Licence (GPL). The source, binary distributions, and
the documentation can be downloaded from the project web-
site [2].
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