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1. Introduction 
Both infants and adults have shown to be able to harness 
statistical regularities to acquire new visual and auditory 
knowledge [1][2]. In learning new speech sounds, 
distributional training, which exposes listeners to a series of 
stimuli varying in a speech cue that has its frequency 
distribution following that of a new language, has been found 
to help learning non-native speech sound categories [3][4]. 
Studies have also shown that in integrating cues, listeners' 
reliance on a cue depends on its relative probability 
distribution for a word or speech category: that is how 
consistently a cue is correlated with a category [5][6]. The 
effect of distributional training on adaptation to the speech 
distorted by cochlear implant (CI) remains unclear. The 
spectral shift caused by incomplete electrode array insertion 
has a substantial impact on the spectral information essential 
to speech perception [7][8][9]. Distributional training on 
spectral cues might bridge the phonological mismatch between 
the distorted speech and listeners' representations by forming 
new phonemic categories. Manipulating the relative 
probability distribution of speech cues could help listeners to 
learn and rely on robust but distorted cues. These might 
improve speech intelligibility and ease listening effort 
[10][11][12][13][14]. The preliminary study reported here 
investigated the effect of distributional training on the 
adaptation to CI simulation (12 bands 4mm upward-shifted 
noise-vocoded), using tense and lax vowel /i/ and /I/, since 
they differ in both vowel duration and formant structure [15]. 

2. Methods and Results 
Twenty native British English speakers were randomly 
assigned to two groups. Four word pairs (bit-beat, sit-seat, pit-
peat, fit-feat) were recorded from a male speaker and modeled 
in the following way: ratios between vowels' F2 and F1 in 
each context were fitted with a custom distribution that was 
the sum of 2 Gaussian distributions (bimodal distribution); 
vowel durations were fitted with a linear regression as a 
function of F2/F1 ratios. All synthesising were based on these 
models to approximate in both formant structure and vowel 
naturalness to the original recording. 

To make testing stimuli, for each context, 2 tokens were 
selected to model the typical dense and lax vowels (F2/F1 
ratio 2sd away from each mean of the bimodal distribution). 
Using the 2 tokens, 150 continuous stimuli were synthesised, 
and among them 6 were selected to be of equal steps in F2/F1 

ratio. 6 steps in duration were calculated based on the linear 
regressions and were paired orthogonally with the 6 steps in 
F2/F1 ratio, making 144 testing stimuli. Training materials for 
the Bimodal group were 60 tokens for each 2 contexts, with 
F2/F1 values of equal intervals in probability densities of the 
bimodal distribution; for the Uniform group stimuli were 60 
tokens of equal intervals in probability densities of the uniform 
distributions fitted on the original recorded values (see [16] for 
details). Vowel durations for both groups were changed to the 
predictions from the linear regressions. 

Participants were tested with 4 random lists of BKB 
sentences, and a cue weighting test on 4 contexts (categorising 
the word heard as containing tense or lax vowel). Trainings 
took place on 2 consecutive days, each for one hour. On each 
trial of the training session, participants chose from 4 words (2 
unrelated foils and 1 containing tense/lax vowels in the same 
context). At the end of the training, the sentence and cue 
weighting tests were repeated. 

For the cue weighting test, significant main effects were 
frequency steps and training. Significant interactions were: 
frequency-steps:training, training:word-type:group:duration-
steps. The cue weighting pattern was analysed using the ratio 
between the frequency and duration step coefficients. The 
main effects of word type (whether words were trained or not) 
and training, and the interaction of word-type:training:group 
were significant. For sentence tests, training was significant. 

3. Discussion 
Significant frequency steps and training interaction indicated 
that after training participants became more sensitive to 
frequency cues. However, the lack of interaction with group 
suggested that exposing to different distribution patterns did 
not change listeners' reliance on frequency cues. However, 
Bimodal training made listeners better in using duration cues, 
but only when words were trained, where they relied less on 
frequency than duration cues after training. This suggested that 
for degraded speech, listeners were still sensitive to the 
statistical distribution of speech cues and adjusted their cue 
reliance accordingly, but only to cues that were not impaired. 
Also, this change in the cue weighting did not affect sentence 
recognition. 

The lack of benefits from distributional training on 
frequency cues might be due to confounds in the experimental 
design of varying duration cues in both groups and applying 
passive training strategy [2][17]. They might distract listeners 
to more salient durational cues. Normal hearing adults could 
inherently benefit less from the training [18]. Further 
experiments will amplify spectral cues in training and 
investigate the training effect for CI users.  
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