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Abstract

Machine analysis of human affect and behavior in naturalistic contexts has witnessed a

growing attention in the last decade from various disciplines ranging from social and cognitive

sciences to machine learning and computer vision. Endowing machines with the ability to

seamlessly detect, analyze, model, predict as well as simulate and synthesize manifestations

of internal emotional and behavioral states in real-world data is deemed essential for

the deployment of next-generation, emotionally- and socially-competent human-centered

interfaces. In this thesis, we are primarily motivated by the problem of modeling, recognizing

and predicting spontaneous expressions of non-verbal human affect and behavior manifested

through either low-level facial attributes in static images or high-level semantic events in

image sequences. Both visual data and annotations of naturalistic affect and behavior

naturally contain noisy measurements of unbounded magnitude at random locations,

commonly referred to as ‘outliers’. We present here machine learning methods that are

robust to such gross, sparse noise. First, we deal with static analysis of face images,

viewing the latter as a superposition of mutually-incoherent, low-complexity components

corresponding to facial attributes, such as facial identity, expressions and activation of

atomic facial muscle actions. We develop a robust, discriminant dictionary learning

framework to extract these components from grossly corrupted training data and combine

it with sparse representation to recognize the associated attributes. We demonstrate

that our framework can jointly address interrelated classification tasks such as face and

facial expression recognition. Inspired by the well-documented importance of the temporal

aspect in perceiving affect and behavior, we direct the bulk of our research efforts into

continuous-time modeling of dimensional affect and social behavior. Having identified a

gap in the literature which is the lack of data containing annotations of social attitudes

in continuous time and scale, we first curate a new audio-visual database of multi-party

conversations from political debates annotated frame-by-frame in terms of real-valued

conflict intensity and use it to conduct the first study on continuous-time conflict intensity

estimation. Our experimental findings corroborate previous evidence indicating the inability

of existing classifiers in capturing the hidden temporal structures of affective and behavioral

displays. We present here a novel dynamic behavior analysis framework which models

temporal dynamics in an explicit way, based on the natural assumption that continuous-

time annotations of smoothly-varying affect or behavior can be viewed as outputs of a

low-complexity linear dynamical system when behavioral cues (features) act as system

inputs. A novel robust structured rank minimization framework is proposed to estimate

the system parameters in the presence of gross corruptions and partially missing data.

Experiments on prediction of dimensional conflict and affect as well as multi-object tracking

from detection validate the effectiveness of our predictive framework and demonstrate that

for the first time that complex human behavior and affect can be learned and predicted

based on small training sets of person(s)-specific observations.





History of My Research

Static and dynamic analysis of human non-verbal affect and behavior has primarily

motivated our research efforts, the outcomes of which are presented in detail in this thesis.

This application domain became the principal area of investigation for my studies after I

had explored a different problem which can be subsumed in the category of visual speech

biometrics and paralinguistics. Inspired by recent findings suggesting the importance

of visual cues in the perception of naturalistic non-verbal behaviors, in the beginning

of my Ph.D. studies I focused on foreign accent recognition based exclusively on visual

features. We approached this task as a binary classification problem of discriminating

native from non-native speech from visual speech episodes captured by mobile devices.

Specifically, we investigated to what extent temporal visual speech dynamics related to

foreign accent can be modeled and identified when the audio stream is missing or noisy, the

speech content unknown and the visual stream acquired under unconstrained conditions.

We discovered that by using visual features encapsulating complementary appearance

information and sequential classifiers capable of capturing temporal dependencies, one can

accurately distinguish native from non-native speech for subjects unseen in the training

phase. Overall, our efforts led to the development of the first automated frameworks for

visual-only discrimination between native and non-native English speech, which can be

exploited to ameliorate the performance of accent-sensitive speech recognizers as well as

design alternative, unobtrusive biometric systems. However, in all three distinct approaches

that we devised to address this problem, the accent-related information is not explicitly

modeled, decoupled and extracted from the visual sensory information, but rather left

to feature descriptors and classifiers to implicitly infer. In other words, the modeling

approaches employed do not offer interpretability as to what accent traits are captured by

both the representation learning and classification stages when trained with visual speech

episodes of native and non-native speech. This realization urged me to view this task as

a special case of a more generic face analysis problem broken down to interrelated face

analysis tasks and seek more interpretable optimization problems based on recent advances

on convex optimization and sparse representation learning.

Accent is a soft biometric trait characterizing the speaking style of individuals belonging

to a particular language group and, as such, can be represented by a single discrete label

for utterances corresponding to a given subject. As such, if one perceives the speech

content in a visual speech sequence as ‘ content ’ of the visual sensory information, one

can categorize as belonging to the ‘ style’ of speech, along with subject-specific factors

related to articulation, eloquence, emotions, expressiveness, openness, to mention but a

few. Prompted by this view of visual verbal and non-verbal behavior, in the course of

studies I started investigating learning algorithms that can break this high-dimensional

information of emotionally- and socially-colored human behavior represented as a single

noisy training data matrix into multiple structured class-specific additive matrix components



corresponding to different attributes. This conceptual approach to visual human behavior

analysis made me depart from the specific problem of accent classification and see the

bigger picture, which can be summarized in the question “ can we devise a model that would

utilize label information and suitable norms in the richest canal of human communication,

that is, the human face, to to discover components related to different attributes such as

identity and facial expression?”. Since we first focused on static face analysis, it became

evident that accent could not be of use in this direction, since it is intrinsically related to

dynamics of speech. The facial attributes that were addressed by the method presented in

Chapter 3 were identity, facial expression and activation of facial muscle actions. When

later I set as ultimate goal of my Ph.D. studies the development of a machine learning

method that can explicitly capture temporal dynamics to encode affective and behavioral

displays at a finer granularity, I turned the focus of attention towards continuous-time,

dimensional affect and behavior analysis. However, since accent cannot be described in

terms of continuous-time, real-valued measurements, the problem of accent classification

does not lend itself to the investigation of dynamic, subtle affect and behavior and thus was

not included in that study. Currently, having investigated both static and dynamic affect

and behavior, I certainly believe that accent can be approached by means of robust subspace

learning methods as well. However, the soft presence of accent-related information compared

to other factors related to subject-specific biometric traits and affective manifestations,

renders accent modeling in time a demanding in terms of machine learning effort task

that, to my opinion, should be approached holistically in synergy with complementary

face analysis tasks related to visual speech. To this end, one could investigate component

analysis approaches that depart from a single matrix decomposition and take the form of

multi-linear or tensor decompositions that would tackle decoupling of multiple sources of

variation in time, one of them being accent. The challenge would be to investigate suitable

decomposition formulations and suitable structure-inducing norms so that would facilitate

the extraction and explicit modeling of accent-related dynamics from the multi-attribute

facial information. Should the reader of this thesis wish to learn more about the part of

my research focusing on accent classification, he/she is directed to the following list of

publications that stemmed from it.

[1 ] C. Georgakis, S. Petridis, M. Pantic. Discrimination Between Native and Non-Native

Speech Using Visual Features Only. IEEE Transactions on Cybernetics (T-CYB),

46(12): pp. 2758–2771, December 2016.

[2 ] C. Georgakis, S. Petridis, M. Pantic. Discriminating Native from Non-Native Speech

Using Fusion of Visual Cues. In ACM International Conference on Multimedia (ACM

MM), Orlando, Florida, USA, pp. 1177–1180, November 2014.

[3 ] C. Georgakis, S. Petridis, M. Pantic. Visual-only Discrimination between Native

and Non-Native Speech. In IEEE International Conference on Acoustics, Speech and

Signal Processing (ICASSP). Florence, Italy, pp. 4828–4832, May 2014.
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Chapter 1

Introduction

Machine analysis of human affect and behavior stands in the forefront of Artificial Intelligence

advancements and human-centered computing developments in our days. Affective comput-

ing [179] is a research area that has been active for over twenty years now and has matured to

such an extent that the term machine intelligence necessarily subsumes emotional intelligence

of the designed intelligent interfaces. Affective states play a fundamental role in human-human

communication in that they motivate human actions and enrich human interactions. Thus,

proactive and human-centered interfaces must have the ability to detect, analyze, model, and

predict manifestations of internal emotional states in multi-sensory data as well as seamlessly

interact with the user by simulating and synthesizing affective displays [165]. On the other

hand, human–human communication is always socially situated, with social interactions being

not a mere transmission of beliefs and opinions but a part of a larger social interplay [225].

Social signals are omnipresent in social interactions by either contributing to the adjustment

of relations between agents (human and artificial) or revealing information about the agents

such as turn taking, agreement, politeness, empathy, friendliness, (dis)agreement, conflict [160].

Hence, endowing machines with social intelligence, that is, the ability to sense and recognize

the user’s social signals and behaviors as well as respond and adapt to these signals, is essential

for the deployment of next-generation interfaces [161]. Smart devices and robots such as virtual

assistants for smart homes or health services, that can not just listen and talk, but also perceive

the emotional and social facets in human conversation and respond in a polite, unintrusive,

or persuasive manner, are not a far-fetched fiction anymore, but rather a realistic potential

outgrowth of modern affective computing and social signal processing research. Despite the

tremendous progress made in that direction, there are still numerous challenges in the journey

towards cognitive systems that are emotionally and socially intelligent and aware when faced

with continuous-time, naturalistic, spontaneous observations of human affect and behavior
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1. Introduction

captured under unconstrained, real-world settings.

Affective Computing [179, 159] focuses on sensing, detecting, interpreting or deliberately

influencing human affective states as well as devising appropriate means to handle this affective

information in order to enhance current human-computer interaction designs [164]. The problem

of modeling human affective behavior computationally has both great practical importance as

well as theoretical interest and, as such, has propelled research efforts in a variety of disciplines

such as computer science, psychology, neuroscience, and linguistics. As a matter of fact, the

construction of any automatic affect recognizer highly depends on our understanding of the

nature of affect, which consists of appropriately describing an affective state and defining its

association with the human communicative signals (e.g., tone of voice, facial expressions, body

gestures) through which is manifested [255].

Numerous approaches to human affect analysis have been proposed in the recent years

within the fast-growing fields of machine learning and computer vision, the majority of which

are based on non-verbal, audio and/or visual displays [255, 163]. While there has been

evidence indicating the correlation of affective states with specific audio signals [100], the

visual channel carrying facial expressions and body gestures seems to be most important in the

human judgment of behavioral cues [7]. The human face is arguably our preeminent multi-

signal input-output communicative system by means of which we communicate and perceive

somebody’s affective state and intentions on the basis of the portrayed facial expression [104].

Pantic [159] highlights that the facial expression modality should be the core representation

of any automatic affect recognition system, while multi-modal frameworks should preferably

include also body gestures and acoustic prosodic features. Facial expression recognition has

been mainly approached by machine learning frameworks that recognize basic prototypical

expression or facial muscle actions in static face images captured under constrained, laboratory

settings [166]. Recent efforts in the field are directed towards training recognizers capable

of distinguishing among naturalistic facial expressions from spontaneous data, as opposed

to deliberate and often exaggerated expressive data [163]. Another emerging trend in facial

expression analysis advocates the use of temporal classifiers for facial affective state modeling,

prompted by theoretical evidence and experimental findings that stress the importance of the

temporal aspect in the human and machine perception of affect [83].

Social signal processing (SSP) [174, 160, 228, 161] is a relatively new research and technological

domain that aims at understanding and modeling human social signals and interactions as

well as providing computers with similar abilities in human-computer interaction scenarios.

Social signals and social behaviors are the expression of one’s attitude towards social situation
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and interplay, and they are manifested through a multiplicity of non-verbal behavioral cues

including gaze exchange, blinks, smiles, head nods, crossed arms, laughter, expressive prosody,

and similar [228]. Social signals typically last for a short time (from milliseconds, e.g., turn-

taking, to minutes, e.g., mirroring), compared to social behaviors that last longer (from

seconds, e.g., agreement, to minutes, e.g., politeness, to hours or days, e.g., empathy) and

are distinguished from other internal states in that they explicitly or implicitly confer social

intentions of the subjects involved in a social interaction. Similarly to affective displays, social

signals are high-level semantic events whose mapping to an internal state or specific meaning is

not always uniquely defined, but is rather highly dependent on factors such as content, culture

and temporal interval [161]. Despite their inherent subtlety and ambiguity, social signals have

been shown to be evident enough that they can be distinguishable by computer-based systems

involving audio-visual sensors and machine learning techniques [174]. Consequently, automated

analysis of social signals can tremendously facilitate research in social and cognitive sciences

by reducing the effort and improving the quality of studies on social phenomena. At the same

time, accurately modeling socially-relevant nuances of human non-verbal behavior can not only

equip cognitive systems with social awareness but also drive the deployment of more natural,

flexible interfaces that will synthesize socially-appropriate signals (e.g., politeness, empathy,

interest) to adorn the communication and thus nurture rapport with humans.

The technological advances witnessed in the SSP area are numerous in the past years and

have been largely boosted by the progress made in machine analysis of relevant behavioral cues

such as blinks, smiles, head nods, laughter, and similar [36, 53, 103, 127, 165, 255, 83]. From

the modeling standpoint, more sophisticated data collection techniques have been adopted

(e.g., crowdsourcing for obtaining multiple annotations [108], statistical fusion for merging

annotations [146]), while more efficient machine learning classifiers have been utilized (e.g., [63,

28, 108]). In terms of applications, research on modeling high-level social phenomena is still at an

early stage and limited to a few attempts that have targeted social dominance [93], engagement

and hot-spots [242], mimicry [22], personality traits [177], roles in meetings [20], and political

stances [226], among others. Another line of research in this domain has approached the problem

of recognizing social attitudes, which are defined as positive or negative evaluations of a person or

a group of people and include cognitive elements like beliefs, opinions, and social emotions [161].

The omnipresence of social attitudes such as agreement, disagreement and conflict, in everyday

social life and their importance in shaping our perception of social interactions has motivated a

number of automated approaches to (dis)agreement and conflict [27, 25, 106, 107, 228]. Overall,

most of the existing approaches to SSP still approach modeling of high-level social signals

and behaviors in a similar fashion to low-level semantic events such as the occurrence of an

3



1. Introduction

ironic smile or a hand wave. There is a growing belief that a more principled approach should

be followed for the development of next-generation socially-competent systems. The main

challenges for these systems will be the ability to perceive the evolution of the multimodal

social phenomena by taking into account contextual and temporal information as well as model

and distinguish grammars of prototypic persons behaviors [228, 161].

In this Ph.D. thesis, we focus on the problem of modeling manifestations of human non-verbal

affect and behavior in still images or video sequences captured under unconstrained, real-world

conditions. Both static and dynamic behavior analysis is investigated, with the former targeting

face analysis tasks in still images and the latter addressing analysis of dimensional affect or

social behavior in continuous time. While the human face acts as the primary sensory input for

our work, the developed models can accommodate information coming from other modalities

as well. The machine learning frameworks proposed in this thesis share a common denominator

in terms of modeling in that they build on robust subspace learning to obtain low-dimensional

representations of the observed still or sequential facial images that are (possibly) corrupted

by sparse errors of unbounded magnitude, commonly referred to as ‘outliers’ [115]. The term

outlier refers to observations that violate the assumed statistical model for the data, while a

robust estimation method is one that can tolerate some percentage of outlying measurements

without having the solution arbitrarily skewed [52]. These undesirable artifacts occur frequently

in real-world visual data captured ‘in-the-wild’ and can be due to various factors including

occlusion (e.g., by sunglasses, hair, wrapping or hand), illumination (e.g., self-shadowing and

specularities), image noise (e.g., scanning of archived data) or computer vision pre-processing

errors (e.g., incorrect facial point tracking and image registration), to mention but a few. When

the supervised learning paradigm is employed, i.e., human assessments of behavior or affect are

utilized in the training phase, outliers can also corrupt these ground truth annotations which

may be unreliable mainly due to annotator subjectivity, adversarial annotators or ineffective

annotation fusion techniques (e.g., simply considering the mean of multiple annotations) [146].

In the presence of grossly corrupted outlying data in the feature and/or annotation domain,

classical subspace learning approaches based on least squares estimation techniques lead to

solutions that can be arbitrarily biased and hence are deemed unrealistic [90].

Let us further clarify this point by providing examples of applications where robustness

to gross but sparse noise is quintessential in order for a machine learning model to achieve

high performance on real-world data. For instance, consider the problem of finding a low-

dimensional representation of human faces, that are captured under non-uniform illumination,

exhibit various facial expressions and are possibly occluded (e.g., sunglasses, scarves), with

4



the purpose of building a face recognizer. A non-robust subspace estimation method such

as the Principal Component Analysis [98] will include the modes of variation owing to the

illumination-, expression- and occlusion-related outliers in the derived representation, which will

be highly undesirable for the target application. On another example, consider the problem of

finding hidden structures explaining the temporal dynamics of a social attitude such as conflict

among two or more interactants in a naturalistic conversation. If the learning algorithm is not

robust to gross noise occurring due to the feature extraction (e.g., inaccurate frontalization

of the images) or the annotation process (e.g., large meaningless spikes in the ground truth

annotation due to inattentive or spammer annotators), it will end up fitting these noise-related

fluctuations as being part of the underlying data generating process (e.g., an auto-regressive

model), thus leading to high-complexity latent structures that will not necessarily correspond

to the semantics of the observed behavior.

This thesis focuses on developing models that are robust to statistical outliers and constitute

the main building block of learning frameworks that can yield accurate low-dimensional

embeddings (e.g., appearance, shape, motion, temporal dynamics) of high-dimensional observed

data with realistic amounts of unmodeled noise like those encountered in the aforementioned

applications. Emphasis is placed on designing methods that can derive robust, discriminant,

low-complexity components from facial imagery (possibly) corrupted by gross, sparse outliers in

order to recognize facial attributes in static images as well as model and predict the temporal

evolution of affective and behavioral attributes as a function of visual cues.

The main questions that this thesis attempts to answer, with respect to human non-verbal

affect and behavior, are as follows.

Question 1. Can we jointly extract discriminant low-complexity components associated with

facial attributes, such as facial identity, expressions and activation of AUs, from grossly

corrupted facial images by means of a single supervised learning algorithm? Can we

jointly address classification of these interrelated attributes in a unified classification

framework as opposed to treating them independently?

Question 2. Can we use dimensional rather than categorical descriptions to describe subtle,

spontaneous manifestations of social attitudes, such as interpersonal conflict, in continuous

time, in the same way that we model dimensional affect? Which cues are most suitable

to encode expressions of conflict in naturalistic conversations? Are existing off-the-shelf

classifiers/regressors able to accurately capture the latent structures associated with the

temporal dynamics of real-valued conflict intensity?

5



1. Introduction

Question 3. Can we explicitly model the dynamics of continuous-time, dimensional char-

acterizations of human affect and behavior? Can we learn the functional mapping of

sequential observations of behavioral cues to real-valued annotations of affect and beha-

vior by means of a hidden process generating the latter as outputs when the former are

viewed as inputs? How accurately can we estimate the complexity, or equivalently, the

memory and the other parameters of this underlying process in the presence of sparse,

non-Gaussian noise and missing features and/or annotations?

Question 4. Can we predict future values of dimensional affect or behavior manifested in

a video sequence based on a few amount of past observations as opposed to relying

on large comprehensive training datasets? How is the performance of the predictive

framework affected by varying the amount of observations in a sequence used for training

and testing?

Motivated by these questions and having identified that there is large room for improve-

ment over existing automated approaches to human affect and behavior analysis in terms of

both efficiency and interpretability in real-world scenarios, we develop new machine learning

methodologies that have solid theoretical foundations and clear conceptual interpretation so

that we can accurately describe spontaneous expressions of affective and social states. Notably,

the machine learning methods proposed herein provide powerful modeling platforms that can

generalize to automatic analysis of various facial attributes or affective and behavioral displays

‘in-the-wild’ given relevant annotations.

As mentioned above, the learning frameworks proposed in this thesis build on robust subspace

learning to derive robust, discriminant, low-complexity components from grossly corrupted

still or sequential facial images. The proposed models consider – but are not limited to –

two main structures for the derived components, namely low-rank and sparsity. Minimizing

the rank of a data matrix translates into uncovering linear relationships in noisy data and

has been extensively applied for dimensionality reduction and manifold learning [68]. The

growing emergence of rank minimization-based methods in computer vision and machine

learning (e.g., [122, 123, 168, 155, 124, 144]), has been largely boosted by the the work in [69]

which has proposed an efficient convex relaxation to the original intractable rank minimization

problem. On the other hand, sparsity has traditionally been a fundamental concept in robust

statistics [90], where sparsity-promoting norms have been used to equip statistical models

with robustness to noise that does not follow the Gaussian assumption but, instead, is better

characterized by heavier-than-Gaussian-tailed distributions [90]. The natural sparsity criterion,

6



which dictates to use the `0-norm to minimize the number of non-zero parameters, leads to an

intractable problem. Recent advances in robust compressive sensing [ 60] advocate the use of

`1-norm, which is the closest convex approximation of the`0-norm. These findings have given

rise to a variety of parsimonious models for recognition [170, 243] that combine the merits of

sparse representation, dictionary learning and convex optimization. Finally, the notions of

low-rank and sparsity are jointly encountered in various recently proposed computer vision and

machine learning methods. The latter are mainly inspired by the seminal work of Candès et

al. [32] and are formulated upon the assumption that the observed data can be reconstructed by

separable low-rank/sparse underlying components, such as background/foreground streams for

video surveillance [29], expression-less/expressive faces for micro-expression recognition in video

sequences [234], or background topics/keywords for latent semantic indexing in documents [139].

In what follows, we describe in more technical depth the contributions of the work presented

in this thesis with respect to the affective and behavioral phenomena investigated, that is, (i)

static face analysis (ii) data collection and experimental study on conflict intensity estimation,

and (iii) dynamic analysis of dimensional affect and behavior.

The first application domain that we focus on is static face analysis in (possibly) grossly cor-

rupted still face images captured under unconstrained conditions including varying illumination,

facial expression and heavy contiguous occlusion (e.g., sunglasses, scarf). Face images convey

rich information which can be perceived as a superposition of low-complexity components

associated with attributes, such as facial identity, expressions and activation of atomic facial

muscle actions that correspond to all visually discernible facial movements and are commonly

referred to as facial Action Units (AUs) [61]. For instance, low-rank components characterizing

neutral, expression-less, facial images are associated with identity, while sparse components

capturing non-rigid deformations occurring in certain face regions reveal expressions and AU ac-

tivations. In Chapter 3, we introduce the Discriminant Incoherent Component Analysis (DICA)

to extract low-complexity components corresponding to facial attributes, which are mutually

incoherent among different classes (e.g., identity, expression, AU activation) from training

data, even in the presence of gross sparse errors. From the feature extraction standpoint, the

DICA acts as a discriminant dictionary learning method, since it utilizes label information

and structure-inducing norms on the facial aspects in a suitable optimization problem to learn

an ensemble of class-specific incoherent facial components. At the classification stage, the

DICA lends itself to sparsity-based recognition [243] ; an unseen (test) image is expressed as a

group-sparse linear combination of the extracted components, where the non-zero coefficients

reveal the class(es) of the respective facial attribute(s) that it belongs to.
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1. Introduction

It becomes evident that the DICA provides an efficient machine learning platform where

interrelated classification tasks, such as face recognition and facial expression recognition,

can be jointly addressed. This property, albeit highly desirable in modern real-time cog-

nitive applications, has been scarcely addressed in the machine learning community which

still approaches face analysis tasks in isolation. Aside from joint face and facial expression

recognition, the generalizability and effectiveness of the DICA is demonstrated by conducting

experiments on face recognition for varying percentages of corrupted images in the training

set, subject-independent expression recognition under varying illumination conditions during

training, as well as facial action unit detection. Overall, the DICA constitutes a robust learning

framework that can generalize to classification of any number or type of labeled attributes that

manifest themselves in the visual stream through specific structures, associated with mutually

incoherent modes of variation.

Inspired by the growing, solidly-grounded and well-documented belief in the affective com-

puting [83] and social signal processing literature [161] suggesting that the temporal aspect is

crucial for both human and machine perception of spontaneous affective and social behaviors,

we directed a large portion of our research efforts towards dynamic, continuous-time modeling

of affect and behavior. It is straightforward to realize that temporal modeling of human

non-verbal affect and behavior cannot be approached through categorical descriptions, that

is, non-verbal expressions in terms of basic emotion categories (e.g., happiness, sadness, fear)

or discrete social states (e.g., agreement/disagreement, conflict/non-conflict), respectively.

Instead, modeling transitions between moderate and naturalistic affective and behavioral

displays necessitates the use of dimensional descriptions, where affective and social states

are characterized in terms of latent dimensions taking real values as a function of time. For

dynamic affect modeling, two dimensions have been shown to be sufficient for capturing

most of the affective variability: valence and arousal (V-A) [113], signifying respectively, how

positive/negative and active/inactive an emotional state is [113]. While various works and

datasets have been proposed in the recent years for dimensional affect recognition (see [83]

for a comprehensive survey), analogous continuous-scale characterizations of social behaviors

such as interest, politeness, flirting, (dis)agreement, and conflict, are rarely adopted by social

signal processing methodologies. This is to a large extent attributed to the lack of annotated

data, which mainly stems from the difficulty in obtaining continuous-time and dimensional

annotations of social behavior [24]. As a matter of fact, this task requires suitable real-time

annotation tools (e.g., FeelTrace [48]), multiple annotators to reduce the annotator subjectivity

effects as well as an efficient technique for merging the multiple annotations in a single ground

truth annotation [146].
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To fill the aforementioned gap in the availability of data for studying social phenomena

in continuous time and scale, we introduce a new database suitable for the investigation of

a social attitude, namely conflict, in naturalistic conversations. Conflict is used to label a

range of human experiences, from disagreement to stress and anger, occurring when involved

individuals act on incompatible goals, interests, or intentions over resources or attitudes [5, 99].

With conflict having been recognized as one of the main dimensions along which a dyadic or

multi-party social interaction is perceived [116], automatic analysis of conflict can tremendously

boost the deployment of technologies targeting social interactions understanding and social skills

enhancement. The Conflict Escalation Resolution (CONFER) Database presented in Chapter 4,

is a collection of audio-visual recordings of spontaneous interactions from political debates

where conflicts naturally arise and is the first of its kind to having been annotated in terms of

continuous-time and dimensional conflict intensity by multiple annotators. Furthermore, the

CONFER database is accompanied by the first experimental study on continuous-time and

dimensional conflict intensity estimation, where comparative evaluation of various features and

classifiers for the task at hand offer valuable insights for future research.

Dynamic affect and behavior analysis in the presence of gross, but sparse, noise and in-

complete visual data is the second vast application domain with which this Ph.D. thesis

deals with. This part of our research adopts the temporal modeling paradigm described

above for the investigation of affective and behavioral phenomena, which necessitates their

description in continuous time and scale. Hence, each recognition task is posited as a regres-

sion problem of estimating real-valued descriptions of affect or behavior on a frame-by-frame

basis in test sequential observations ‘unseen’ in the training phase. Most existing approaches

to continuous-time modeling of affect and behavior have relied on off-the-shelf classifiers to

capture the statistical regularities in the evolution of the relevant cues in time. Representat-

ive examples include Hidden Markov Models (HMMs) [43] for video-based facial expression

recognition, Dynamic Bayesian Networks (DBN) for complex mental state recognition [63],

Hidden Conditional Random Fields (HCRF) for (dis)agreement detection [27, 28], Long-Short

Term Memory (LSTM) Neural Networks for continuous prediction of dimensional affect [145],

and regression-based approaches for continuous emotion and depression recognition or pain

estimation [147, 218, 102]. Despite their merits, these methods rely on large sets of training

data to learn a large number of parameters, they are not all suited for regression tasks, while

their performance becomes brittle in the presence of gross non-Gaussian noise and incomplete

data, which is abundant in real-world (visual) data, as we saw above (see Section 2.2.1).

Another fundamental limitation shared by these methods lies on the fact that they do not

explicitly model the joint temporal evolution of affective or behavioral characterizations and
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1. Introduction

related cues within a systematic dynamic framework learned from the data. As such, they can

be applied neither to learn prototypic manifestations of affect and behavior from data nor to

measure the similarity between different behavior and affective displays.

In this thesis, we provide a remedy to the aforementioned problems by proposing a novel

framework for dynamic affect and behavior analysis “in-the-wild” in Chapter 5 which models

dynamics in an explicit way. This time, robust subspace learning is utilized to robustly learn a

low-complexity approximation of the latent auto-regressive process explaining the temporal

dependencies of the sequential observations. Specifically, the modeling assumption here is

that continuous-time annotations characterizing the temporal evolution of relevant behavior or

affect are generated as outputs of a low-complexity linear dynamical system when behavioral

cues (features) act as system inputs. Having learned this dynamical system from the training

data, unknown real-valued descriptions of affect or behavior (system outputs) can be predicted

by applying the system equations for the respective features (system inputs). The core of the

proposed system learning method is a novel structured rank minimization algorithm for linearly

(Hankel)-structured data matrices, which is used to estimate the most crucial parameter, that is,

the latent order or memory of the system. As opposed to existing structured rank minimization

methods, the proposed method can handle both (partially) missing data and grossly corrupted

observations. In the same time, by utilizing efficient approximations of the rank function and

the sparsity-promoting `0-norm, it provides an estimate of the system order that is close to the

true (unknown) order. The other parameters of the system can subsequently be learned by

solving a system of linear equations.

Overall, the predictive framework proposed in Chapter 5 is the first machine learning

approach to dynamic analysis of dimensional affect and behavior in which annotations and

features act as outputs and inputs, respectively, of a low-order linear dynamical system that

models the latent temporal structure. In terms of applications, the generalizability of the

proposed framework is demonstrated by conducting experiments on three distinct dynamic

behavior analysis tasks, namely (i) conflict intensity prediction, (ii) prediction of valence and

arousal, and (iii) tracklet matching, that is, multi-(object/person) tracking from detection. The

last experiment, in which our method is assigned the task of capturing dynamics related to

motion trajectories of multiple objects/people in a heavily occluded visual scenario, serves

to highlight that our method can also operate as an unsupervised learning algorithm. Most

importantly, the framework we propose departs from a practice commonly adopted in behavioral

and affective computing, that is, to train machine learning algorithms by employing large sets

of training data that comprehensively cover different subjects, contexts, interaction scenarios
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and recording conditions. Specifically, we demonstrate for the first time that complex human

behavior and affect, manifested by a single person or group of interactants, can be learned and

predicted based on a small amount of person(s)-specific observations, amounting to a duration

of just a few seconds.

This Ph.D. thesis is structured in a way that facilitates the inspection of the contributions

of our work with respect to (i) static (joint) modeling and classification of facial attributes, (ii)

data collection and experimental study on conflict intensity estimation in continuous time, and

(iii) dynamic modeling and prediction of continuous-time human affect and behavior. The rest

of this thesis is structured as follows.

Chapter 2. A review of existing machine learning approaches to static face analysis tasks

as well as dynamic behavior and affect analysis, which are the core application domains

with which this thesis deals. For both domains, the focus of this overview is placed on

previous works that methodologically stand closer to the models proposed in this thesis.

Databases of dyadic or multi-party interactions suitable for automatic analysis of social

attitudes are also outlined in a separate section. In every section of this chapter, previous

works are related and contrasted to the proposed methods and the contributions of the

latter are described in detail.

Chapter 3. The proposal of the Discriminant Incoherent Component Analysis (DICA) and

its experimental evaluation on static face analysis tasks.

Chapter 4. The release of the Conflict Escalation Resolution (CONFER) Database and the

first experimental study on continuous-time estimation of real-valued conflict intensity in

naturalistic conversations.

Chapter 5. The proposal of the framework for Dynamic Behavior Analysis via Structured

Rank Minimization and its experimental evaluation on continuous-time prediction of

dimensional affect and behavior as well as multi-object tracking by detection.

Chapter 6. A summary and discussion of the outcomes of this thesis accompanied by insights

for future work.

The work presented in this thesis has resulted in the following list of publications.
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Related Work
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Analysis of Social Attitudes . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

In this chapter, we provide an outline of existing machine learning approaches to static face

analysis tasks as well as dynamic behavior and affect analysis, which are the core application

domains with which this thesis deals. For both domains, the focus of this overview is placed

on previous works that methodologically stand closer to the models proposed in this thesis.

For static face analysis, approaches that build upon subspace learning and dictionary learning

for face recognition, facial expression recognition and action unit (AU) detection in static face

imagery are outlined. For dynamic behavior and affect analysis, approaches that employ linear

dynamical system learning via structured rank minimization to learn and predict the temporal

dependencies in the evolution of continuous-time and dimensional behavior and affect are

reviewed. Finally, in the last section of this chapter we provide an outline of existing databases

containing audio and/or visual data from dyadic or multi-party social interactions and, as

such, are suitable for the investigation of social attitudes such as (dis)agreement and conflict

escalation/resolution.

2.1 Static Face and Facial Expression Recognition

Face analysis has been an active research topic over the last thirty years. Human face is a

rich source of information consisting of several components which are related to attributes
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2. Related Work

associated with facial identity, emotional expression and activation of atomic facial muscle

actions named Action Units (AUs). These components are characterized by specific structures

which can assist the semantic interpretation of content in the visual stream. For instance,

facial expressions manifest themselves through sparse non-rigid deformations occurring in

certain face regions [162, 163], while images depicting the neutral face of the same person

are expected to be highly correlated and thus drawn from a low-rank subspace. Consequently,

the extraction of such features of low-complexity (i.e., exhibiting low-rank or sparse structure)

is essential for accurate face and expression recognition.

Machine learning systems for static face analysis are usually composed of a four-step

framework. In the first step, the face is located in the image region (face detection). In the

second step, a set of fiducial facial points is used to register the face image, i.e., to remove

head pose variation by globally aligning the face images to a frontal reference ‘mean face’.

In the third step, a collection of measurements corresponding to descriptive shape- and/or

appearance-based facial features is obtained from each image (feature extraction). Finally, In

the fourth step, a classifier is trained to assign to each probe (test) image a label associated

with a person’s identity, basic emotion (e.g., happiness, surprise, fear) or presence/absence of

AUs (classification).

Face recognition has been a classical topic of research within the image analysis, computer

vision and pattern recognition communities for over 30 years, with diverse applications ranging

from surveillance, biometrics and law enforcement to context-aware multimedia environments,

computer entertainment and online image search, to mention but a few. In the first compre-

hensive survey on classic face recognition algorithms in [259], machine-based face recognition is

defined as follows: “given still or video images of a scene (probe set), identify or verify one or

more persons in the scene using a stored database of faces (gallery set) ”. On the other hand,

facial expressions have been described at mainly two different levels, following either a “message

judgement” or a “sign judgement” approach [167, 163, 162]. The message judgement approach

models the face as a single entity and classifies observed facial expressions in terms of a set of

universal prototypic emotions [84] (e.g., in terms of six basic emotions proposed by Ekman [61]).

The sign judgement approach classifies observed facial expressions following a componential

perception model, that is, in terms of facial muscle activations (AUs) that produced the

observed expression [167, 163]. These atomic facial actions correspond to all visually discernible

facial movements and can be measured according to the facial action coding system (FACS) [61].

Examples of facial action units and combinations of them are illustrated in Fig. 2.1.

In this section, existing approaches to machine analysis of facial identity and expression in
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2.1. Static Face and Facial Expression Recognition

Figure 2.1: Examples of facial action units and their combinations (figure from [164]). ‘AU1’: Inner
Brow Raiser, ‘AU2’: Outer Brow Raiser, ‘AU4’: Brow Lowerer, ‘AU5’: Upper Lid Raiser, ‘AU6’: Cheek
Raiser, ‘AU7’: Lid Tightener, ‘AU8’: Lips Toward Each Other, ‘AU9’: Nose Wrinkler, ‘AU10’: Upper
Lip Raiser, ‘AU12’: Lip Corner Puller, ‘AU13’: Cheek Puffer, ‘AU14’: Dimpler, ‘AU16’: Lower Lip
Depressor

static face imagery are briefly outlined. In particular, attention of this overview is directed

towards subspace and dictionary learning methods that bear a greater degree of similarity in

terms of methodology with the method proposed in Chapter 3. Robust methods that fall in

each of these two categories are outlined separately.

2.1.1 Subspace Learning Methods

Subspace learning methods for static face representation extract discriminative features from

the whole face region by means of linear or non-linear projections based on the assumption

that the high-dimensional observed faces live in a low-dimensional space. These methods place

emphasis on the dimensionality reduction and feature extraction sub-tasks of machine face

analysis. The derived representations are usually combined with generic classifiers, such as

Nearest Neighbor (NN), Support Vector Machines (SVM) and Bayesian classifiers, to recognize

facial identity and expression in ‘unseen’ test data.

Popular linear subspace learning methods that fall in this category include Principal Com-

ponent Analysis (PCA) [98], Linear Discriminant Analysis (LDA) [16] and Locality Preserving

Projections (LPP) [152]. PCA extracts mutually orthogonal basis functions that capture

the directions of maximum variance in the face data, and has been one of the most popular

dimensionality reduction techniques for face analysis. LDA is a supervised learning method

that searches for the project axes on which the within-class scatter of data points is minimized

while the between-class scatter is maximized. data points of different classes are far from

each other while requiring data points of the same class to be close to each other. Unlike
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these two methods, LPP has the advantage of capturing the non-linear local structure of

the image samples by means of an adjacency graph. Eigenfaces [214], Fisherfaces [16], and

Laplacianfaces [88] have utilized PCA, LDA and LPP, respectively, along with a NN classifier

for face recognition. Shan et al. [199] have conducted a systematic study on facial expression

recognition with linear subspace learning methods.

Non-linear subspace-based methods have been also applied to encode the non-linearity and

higher-order statistics of facial attributes. In this category fall kernel-based extensions of the

aforementioned linear methods such as Kernel PCA and Kernel LDA [250]. These methods

operate by non-linearly mapping the face data to a high-dimensional feature space, where the

face manifold is linearized and simplified, and subsequently applying the desired linear projection

for feature extraction. Although the kernel-based extensions have been shown to outperform

their linear counterparts on various tasks, they can be rather problematic since (i) they

require tuning of many design parameters, (ii) they often lead to overfitting, and (iii) they are

computationally expensive [129]. Another family of non-linear subspace-based dimensionality

reduction techniques includes methods such as Locally Linear Embedding [193, 186] and

Isomap [13] as well as extensions of them [87, 184]. Common drawbacks of these methods is

that it is unclear how to properly select their hyperparameters. Interestingly, Yan et al. [245]

have recently shown that several linear and non-linear dimensionality reduction algorithms (e.g.,

PCA, LDA, ISOMAP, LLE) can be unified within a common framework called graph-embedding,

which utilizes a graph similarity matrix to enforce the desired statistical or geometric properties

of the data.

Despite their merits and proven efficiency for face recognition [85] and facial expression

recognition [199] on benchmarks collected (mostly) under controlled conditions, the afore-

mentioned holistic subspace-based approaches have been shown to be extremely susceptible

to even slight local variations due to misalignment, pose, illumination or minor occlusions

(e.g., eye blinks, slightly open mouths) [85, 230]. Local approaches that extract appearance

descriptors such as Local Binary Patterns (LBP) and Gabor wavelets from local face sub-regions

furnish a certain degree of stability against small local variations. These descriptors have been

extensively employed for facial expression recognition and AU detection [192, 132, 198, 95],

while their enhanced invariance properties have been also exploited by the face recognition

community [247, 200]. However, these approaches are still susceptible to large, non-localized,

non-uniform variations in the data, while they naturally inherit the drawbacks of the respect-

ive descriptors (e.g., sensitivity to design parameters for LBP and high dimensionality and

computation load for Gabor features).
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2.1. Static Face and Facial Expression Recognition

Robust Approaches. A fundamental limitation shared by the aforementioned subspace

learning techniques (both linear and non-linear) is that they are not robust to gross, non-

Gaussian noise, commonly referred to as ‘outliers’. rely on least-squares (`2-norm) minimization

whose solution can be arbitrarily skewed from the desired solution in the presence of statistically

outlying measurements [52, 55, 111, 86, 90].

One of the earliest robust extensions to PCA is the Robust Subspace Learning (RSL)

framework introduced within the computer vision community by De la Torre et al. in [52],

who replace the least-square metric, that is, the `2-norm with a robust energy function. Other

studies, namely R1-PCA [55] and PCA-L1 [111], have replaced the `2-norm with the `1-norm,

while HQ-PCA employs an information theory-inspired metric to enhance robustness of PCA

against outliers. While all the aforementioned robust extensions to PCA operate on the pixel

intensity domain, the Image Gradient Orientations (IGO) subspace learning method proposed

by Tzimiropoulos et al. [216] operates on the domain of gradient orientations. Also, the `2-norm

based linear correlation of pixel intensities is replaced in the proposed objective function with

a cosine-based distance measure that can robustly measure visual similarity in the presence of

outliers.

The most successful and widely used robust extension to PCA comes from the compressed

sensing literature and is Robust Principal Component Analysis (RPCA) by Candés et al. [32].

Motivated by recent advances in rank minimization and convex optimization [69], the authors

in [32] introduce a model which represents the data as superposition of a low-rank matrix and a

sparse matrix accounting for outliers of arbitrarily large magnitude. The low-rank and sparsity

constraints are enforced by means of the nuclear norm [69] and `1-norm [60], respectively, thus

leading to a a convex program called Principal Component Pursuit. The authors also show

that the proposed model is theoretically guaranteed to exactly recover both low-rank and

sparse components under some suitable incoherence assumptions. The latter dictate that the

singular vectors of the low-rank component be reasonably spread-out, that is, not spiky, and

the sparsity pattern be uniform to ensure identifiability of the proposed model.

In the context of face recognition, RPCA has been widely employed, mostly as a pre-

processing step to derive ‘clean’ dictionaries from grossly corrupted training data, which are

subsequently utilized for Sparse Representation Classification (SRC) [ 243] (see section 2.1.2).

Recent works on robust facial expression recognition have also employed RPCA for occlusion

region reconstruction [133] RPCA has been also used for robust facial expression recognition,

mainly as pre-processing step for occlusion removal [96] or occlusion region reconstruction [133].

Recently, Wang et al. [234] have utilized the sparse error component extracted by RPCA to
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encode subtle facial motion and yield a more localized and identity-free representation for

recognition of facial micro-expressions. Finally, a few works have combined RPCA and SRC

for facial expression recognition and facial action unit detection and intensity estimation (see

section 2.1.2).

2.1.2 Dictionary-based methods

Most of the aforementioned subspace-based methods employ a dimensionality reduction ap-

proach that primarily targets the reconstruction and denoising ability of the desired feature

space rather than the discriminative power of it from a purely classification standpoint. Con-

forming to the growing belief that the feature dimensionality and the classifier is what really

matters for face recognition [243], more recent works focus more on the classification sub-task

of the face analysis pipeline. These approaches represent a probe (test) face image with respect

to a single or class-specific dictionaries, and classify it building on the assumption that faces

belonging to the same subject reside in a low-dimensional linear subspace. Representative

works that are subsumed under this category are the Linear Regression-based Classification

(LRC) [142] and the Sparse Representation-based Classification (SRC) [243] frameworks.

In the LRC [142], face recognition is cast as a linear regression problem, where each test

sample is represented as a linear combination of training images of each class. Classification is

performed by following a Nearest Subspace (NS) approach, i.e., the test image is assigned to

the subject class that achieves the minimum reconstruction error in the least-squares (`2-norm)

sense. Despite its solid theoretical foundation and computational efficiency, the LRC is not

equipped with robustness to illumination, random pixel corruption and its performance is

brittle in the presence of the small sample set problem.

The SRC [243] has been a face recognition breakthrough in recent years and has largely

boosted the research of sparsity-based recognition. Unlike the LRC, the SRC method represents

the test sample as a sparse linear combination of all the training samples, thus employing

a single overcomplete dictionary rather than class-specific dictionaries. Motivated by recent

advances in compressed sensing and sparse representation [60], the SRC finds this sparse

representation via `1-minimization. Classification is then performed by using the minimum

coding error in the least-squares sense as the decision rule, similarly to the LRC. The SRC

algorithm is summarized in Algorithm 1.

Although it has been initially designed for face recognition, the SRC has been shown

to be efficient also for recognition of emotional expression and detection of facial action
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2.1. Static Face and Facial Expression Recognition

Algorithm 1 The SRC Algorithm

Input: Data: training set X = [X1X2 . . .Xnc ] ∈ Rd×N , where nc is the number of classes and
Xi is the dataset of the ith class, query image y ∈ RN×1.
Parameters: λLasso.

1: Normalize each column of X to unit `2-norm.
2: Find the sparse representation α̂ via `1-regularized minimization

α̂ = arg min
α

1

2
‖y −Xα‖2+λLasso‖α‖1.

3: for i = 1 : nc do
4: Compute the coding residuals err(i) = ‖y −Xiα̂i‖,

where α̂i is the coding coefficient vector associated with class i.
5: end for

Output: identity(y) = i∗ ← arg mini∈{1,2,...,nc} err(i).

units [254, 183, 132, 251, 114, 212]. Zafeiriou and Petrou [254] argue that the application of

the SRC is not directly applicable for facial expression recognition as the resulting sparse

representation is not meaningful for the task. To alleviate the facial identity effect in the

result, they use a dictionary of difference images, that is, they subtract the neutral image from

each fully expressive image, for SRC-based expression recognition. Ptucha et al. [ 183] utilize

LPP dimensionality reduction and a statistical mixture model to enhance the discriminative

power of SRC classification for facial expression recognition. Mahoor et al. [132] recognize AU

combinations in facial images via SRC by constructing a dictionary of mean Gabor features

of AU combinations and random features. Ying et al. [251], classify expressions based on the

fusion of two SRC-based classifiers, one operating on raw intensities and the other on LBP

features. In [114], video-based expression recognition on the CK+ dataset is addressed by sparse

representation with respect to spatially localized facial motion flow dictionaries. Recently,

Taheri et al. [212] have proposed an efficient dictionary-based approach for facial expression

analysis by decomposing expressions in terms of AUs. In particular, the proposed structure-

preserving sparse coding framework uses an AU dictionary, constructed by incorporating

domain experts’ knowledge of AUs or directly learned from the data, for SRC-based AU

detection and expression recognition.

Robust approaches. Overall, the Sparse Representation-based Classification (SRC) is

expected to work well in real-world settings only under two conditions, namely, the availability

of (i) a sufficiently large number of samples per class and (ii) a well-controlled, aligned and

uncorrupted training set comprehensively covering a wide range of imaging conditions (e.g., in

illumination, expression). The Extended SRC (SRC) [243] is proposed to tackle the former

problem of small sample set by applying an auxiliary intraclass variant dictionary computed
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from a sufficient number of generic faces. On the other hand, many extensions or alternatives

have been proposed to robustify the standard SRC scheme [248, 237, 260, 64, 249, 230, 154, 97],

that is, to offer robustness to gross, non-Gaussian outliers including cast shadows, occlusion, or

disguise, to name but a few. Most of these works employ robust features, such as those reported

in Section 2.1.1, as opposed to pixel intensities to construct the dictionary that is subsequently

used for SRC classification. A representative example of this family is the work of Yang et

al. [248], who utilize local Gabor features to represent both the dictionary of gallery faces and a

learned occlusion dictionary. CP Wei et al. [237] utilize RPCA [32] to pre-process the training

images of each class so that the resulting low-rank sub-dictionaries are more discriminative and

devoid of gross, non-Gaussian corruptions. However, it is argued that the dictionary derived

by this RPCA+SRC scheme might have reduced discriminating ability for the face recognition

task, given that the class-specific low-rank components might share spatially correlated features

(e.g., locations of the eyes, nose, etc.). To alleviate this problem, the authors propose to

add a regularization term to the objective function of RPCA in order to enforce structural

incoherence among the low-rank matrices of different classes. Experimental results show that

the proposed scheme, called Low-Rank Matrix Recovery with Structural Incoherence (LRSI), is

more robust to severe illumination variations, contiguous occlusion, and random pixel noise

corruptions, than both the standard SRC and RPCA+SRC methods as well as other classifiers.

The assets of the combination of robust subspace learning and sparse representation have been

also exploited for facial expression analysis. In [140], RPCA is utilized to decompose expression

from facial identity and subsequently the intensity of multiple AUs is jointly estimated from

a regression model learned through dictionary learning and sparse representation. Finally,

the authors in [260] combine the merits of RPCA and LDA by adding discriminant (label)

information in the low-rank matrix recovery scheme through Fisher discriminant regularization.

The class-specific bases learned from the proposed Fisher Discrimination based Low Rank

matrix recovery (FDLR) are subsequently fed into the SRC classification scheme.

Other robust alternatives to SRC directly modify the optimization problem used to find the

sparse representation (e.g., [64, 249, 230]). Nonetheless, none of these approaches is robust to

contiguous occlusion. A partial remedy to this problem is furnished by the work in [154], where

the occluded part of the test image is represented as a sparse linear combination of prototype

occlusion atoms from a learned occlusion dictionary. Another efficient alternative to SRC is

the recently proposed Sparse- and Dense-hybrid Representation (SDR) framework [97]. The

proposed method represents a test image by a sparse combination of a class-specific dictionary

and a dense combination of a common intra-class variation dictionary plus a term accounting

for gross, non-Gaussian corruptions. Theoretically, the SDR is designed to alleviate both the
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small sample set and corrupted training set limitations of SRC, while experimentally it is shown

to outperform other robust SRC-based approaches in face recognition.

Face and facial expression recognition, despite being two intertwined tasks within the context

of face analysis, have hitherto been targeted jointly by just a few works. Vasilescu and Terzo-

poulos [224] employ an extension of Singular Value Decomposition (SVD) to tensors to uncover

subspaces generating different faces, expressions, viewpoints, and illuminations. Another SVD-

based work is [233], where the proposed Higher-Order SVD is used to learn the mapping between

persons and expressions, which is subsequently utilized to perform facial expression decomposi-

tion. Recently, Taheri et al. [211] have adopted a Dictionary-based Component Separation (DCS)

algorithm for joint face and expression recognition. The main assumption of the proposed frame-

work is that an expressive face can be represented as a superposition of a neutral, expression-less

face with an expression component. First, RPCA [32] is used to construct two data-driven

dictionaries, one from low-rank (neutral) components and the other from sparse (expressive) com-

ponents, and K-SVD [1] is used to refine the dictionaries. A test face image is then decomposed

into a neutral component and an expression component, with the former having sparse represent-

ation in the neutral dictionary and the latter being sparsely represented using the expression dic-

tionary. The separated components are sparsely decomposed using dictionaries whose grouping

structures are enforced into the sparse decomposition results. The updated sparse codes of the

neutral and expression component are then used for face and expression recognition, respectively.

2.1.3 Connection to our work

The Discriminant Incoherent Component Analysis (DICA) that we propose in Chapter 3 for

face analysis is related to the methods reviewed in Sections 2.1.1 and 2.1.2. In what follows, we

relate and contrast the framework of the DICA with the existing approaches by highlighting

similarities and differences in the optimization problems and methodologies adopted for these

methods.

The fundamental constraint of the majority of the above mentioned methods in for face

analysis is that the training data are often assumed to be noise-free. That is, they are

collected under well controlled conditions in terms of illumination and pose variations and

they do not contain occlusions or disguise. Consequently, the aforementioned methods are

not applicable in practical scenarios when both training and test data are contaminated by

gross non-Gaussian noise and corruptions (e.g., occlusions and disguise). Instead, the DICA

proposed in Chapter 3 of this thesis decomposes training facial images into a superposition of

class-specific structured and mutually incoherent components accounting for identity, emotional
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expression or AUs in the presence of gross but sparse non-Gaussian corruptions. In this light,

we stress that the strength of the morphological decomposition of expressive images yielded

by the DICA goes beyond a simplistic combination of robust subspace learning-based pre-

processing of the data or direct robustification of the SRC framework. As opposed to the DICA,

which is a supervised learning algorithm, the robust subspace learning approaches outlined in

Sections 2.1.1, such as RPCA [32], `1-norm based PCA variants [55, 111, 86] or IGO-PCA [216],

completely neglect discriminant information in the recovery of the low-dimensional embeddings.

Hence, simply applying them for gross corruption removal prior to SRC classification is not

deemed suitable for classification due to the reduced discriminative power of the derived

representation, as is the case with the RPCA+SRC scheme [237]. The same limitation is

shared by model-based robustified alternatives to SRC such as [64, 249, 154, 97] which also

completely disregard label information in the construction of the occlusion-robust dictionaries.

The only frameworks that employ discriminant information to guide the outlier removal in

the dictionary learning stage are the the LRSI [237] and FDLR [260] frameworks. While

the LRSI promotes mutual incoherence among the class-specific dictionaries similarly to the

DICA, the FDLR utilizes Fisher discriminant regularization which, by construction, cannot

guarantee mutual orthogonality of the derived dictionaries. However, both LRSI and FDLR

are computationally expensive, since they require solving as many optimization problems as

the number of classes, as opposed to the DICA that solves a single optimization problem for

the whole training dictionary. Aside from the aforementioned advantages, the DICA is not

restricted to a RPCA-like decomposition, but instead it can generalize to the extraction of

low-complexity class-specific components of any desirable structure (e.g., low-rank, sparsity,

total variation) by enforcing suitable structure-inducing norms for the respective components.

Another major drawback of the aforementioned machine learning techniques to face analysis

is that, unlike the DICA, they cannot accomplish joint modeling and classification of multiple

facial attributes (e.g., identity, expression, AUs) within a multi-label setting. The Dictionary-

based Component Separation (DCS) algorithm proposed by Taheri et al. [211] is the only work

in the literature that is designed explicitly to address joint face and expression recognition by

learning one neutral and one expression dictionary, respectively. However, the DCS framework

relies on multiple runs of RPCA and the iterative K-SVD algorithm for the extraction of the

initial dictionaries as well as a label-driven post-processing of the sparse representation codes

through an additional group Lasso `1-norm minimization problem. Instead, the proposed

DICA performs joint supervised learning of class-specific, noise-free and mutually incoherent

structured components by means of a single matrix decomposition framework.
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Finally, despite the widespread use of Convolutional Neural Networks (CNNs) for representa-

tion learning for large-scale object detection and recognition [110], there has been no consensus

in the literature as to how CNNs can be interpretably and efficiently employed for multi-label

classification. Recently, Ghosh et al. [77] propose a multi-label softmax classification loss

to tailor CNN training to this scenario and apply it for action unit (AU) detection in facial

images. However, their method requires large training effort in augmenting the dataset and

making it balanced with respect to multiple labels, while their regularization is still based

on `2-norm minimization which cannot handle sparse corruptions. Most importantly, while

sparse and group-sparse constraints on the weights of deep neural networks have been recently

employed [194], there has been no previous work proposing deep CNN architectures that could

impose such norms directly on the domain of learned representations guided by categorical

labels, with that remaining an interesting research direction to be pursued.

Overall, the advantages of the proposed DICA over the existing approaches to static face

analysis are as follows.

• The DICA jointly learns low-complexity structures (e.g., low-rank, sparsity) associated

with facial attributes from a single matrix decomposition of the training data.

• The derived components that are discriminant (label-driven) and mutually incoherent

among different classes.

• The DICA is robust to gross, sparse non-Gaussian noise and corruptions (e.g., occlusions

and disguise).

• The DICA lends itself to Sparse Representation Classification (SRC) of ‘unseen’ test

samples in terms of any number or type of interrelated labelled attributes (e.g., identity,

expression, AUs) in a multi-label classification setting (e.g. joint face and expression

recognition or multiple AU detection).

2.2 Dynamic Behavior and Affect Modeling

Traditionally, research in behavior and affect analysis has focused on recognizing behavioral

cues such as smiles, head nods, and laughter [53, 103, 127], pre-defined posed hand gestures

(e.g., hand-waving, hand-clapping) [59, 151] or discrete, basic emotional states (e.g., happiness,

sadness) [166, 43, 121] mainly from posed data acquired in laboratory settings. However,

these models are deemed unrealistic as they are unable to capture the temporal evolution

23



2. Related Work

of non-basic, possibly atypical, behaviors and subtle affective states exhibited by humans in

naturalistic social settings. In order to accommodate such behaviors and subtle expressions,

continuous-time and dimensional descriptions of human behavior and affect have been recently

employed [83, 81, 161, 229]. These approaches are outlined below in Section 2.2.1, with

particular focus on previous works that address valence-arousal estimation and estimation of

the intensity of social attitudes (e.g., (dis)agreement, conflict).

While dimensional representation and continuous-time prediction of affective states is gaining

increasing popularity in automatic affect analysis [83], this approach has not been followed

to an equal extent in social signal processing and behavior analysis [161]. Overall, it is

considerably hard to obtain continuous-time and dimensional annotations of human affect and

social behavior [24], while for such tasks it is essential to employ multiple annotators and an

efficient technique for merging the multiple annotations in a single ground truth annotation [146].

However, the main reason inhibiting the deployment of continuous and dimensional approaches

to behavior and affect analysis is the lack machine learning techniques that are able to sufficiently

address the problem, i.e., regression models capable of capturing both discriminative latent

structure and temporal dependencies in the data [24]. This problem is addressed by the method

proposed in Chapter 5 in this thesis, in which the temporal dependencies characterizing the

evolution of dynamic behavior and affect are explicitly modeled through a Linear Dynamical

System (LDS) representation based on structured rank minimization. An overview of related

structured rank minimization approaches to system learning and their applications in dynamic

behavior and affect modeling is provided in Section 2.2.2.

2.2.1 Dimensional and Continuous Representations of Affect and Social

Behavior

In this section, we provide a separate overview of existing works that have employed dimensional

and continuous-time representations of affect and social behaviors, respectively.

Affect Analysis. Within the affective computing literature, we have witnessed a major

shift from categorical descriptions of facial emotion, that is, affective non-verbal expressions in

terms of basic emotion categories, towards dimensional descriptions of affect, where affective

states are characterized in terms of latent dimensions that are related to each other in a

systematic manner [83, 81]. Two dimensions have been shown to be sufficient for capturing

most of the affective variability: valence and arousal (V-A), signifying respectively, how

positive/negative and active/inactive an emotional state is [113]. This model allows the

representation of emotion intensity on a continuous scale as well as similarity and contrast
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Figure 2.2: The Valence-Arousal Dimensional Model for Emotion (figure from [213]).

between various emotion categories, while it facilitates the analysis of emotion transitions

between moderate and naturalistic affective states. The Valence-Arousal dimensional model

is graphically illustrated in Fig. 2.2. The survey paper of Gunes and Schuller [ 83] provides a

comprehensive review of existing methodologies that employ the V-A affect representation,

categorized with respect to the modality employed. Most of the existing automated approaches

to Valence-Arousal (V-A) analysis have been limited to the use of audio cues only [83]. Although

the relation of affective dimensions (mostly arousal) to certain acoustic features has been better

documented as compared to visual cues, yet there has been evidence that also visual signals

(e.g., facial expressions, head shakes, nods) are informative of the V-A dimensions [47, 164].

Such findings have motivated the exploitation of visual features, such as facial expression cues

and shoulder movements, in either isolation or combination with audio features, for dimensional

affect analysis. Representative examples of this line of research are the works of [81, 147] and

[101].

Most of the traditional automated approaches to dimensional affect analysis have compromised

to solving a two-class or four-class classification problem, i.e., binary classification with respect

to each dimension or classification into the quadrants of the 2D valence-arousal space [83]. In

recent years, continuous-time estimation of dimensional affect has attracted a lot of interest in

the machine learning community. This trend is motivated by recent evidence in psychology [6]
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and behavioral computing [163, 255] indicating that capturing temporal dynamics and micro-

patterns is essential for the human and machine perception of an affective display, especially

when it comes to spontaneous and subtle expressions. For instance, spontaneous (Duchenne)

smiles are smaller in amplitude, longer in total duration, and slower in onset and offset time

than posed smiles (e.g., a polite smile) [62]. Classifiers commonly employed for continuous-time

estimation of dimensional affect are Support Vector Regression [205, 82, 145], Relevance Vector

Machines (RVM) [147, 101], Long-Short Term Memory (LSTM) Neural Networks [145] as

well as Conditional Random Fields [141] and Support Vector Machines [46] on quantized

emotion labels [241]. The superior performance yielded by LSTMs over SVR [145, 241] and

CRF over SVM [241] on naturalistic expression benchmarks provide strong evidence that

temporal classifiers capable of encoding long-range temporal dependencies are more suitable

for continuous-time modeling of affect dimensions than frame-based classifiers or regressors.

It is worth noting that all the aforementioned works treat valence and arousal independently,

which is rather an unorthodox approach given that these two affect dimensions have shown to

exhibit high correlation [164]. One exception is the work in [147], in which Output-Associative

(OA) RVM are used to model cross-dimensional output dependencies subsequent to a initial

layer of regressors. Recently, an extension of the traditional CRF to the case of continuous

(real-valued) output, called Continuous Conditional Random Fields (CCRF), is proposed

in [14] and shown to outperform SVR on dimensional affect recognition on a subset of the

SEMAINE Dataset [138]. A context-aware variant is also proposed in the same work to exploit

the non-orthogonality of emotion dimensions. However, none of these models includes latent

variables which are deemed essential for capturing fine-grain dynamics in the evolution of affect

manifestations. Overall, researchers in the field have not reached consensus on which classifier

is better suited for analysis of continuous affective dimensions [83].

Social Behavior Analysis. Social Signal Processing (SSP) is an emerging technological

domain that aims providing computers with the ability to sense and understand human

social signals [174]. In spite of recent advances in social signal processing [ 160, 228, 161] and

machine analysis of relevant behavioral cues such as blinks, smiles, head nods, laughter, and

similar [36, 53, 103, 127, 165, 255, 83], the research in machine analysis and understanding

of more complex human social behaviors such as interest, politeness, flirting, (dis)agreement,

and conflict escalation/resolution is still limited [27, 25, 106, 107, 228]. As stated eloquently

in [161], the journey towards artificial social intelligence and socially-aware computing is still

long.

While the suitability of the dimensional characterizations of affect (e.g., valence-arousal) has
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been extensively demonstrated by experimental studies, appropriate mappings that would render

it applicable for recognition of social emotions (e.g., empathy, envy, admiration, compassion)

or social attitudes (e.g., conflict, agreement/disagreement) in real-world social settings like

patient-doctor discussions, talk-shows, job interviews has not been investigated yet. On the

other hand, analogous one-dimensional continuous-scale characterizations of social behaviors

such as interest, politeness, flirting, (dis)agreement, and conflict, are rarely adopted by social

signal processing methodologies. Most of the existing automated approaches to social behavior

analysis target analysis of social behaviors within a classification framework in which either

pre-segmented sequences are assigned to a single label (e.g., agreement/disagreement [27, 26] or

conflict/non-conflict [106, 107]) or individual frames of the sequence are labelled as quantized

levels of behavior (e.g., agreement or conflict [108]). As mentioned above, the non-frequent

use of dimensional representation for social signals and behaviors analysis is partially due to

the lack of annotated data and suitable annotation tools and, on the other hand, due to the

lack of efficient regressors for the tasks at hand [24]. Only a handful of works depart from this

practice by using real-valued annotations such as [148, 155], [155] and [102, 101] that deal with

estimation of interest, conflict and pain, respectively, on a continuous scale.

Despite evidence suggesting that temporal dynamics of social behavioural cues (i.e., their

timing, co-occurrence, speed, etc.) are crucial for the interpretation of the observed social

behaviour [228], continuous-time modeling of social signals and behaviors is much less in-

vestigated within the social signal processing community, as compared to continuous-time

analysis of affect. This directly stems from the fact that dimensional characterizations of social

signals, that would facilitate the modeling of temporal dynamics of the social signals and

related behaviors, are scarcely adopted in the social signal processing frameworks. Machine

analysis of social signals such as social dominance [93], codes (e.g., acceptance and blame) [23]

and personality traits [177], has mainly addressed the relevant tasks within a SVM-based

classification framework. Social emotions such as empathy, envy and admiration, have been

mainly recognized based on existing affective computing methodologies based on the emotional

expressions of a single subject rather than around the dynamics of the emotional feedback

exchange between two subjects [161]. On the other hand, automatic analysis of social attitudes

such as conflict, which is defined as a high level of disagreement, has been approached as a

binary or multi-class sequence classification problem on pre-segmented conflict/non-conflict

episodes by means of audio features and static classifiers such as SVM [106, 107] and Gaussian

Processes [108] (see Section 2.3).

Only recently, temporal classifiers have been employed within the social signal processing
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community to target analysis of social attitudes, mainly for (dis)agreement detection. [26, 108].

For instance, El Kaliouby and Robinson [63] employ Hidden Markov Models (HMM) in sliding

windows to detect behavioral cues such as head motion, facial action units and mouth actions

and subsequently Dynamic Bayesian Networks (DBN) [63] to recognize complex mental states

(6 classes: agreeing, concentrating, disagreeing, interested, thinking and unsure). Bousmalis

et al. [27] employ HMM, Support Vector Machines (SVM) and Hidden Conditional Random

Fields (HCRF) or (dis)agreement recognition. In this study, various non-verbal audiovisual

cues such as head motions, hand and shoulders movements and auditory features (fundamental

frequency and energy) are employed and it is shown that HCRF outperform SVM and HMMs.

In [28], a non-parametric variant of HCRF, termed Infinite Hidden Conditional Random Fields

(IHCRFs) is proposed which perform equally well with HCRF. IHCRF have the advantage

that they can learn an appropriate latent structure of the model without specifying a priori the

appropriate number of hidden clusters of cues. Although IHCRF have been shown to be less

prone to overfitting than the standard HCRF, they still require the tuning of many parameters

and they do not scale well to large datasets, since computationally intensive inference is needed

due to the large number of hidden states involved. Overall, while these approaches employ

classification schemes that can capture statistical regularities of social behavioral cues in

time, they still approach the automatic analysis of the social phenomena within a binary or

multi-class classification framework, i.e., by assigning a discrete or quantized label to the entire

test sequence. This limitation is mainly due to the HCRF model and its variants having been

designed for sequence classification rather than continuous-time regression. One model that

overcomes this problem is the one proposed in [105]. However, it is unable to capture latent

structure which is essential for modeling complex behaviors.

Limitations. Despite their merits, dynamics classifiers such as LSTMs, CRF, HCRF and

IHCRF used by the aforementioned approaches to dimensional affect and behavior analysis,

come with a number of limitations, namely (i) they rely on large sets of training data to learn a

large number of parameters (e.g. LSTMs), (ii) they involve a large number of hyperparameters

and are prone to overfitting (e.g. CRF and HCRF), (iii) they do not scale well to large datasets

as they involve computationally intensive inference techniques (e.g., IHCRF). Notably, the

CRF and HCRF models cannot cope with continuous-time, frame-by-frame regression, as they

are designed to tackle sequence classification tasks. Also, these methods do not model in an

explicit way the joint temporal evolution of affective or behavioral characterizations and related

features within a systematic dynamic framework learned from the data (e.g., an auto-regressive

process). Hence, these models can be applied neither to learn prototypic manifestations of

affect and behavior from data nor to measure the similarity between different behavior and
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affective displays. Such properties are extremely useful for several applications such as video

indexing, skimming and summarization, that deal with human behavior and affect data. Most

importantly, all these approaches are fragile in the presence of gross, non-Gaussian noise and

incomplete data, which are abundant in real-world data.

In the following section, we provide a concise review of methods that explicitly model temporal

dependencies in sequential data through learning a linear dynamical system generating the

observations. These methods rely on rank minimization of structured matrices constructed from

the data to estimate the system order, that is, the model complexity. The system parameters

can easily be learned at a later stage by solving a system of linear equations. The predictive

framework for dynamic behavior and affect analysis proposed in the Chapter 5 in this thesis

has as its main building block a system learning algorithm, which employs a novel structured

rank minimization method that is robust to grossly corrupted and incomplete data.

2.2.2 Linear Dynamical System Learning via Structured Rank

Minimization

Dynamical systems are able to compactly model the temporal evolution of time-varying data.

While the dynamic model can be considered known in some applications (e.g., Brownian

dynamics in motion models), it is in general unknown and, hence, should be learned from the

available sequential data.

Recent advances in systems theory [221, 70] have provided us with tools that enable us to

reliably uncover linear temporal dependencies in observed sequential data, under the assumption

that the latter have been generated by a Linear Time Invariant (LTI) system of low complexity,

i.e., low order. Specifically, it has been shown that the rank of a matrix constructed from

noiseless sequential observations according to a specific linear matrix structure equals the

order of a state-space model used for the realization of the data as a LTI system [221] (see

Section 5.2.2). The linear matrix structure used in this context is the Hankel structure which

enforces constant entries along the skew diagonals [70]. On the other hand, the order of the

system is the most crucial parameter for a linear dynamical system, since it captures its memory

and is a measure of its complexity. Having estimated the order of the underlying LTI system

generating the observations, the system parameters can then be easily obtained by solving a

system of linear equations [221].

However, real-world data are inexact and thus Hankel matrices constructed from them are

full-rank. Hence, a structured matrix rank minimization – henceforth called structured rank
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minimization – needs first to be solved in order to estimate the unknown system order and learn

the temporal dependencies in the sequential data. A (Hankel)-structured rank minimization

problem seeks a matrix which is as close as possible, in the least square sense, to the observed

data and the rank of its associated Hankel matrix is minimal (see Chapter 5 for a detailed

problem formulation and definitions). Since the original problem is combinatorial due to

the discrete nature of the rank function, several approximations have been proposed in the

literature. Fazel et al. [70] propose a convex approximation by employing the nuclear norm,

which is the convex surrogate of the rank function [ 69]. Non-linear approximations based on

the variational form of the nuclear norm have been also developed [203, 252]. Furthermore, to

estimate the rank of an incomplete Hankel matrix (i.e., in the presence of missing data), the

models in [134, 54, 11] have been also proposed. Representative structured rank minimization

models along with the optimization problems that they solve are listed in Table 5.1. Detailed

discussion regarding the limitations of these models, as compared to the proposed structured

rank minimization model in this thesis, is provided in Chapter 5.

As shown in Section 2.1, minimizing the rank of a data matrix translates into uncovering

linear relationships in noisy data and, as such, it is often used to derive discriminative low-

dimensional representations for semantic analysis of static human behavior. For sequential

data, a low-rank approximation of a Hankel matrix is intrinsically related to the assumption

that the observed data are a trajectory of a low-complexity Linear Time-Invariant (LTI)

system, as mentioned above. This well-established connection between LTI system learning

and (Hankel)-structured matrix rank minimization has been utilized extensively in the fields of

system analysis and control theory for system identification and realization and in finance for

time-series analysis and forecasting [70].

In the last decade, linear dynamical system learning via structured rank minimization has

been exploited to address computer vision problems. The modeling assumption on which

these approaches are built is that smoothly-varying dynamic behavior phenomena can be

postulated to be trajectories of a LTI system. Some works employ the dynamics-revealing

Hankel matrices constructed from observations as features termed hankelets [118, 182, 181],

or use the Singular Value Decomposition (SVD) and rank of Hankel matrices for feature

extraction or event detection [117, 10, 209, 19]. Other approaches resort to low-rank Hankel

matrix approximation and completion to learn the dynamics-related information and predict

missing observations [56, 58, 57, 12, 54]. Applications of the aforementioned works include

tracklet matching [56, 57, 54], multi-camera tracking [10], activity recognition [117, 118, 19,

182], emotion recognition [181], video inpainting [58], causality detection [12], and anomaly
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detection [209]. However, none of these works has approached learning of behavior dynamics

based on continuous-time and dimensional annotations of behavior or affect and corresponding

visual features. This is accomplished by the proposed predictive framework for dynamic

behavior and affect analysis presented in Chapter 5.

2.2.3 Connection to our work

The dynamic behavior analysis framework that we propose in Chapter 5 performs dimensional

and continuous behavior and affect prediction by learning a linear dynamical system generating

the sequential observations via structured rank minimization. In what follows, we relate and

contrast the proposed framework with the existing approaches to dimensional and continuous

behavior and affect analysis reviewed in Section 2.2.1 and 2.2.2.

As mentioned above, despite recent advances in affect computing and social signal processing,

the majority of existing methods to affect and behavior modeling employ categorical represent-

ations and/or rely on static, frame-based classifiers. Although this is partially due to the lack

of annotated data and annotation tools, the lack of dimensional and continuous models is to a

large extent attributed to the non-existence of machine learning regressors that can efficiently

capture the latent temporal dependencies in the observed data. Two off-the-shelf neural and

bayesian networks variants widely used for affect and social behavior modeling are LSTMs

and HCRFs, respectively. The main limitation of LSTMs is that they require large amounts

of training data to learn their parameters, while HCRFs are not suitable for continuous-time

regression (see Section 2.2.1).

While LSTMs have been shown to be highly efficient for a variety of sequential learning tasks

such as speech recognition and machine translation in the last five years [210] , yet they do not

come without downsides. LSTM training involves multiple non-linear mappings in the flow of

gradients among memory units which prohibits the interpretability of which is the ‘memory’ of

the latent temporal process and which long-term temporal dependencies are actually being

captured. The latter are not explicitly modeled and thus LSTMs cannot represent the learned

temporal dependencies in a systemic formulation that would allow reproducibility and intra-

sequence comparison of dynamics. This problem is alleviated by our method in Chapter 5,

which explicitly encodes them by means of a generative auto-regressive model which can be

exploited to represent, cluster, compare and contrast different displays of affect and behavior

based on the learned dynamics. The recently proposed Variational Recurrent Neural Networks

(VRNNs) [42] partially overcome the aforementioned drawback of LSTMs, by representing

the hidden variable within a bayesian rather than deterministic framework. Specifically, in
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each time step variational autoencoders [109] are used for representation learning, while the

recurrent units are controlled by a latent variable so that they are allowed to take an infinite

number of states, unlike fixed state space models like HMMs [43]. While this variational bayes

setup allows for a probabilistic representation of the temporal dynamics in terms of posterior

distributions, this model is highly non-linear, involves computationally expensive inference and

learning, requires a lot of training data and, most importantly, it has yet to be seen how this

model would perform in high-dimensional data involving large amounts of unmodeled noise.

On the contrary, our method proposed in Chapter 5 requires tuning of a single parameter,

it can take both convex and non-convex objective functions, does not impose any modeling

assumptions (e.g., form of the priors) other than the auto-regressive assumption, and it can

perform well when trained with small amounts of (possibly) corrupted data. The proposed

predictive framework presented in Chapter 5 goes beyond an implicit encoding of the latent

temporal dependencies in the observations. Rather, dynamics are modeled in an explicit way.

Specifically, the modeling assumption here is that continuous-time annotations characterizing

the temporal evolution of relevant behavior or affect are considered as outputs of a linear

dynamical system, while features describing behavioral cues are deemed system inputs. Existing

linear dynamical system learning approaches reviewed in Section 2.2.2 have mainly employed

the dynamics-revealing properties of rank-deficient Hankel matrices constructed from data

targeting primarily event detection and other computer vision applications based on matrix

completion (e.g., tracklet matching, video inpainting). None of these works have formally

modeled the temporal patterns in dimensional characterizations of behavior and affect through

actually learning the linear dynamical system that generates these sequential data as its

outputs.

Our work is the first machine learning approach to dynamic behavior and affect analysis

in which annotations and features act as outputs and inputs, respectively, of a low-order

linear dynamical system that models the latent temporal structure. By explicitly learning

systems accounting for manifestations of dynamic phenomena in visual data, our method

lends itself to various video analysis and computer vision applications that require measuring

similarity between the portrayed actions or events, such as measuring behavior similarity,

human action classification, video skimming and summarization, among others. The proposed

framework can efficiently learn the system generating the data by employing a novel `q-norm

regularized (Hankel) structured Schatten-p norm minimization problem solved by an efficient

first-order algorithm. As opposed to existing structured rank minimization methods, the

proposed method can handle both (partially) missing data and grossly corrupted observations.
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Gross, non-Gaussian noise is frequent in real-world (visual) data due to pixel corruptions,

partial image texture occlusions or feature extraction failure (e.g., incorrect object localization,

tracking errors), while human assessments of behavior or affect may be unreliable mainly due

to annotator subjectivity or adversarial annotators [146]. Most importantly, the proposed

dynamic behavior and affect analysis framework departs from a practice commonly adopted in

behavioral and affective computing, that is, to train machine learning algorithms by employing

large sets of training data that comprehensively cover different subjects, contexts, interaction

scenarios and recording conditions. Specifically, we demonstrate for the first time that complex

human behavior and affect, manifested by a single person or group of interactants, can be

learned and predicted based on a small amount of person(s)-specific observations, amounting

to a duration of just a few seconds.

In terms of applications, the generalizability of the proposed framework is demonstrated

by conducting experiments on 3 distinct dynamic behavior analysis tasks, namely (i) conflict

intensity prediction, (ii) prediction of valence and arousal, and (iii) tracklet matching. In the

first two tasks our method is assigned the task of learning an input/output dynamical system

accounting for the sequential observations of features and annotations, while in the third task it

acts as an unsupervised learning algorithm in distinguishing motion trajectories corresponding

to different objects/persons. The visual modality, which is consistently disregarded by many

existing approaches to the first two tasks, is employed in all three tasks. It is also worth noting

that the presented experiments on conflict intensity prediction constitute the first approach to

continuous-time and dimensional intepersonal conflict analysis.

Overall, the contributions of the dynamic behavior and affect analysis framework presented

in Chapter 5 over existing approaches are as follows.

• The proposed framework explicitly learns a linear dynamical system generating the

sequential observations of human affect or behavior

• Our system learning framework is the first that models. continuous-time characterization

of behavior or affect as the output of a linear time-invariant system when behavioral cues

act as the input. As such, it provides a generic learning method for continuous-time and

dimensional modeling of behavior or affect.

• The main building block of the proposed framework is a novel structured rank minimiza-

tion algorithm that can robustly learn the underlying dynamics from grossly corrupted

and/or (partially) missing data.
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• The proposed framework can accurately predict future behavior and affect based on just

a few seconds of past person(s)-specific observations.

• Our method can be easily extended to learn prototypic behavior or affect patterns as

well as directly compare behavioral or affective displays.

2.3 Databases of Dyadic or Multi-party Interactions Suitable

for Automatic Analysis of Social Attitudes

Social signals and social behaviors are the expression of one’s attitude towards social situation

and interplay, and they are manifested through a multiplicity of non-verbal behavioral cues

including facial expressions, body postures, gestures, and vocal outbursts [228]. Social signals

typically last for a short time (from milliseconds, e.g., turn-taking, to minutes, e.g., mirroring),

compared to social behaviors that last longer (from seconds, e.g., agreement, to minutes, e.g.,

politeness, to hours or days, e.g., empathy) and are expressed as temporal patterns of non-verbal

behavioral cues [161]. Since humans are predominantly social beings, the importance of social

signals in everyday life situations is self-evident. Human social interactions are omnipresent

in multimedia data (e.g., television programs, movies, etc.) and thus the automatic analysis

and understanding of human social signals and social behaviors from audio-visual recordings is

a cornerstone in the deployment of content-based multimedia indexing and retrieval, machine-

mediated communication, state-of-the-art human-computer interfaces, to mention but a few.

Social attitudes can be defined as positive or negative evaluations of a person or a group

of people and include cognitive elements like beliefs, opinions, and social emotions [161].

Agreement and disagreement are related to social attitudes; agreement between two persons

usually entails alliance and mutually positive attitude. On the other hand, disagreement typically

implies mutually negative attitude. Finally, conflict describes a high level of disagreement, or

“escalation of disagreement”, where at least one of the involved interlocutors feels emotionally

offended. A range of human experiences, from disagreement to stress and anger, occurring

when involved individuals act on incompatible goals, interests, or actions, can be labeled as

conflict.

Despite the increasing popularity of the social signal processing domain [160, 228, 161], the

research in machine analysis and understanding of social attitudes such as (dis)agreement,

and conflict escalation/resolution is still limited. As highlighted above, this can be partially

attributed to an overall lack of suitable annotated data that could be used to train the machine

learning detectors for recognition of relevant phenomena [25, 161]. Bousmalis et al. [26] provide a
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Figure 2.3: Characteristic frames from three episodes of the Canal9 Corpus [227].

survey of databases that have been released for automatic analysis of (dis)agreement, along with

a review of related cues and tools. Existing databases that lend themselves to (dis)agreement

and conflict analysis are mainly based on two distinct recording setups, that is, televised

political debates and group meetings. Political debates offer an interesting platform for the

analysis of social attitudes since they contain real-world competitive multi-party conversations

where participants do not act in a simulated context, but rather participate in an event that

has a major impact on their real life (for example, in terms of results at the elections) [106].

Consequently, even if some constraints are imposed by the debate format, the participants

have real motivations leading to spontaneous disagreement and conflict. The most well-known

database of this family is the Canal9 Corpus [227] a collection of 43 hours and 10 minutes of

audio-visual recordings from 70 real televised debates(in French) on Canal 9, a Swiss television

network. Characteristic frames from the Canal9 Corpus are illustrated in Fig.2.3. On the

other hand, databases of recorded group meetings, since they include social interactions where

(dis)agreement and conflict frequently arise. Representative examples of group meeting datasets

are the AMI [137] and AMIDA [33] corpora which portray group meetings based on role

playing for the design of new remote control. AMI and AMIDA are equipped with a rich set

of annotations including transcriptions of the meetings, dialogue act and topic segmentation

and labeling as well as head and hand gestures, among others. Characteristic frames from the

AMI Corpus are illustrated in Fig.2.4. In what follows, we provide an overview of existing

datasets that are have been or can be utilized for automatic analysis of conflict, since conflict is

extensively investigated in this thesis both through experimental studies and a newly released

database.
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2.3.1 Databases for conflict analysis.

The only existing database that have been released primarily to serve research on machine

analysis of conflict is the SSPNet Conflict Corpus [196], which consists of 1430 clips of 30

seconds extracted from the Canal9 Corpus [227] – a collection of audio-visual recordings from

45 political debates aired on the Swiss TV (in French) – corresponding to 138 subjects in

total. Each clip of the database has been annotated in terms of a single continuous conflict

score in the range [−10,+10] for the purposes of the sequence-level binary classification and

regression tasks of the Conflict Sub-Challenge included in the Interspeech 2013 Computational

Paralinguistics Challenge [196]. Pesarin et al. [175] have manually segmented 13 debates from

the SSPNet Conflict Corpus, with a total duration of 6 h and 27 min, into conflictual and non-

conflictual intervals for conflict detection. Recently, Kim et al. [108] have relied on Mechanical

Turk crowdsourcing to have the corpus annotated in terms of continuous (real-valued) conflict

intensity, using two separate questionnaires, one for the physical layer and the other for the

inferential layer of the conversation. However, the annotations of both works mentioned above

constitute a sequence-level rather than a frame-by-frame characterization of conflict.

Audio-visual recordings of political debates have been recently util-

ized for research on detection of the similar behavioral phenomenon of

(dis)agreement [27] (see [26]) for a survey). The latter has been also investigated by

means of experiments performed on meeting corpora such as the AMI Corpus [137] and the

ICSI Corpus [92]. Other databases, albeit not annotated in terms of (dis)agreement or conflict,

that contain multiple instances of the latter behaviors as well as other social behaviors (e.g.,

interest, politeness, mimicry, flirting), social signals (e.g., social dominance, engagement,

hot-spots, acceptance, blame) and personality traits (e.g., emotional stability, extraversion,

conscientiousness) and thus could be used to develop relevant automated frameworks include

[33, 91, 178, 76], the Green Persuasive Dataset and the newly released SEWA Database. It

is worth mentioning that the SEWA Database is the largest and the richest DB of human

conversational and emotional behaviour that has been released so far.

Finally, naturalistic datasets that capture human-computer or human-human elicited emo-

tionally colored interaction such as the SAL [160] and SEMAINE [160] datasets or the Belfast

Induced Natural Emotion Database (BINED) [207], respectively, contain naturalistic data

that could be useful in training robust tools for detecting behavioral cues associated with

(dis)agreement or conflict.

1The Green Persuasive Database can be found online at http://sspnet.eu/2009/12/green-persuasive-database/.
2The SEWA Database is available online at http://db.sewaproject.eu/.
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Figure 2.4: Characteristic frames from three episodes of the AMI Corpus [137].

Table 2.1: Summary of the databases that have or could be used for automatic analysis of conflict as
well as other social behaviors and signals.

Database # Subjects Duration Audio-visual? Synchronous?
Cultural

Background

Canal 9 [227] 190 43 h 10 min 4 4 Swiss (French-speaking)

SSPNet Conflict Corpus [196] (subset
of Canal 9)

138 11 h 55 min 4 4 Swiss (French-speaking)

[27] (subset of Canal 9) 28 ? 4 4 Swiss (French-speaking)

AMI [137] 213 100 h 4 4
Mostly non-native English

speakers

AMIDA [33] ? 10 h 4 4
Mostly non-native English

speakers

ICSI [92] 53 75 h 7 −
28 native English speakers

(mostly American), the rest
non-native (12 German)

Green Persuasive1 16 ? 4 4 ?

Wolf [91] 36 7h 4 4
Mostly non-native English

speakers

Mission Survival [178] 44 6h 4 4 Canadian

MAHNOB Mimicry [22] 60 11h 4 4

Spanish, French, Greek,
English, Dutch, Portuguese,

Romanian

SEWA2 398 34h 35 min 4 4
British, German, Hungarian,

Greek, Serbian, Chinese

[76] 208 62 h 48 min 4 4

77% Caucasian, 8% Afr.
American, 5% Asian or Pac.
Islander, 5% Latino(a), 1%

Native American, 4% Other

SAL [160] ? 10 h 4 4 Mostly native English speakers

SEMAINE [160] 150 80 h 4 4 Mostly native English speakers

BELFAST [207] 256 13 h 5 mins 4 4 Northern Irish, Peruvian
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Table 2.1 provides a concise summary of the existing databases that have already or could

be used for automatic analysis of conflict and similar social signals and phenomena. From

Table 2.1 and the overview above, it becomes evident that there is a lack of data for automatic

analysis of social attitudes such as conflict and (dis)agreement. While most of the existing

databases of dyadic or multi-party interactions can be exploited for these tasks, they often do

not provide annotations of any social signals whatsoever. Thus, promoting this field necessitates

significant effort in the development and release of new comprehensive datasets, captured under

naturalistic settings and containing specialized annotations in terms of social attitudes, signals

or behaviors. As far as automatic conflict analysis is concerned, a remedy to this problem is

provided by the newly released Conflict Escalation Resolution (CONFER) Database presented

in Chapter 4. In what follows, we relate and contrast the CONFER Database with the above

outlined databases for conflict analysis.

2.3.2 Connection to our work

The CONFER Database presented in Chapter 4, is a collection of audio-visual recordings of

naturalistic interactions from political debates where conflicts naturally arise. The database

contains approximately 142 minutes of recordings in Greek language, split over 120 non-

overlapping episodes of spontaneous conversations that involve two or three interactants. The

audio-visual episodes have been filmed in real-world “in-the-wild” conditions involving a wide

range of views, amenable lighting conditions, spontaneous and overlapping speech, and abrupt

head and body movements or occlusions. Most importantly, all episodes have been annotated

by 10 experts, in terms of continuous conflict intensity. Along with the audio-visual episodes

and the annotations, audio and visual features (facial tracking points and local appearance

descriptors) are also provided with the database, thus facilitating further experimental studies.

Please see Chapter 4 for a comprehensive description of the database.

The main advantage offered by the CONFER Database over existing databases is that

it is annotated in terms of continuous and dimensional conflict intensity. Every episode is

annotated on a frame-by-frame basis in terms of real-valued conflict intensity on a continuous

scale by 10 experts. This renders the CONFER Database the first of its kind to provide

dimensional and continuous-time characterizations of conflict intensity. As a matter of fact,

all existing databases for (dis)agreement and conflict analysis come with binary or discretized

labels characterizing pre-segmented episodes of agreement/disagreement or conflict/non-conflict.

Furthermore, in each episode of the CONFER Database the interactants participating in the

debate are visible in every frame of the video stream, thus rendering continuous-time visual
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processing of all parties feasible. This is in contrast to other datasets, such as the Canal9

corpus of political debates and its “derivatives” [196] and [27], where not all participants are

visible at all times and also extreme camera angles prohibit automatic visual analysis (e.g.,

facial expression analysis) at times. Finally, the CONFER Database is accompanied by the

first experimental study on dimensional and continuous conflict intensity estimation. In this

study, various audio and visual features and fusion of them as well as classifiers are examined

in subject-independent experiments for the task at hand.

Overall, the CONFER Database fills a significant gap in the availability of data for the

investigation of social phenomena by providing for the first time continuous-time annotations

of conflict intensity, represented in a dimensional rather than a categorical approach. As such,

it is expected to promote research in the development of machine learning methodologies

that model the temporal evolution of social signals and behaviors in naturalistic settings as a

real-valued function of time.
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Chapter 3

Discriminant Incoherent Component

Analysis
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The first application domain that we focus on in this thesis is static face analysis in (possibly)

grossly corrupted still face images captured under unconstrained conditions including varying

illumination, facial expression and heavy contiguous occlusion (e.g., sunglasses, scarf). From

the modeling standpoint, we view information conveyed by face images as a superposition

of low-complexity components associated with attributes, such as facial identity, expressions

and activation of action units. Motivated by the growing need for modern emotionally-aware

interfaces to recognize these attributes in a joint fashion, we build on discriminant dictionary

learning and sparsity-based recognition to develop a novel learning method that can jointly

approach these interrelated classification tasks. In terms of applications, emphasis is placed on

face recognition and facial expression, addressed jointly or in isolation under varying types and

levels of data corruption, as well as action unit detection.
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Figure 3.1: The proposed Discriminant Incoherent Component Analysis (DICA), as applied to the
multi-label setting of joint face and expression recognition. The data matrix X containing expressive
face images is expressed as a superposition of identity- and expression-specific mutually incoherent
components, under the assumption of possible gross errors (outliers).

3.1 Introduction

Human face is a rich source of information consisting of several components which are related

to attributes associated with facial identity, emotional expression and activation of action units

(AUs). These components are characterized by specific structures which can assist the semantic

interpretation of content in the visual stream. For instance, facial expressions manifest

themselves through sparse non-rigid deformations occurring in certain face regions [162, 163],

while images depicting the neutral face of the same person are expected to be highly correlated

and thus drawn from a low-rank subspace. Consequently, the extraction of such features of

low-complexity (i.e., exhibiting low-rank or sparse structure) is essential for accurate face and

expression recognition.

As we saw in Section 2.1, a fundamental constraint of existing methods for face analysis is that

the training data is often assumed to be noise-free. That is, they are collected under well con-

trolled conditions in terms of illumination and pose variations and they do not contain occlusions

or disguise. Consequently, they are not applicable in practical scenarios when both training and

test data are contaminated by gross non-Gaussian noise and corruptions (e.g., occlusions and

disguise). Moreover, the majority of these works approach the tasks of face and expression recog-

nition separately rather than within a joint framework, despite them being two intertwined tasks.

To alleviate the aforementioned drawbacks and motivated by recent advances in robust

subspace learning [155, 168, 187, 156, 157, 206], in this chapter we propose the Discriminant

Incoherent Component Analysis (DICA) in order to decompose training facial images into
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a superposition of class-specific structured and mutually incoherent components accounting

for identity, emotional expression or AUs in the presence of gross but sparse non-Gaussian

corruptions. In other words, we model expressive faces as expressionless faces capturing the

identity, superimposed by sparse images of non-rigid deformations corresponding to facial

expressions, plus sparse components corresponding sparse errors of large magnitude, which

cannot be explained by labels. To learn such a decomposition, we impose low-rank constraints

on the components capturing the face’s identity and sparsity constraints to those related to

expressions. The proposed model can be also used to recover more localized sparse components

related to AUs. Having found an ensemble of class-specific incoherent components, a test

image is expressed as a group-sparse linear combination of these components with non-zero

coefficients corresponding to the identity and expression class that the test sample belongs to.

Below, we list the main contributions of the generic supervised learning framework based on

the DICA that is presented in this chapter.

1. The DICA provides a generic method to decompose data into class-specific structured

and incoherent components, and a sparse matrix accounting for outliers.

2. An efficient Alternating-Directions Method of Multipliers (ADMM)-based algorithm

is presented that can solve suitable optimization problems for the DICA, according to

the desirable component structure.

3. A dictionary-based classification framework is proposed, according to which a test sample

is collaboratively represented via class-specific components extracted by the DICA.

Overall, the discriminative representation furnished by the DICA proves efficient for static

face analysis tasks. The performance of the DICA is assessed by conducting experiments on

joint face and expression recognition, face recognition under varying percentages of training

data corruption, subject-independent expression recognition under varying illumination

conditions during training, and facial action unit detection, using 4 datasets. The proposed

method outperforms the methods that is compared to in all the aforementioned tasks.

The remainder of this chapter is as follows. In Section 3.2, the DICA and its algorithmic frame-

work are detailed. A dictionary-based framework for classification via the DICA is described in

section 3.3. The performance is assessed experimentally on both synthetic and real-world data

in Section 3.4. Section 3.5 concludes the chapter and gives insight for future research directions.
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Notations. Matrices (vectors) are denoted by uppercase (lowercase) boldface letters , e.g.,

A, B , (a ,b). I denotes the identity matrix of compatible dimensions. The ith element of

vector x is denoted as xi, while the ith column of matrix X is denoted as xi. For the set of

real numbers, the symbol R is used. We refer to a set of N real matrices of varying dimensions

as {X(n) ∈ Rpn×qn}Nn=1. Regarding vector norms, ‖x‖=
√∑

i x
2
i denotes the Euclidean

norm. Regarding matrix norms, ‖X‖∗ denotes the nuclear norm, which equals the sum of

singular values, while ‖X‖ denotes the spectral norm, which equals the largest singular value.

‖X‖1=
∑

i

∑
j |xij | is the element-wise matrix `1-norm, and ‖X‖F=

√∑
i

∑
j x

2
ij =

√
tr(XTX)

is the Frobenius norm, with tr(·) denoting the trace of a square matrix. Finally, λmax[X]

denotes the largest eigenvalue of a square matrix X.

3.2 Discriminant Incoherent Component Analysis

In this section, the DICA is described along with its solver.

3.2.1 Problem Statement

The goal of the DICA is to robustly learn components from training samples that 1) are

discriminant and exhibit low-complexity structures (e.g., low-rank or sparsity) associated with

facial attributes, 2) are mutually incoherent among different classes, and 3) facilitate the

classification of test samples by means of sparse representation.

Let x ∈ Rd be a vectorized expressive face image and l ∈ {0, 1}nc the label vector associated

with it, whose non-zero elements are those corresponding to the identity and expression class

it belongs to (nc denotes the total number of classes). We seek to decompose x as a sum of

nc class-specific components y(i) ∈ Rd, capturing the discriminant characteristics of each class.

Thus, x is expressed as

x =

nc∑
i=1

y(i) (3.1)

We assume that each class-specific component y(i) lies in a linear orthonormal subspace

spanned by U(i) ∈ Rd×m(i)
, and V(i) ∈ Rm(i)×d denotes the projection matrix that embeds x

onto the m(i)-dimensional space, while also preserving the structure (e.g., low-rank or sparsity)

related to the class-specific attribute. Therefore, y(i) is written as

y(i) = U(i)V(i)x , (3.2)

Following [261] and [155], the above mentioned formulation enables us to impose a specific

structure on the projection spaces V(i), by minimizing a suitable structure-inducing norm
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‖V(i)‖(·); this is either the nuclear norm [68] which imposes low-rank on the projection spaces

corresponding to facial identities, or the `1-norm [60] which enables to learn sparse projections

for facial expressions or AUs. By incorporating (3.2) into (3.1), x is written as

x =

nc∑
i=1

U(i)V(i)x , (3.3)

Clearly, to perfectly disentangle the class-specific components y(i) (i.e., to ensure the identifi-

ability of (3.1)), the column spaces that they are stemming from should be mutually incoherent,

that is U(i)T U(j) = 0 for i 6= j. We observe that Equation (3.3), combined with the mutual

incoherence property U(i)T U(j) = 0 for i 6= j, entails U(i)T ' V(i) for i = 1, 2, . . . , nc. In other

words, matrices U(i)T and V(i) are proportional for every class i. This further entails that

U(i)T U(j) = 0 is equivalent to V(i)V(j)T = 0 for i 6= j.

To account also for the possible presence of facial aspects that cannot be explained by

labels, including outliers and gross corruptions, we include the additive term o ∈ Rd in the

decomposition (3.3), which is written as

x =

nc∑
i=1

U(i)V(i)x + o , (3.4)

Having found the decomposition (3.4), the representation vector

[(V(1)x)T , (V(2)x)T , · · · , (V(nc)x)T ]T is expected to be group-sparse, with non-zero ele-

ments corresponding to the class(es) the sample x belongs to.

The DICA learns the reconstruction matrices {U(i)}nc
i=1 and projection matrices {V(i)}nc

i=1 by

employing the training matrix X ∈ Rd×N which contains in its columns the vectorized training

face images, with d being the dimensionality of each image and N the number of training

observations. Let us denote by XS(i) ∈ Rd×N the column-sparse matrix whose non-zero columns

are the columns of X with label i. Therefore, with the set W = {{U(i) ∈ Rd×m(i)}nc
i=1, {V(i) ∈

Rm(i)×d}nc
i=1, O ∈ Rd×N} containing all the unknown variables, the DICA solves

arg min
W

λ(i)
nc∑
i=1

‖V(i)‖(·) + η
∑
i 6=j
‖V(i)V(j)T ‖2F + λ1‖O‖1 ,

s.t. i) X =

nc∑
i=1

U(i)V(i)XS(i) + O ,

ii) U(i)T U(i) = I , i = 1, 2, . . . , nc ,

(3.5)

where the structure-inducing norm ‖V(i)‖(·) is either the nuclear norm for face-specific

projections or the `1-norm for expression-specific and AU-specific projections. The term
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Algorithm 2 ADMM solver for the DICA (3.5)

Input: Data: X ∈ Rd×N . Parameters: λ(i), η, λ1, and
{m(i)}nc

i=1.

1: Normalize each column of X to unit `2-norm.
2: Initialize: Set {{U(i)[0]}, {V(i)[0]}}nc

i=1, O[0], Y[0] to zero matrices. Set µ[0] = 1/‖X‖,
ρ = 1.1, µmax = 1010.

3: while not converged do
4: for i = 1 : nc do

5: Calculate L = 1.02λmax

[
µ[t]XS(i)X

T
S(i) + 2η

∑
j 6=i

V(j)[t]TV(j)[t]

]
.

6: if V(i) is associated with nuclear norm then
7: V(i)[t+ 1]← Dλ(i)/L

[
V(i)[t]− L−1∇f(V(i)[t])

]
.1

8: else if V(i) is associated with `1-norm then

9: V(i)[t+ 1]← Sλ(i)/L
[
V(i)[t]− L−1∇f(V(i)[t])

]
.

10: end if

11: U(i)[t + 1] ← P
[(

X −
∑
j 6=i

U(j)[t]V(j)[t+ 1]XS(j) − O[t] + µ[t]−1Y[t]

)(
V(i)[t +

1]XT
S(i)

)]
.

12: end for

13: O[t+ 1]← Sλ1/µ[t]
[
X−

nc∑
i=1

U(i)[t+ 1]V(i)[t+ 1]XS(i) + µ[t]−1Y[t]

]
.

14: Update the Lagrange multiplier by Y[t + 1] ← Y[t] +

µ[t]

(
X−

nc∑
i=1

U(i)[t+ 1]V(i)[t+ 1]XS(i) −O[t+ 1]

)
.

15: Update µ by µ[t+ 1] = min(ρ · µ[t], µmax).
16: end while

Output: {U(i) ∈ Rd×m(i)
, V(i) ∈ Rm(i)×d}nc

i=1, O ∈ Rd×N .

∑
i 6=j ‖V(i)V(j)T ‖2F induces mutual incoherence among the projection spaces and O ∈ Rd×N

denotes the outlier matrix accounting for components that cannot be explained by the

summand containing the class-specific reconstructions. The positive parameters λ(i), η, and λ1

control the norm imposed on {V(i)}nc
i=1, the mutual incoherence for all component pairs, and

the sparsity of outliers O, respectively.

In Fig. 3.1, one can see how the proposed DICA is applied to the multi-label scenario of

joint face and expression recognition. In that case, each training image is characterized by

two labels, one for identity and the other for expression. The data matrix X, containing the

vectorized training images, is accordingly represented as a superposition of discriminant and

mutually incoherent class-specific components (low-rank for identity and sparse for expression),
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plus an outlier matrix O accounting for unbounded sparse errors.

3.2.2 Alternating-Direction Method-Based Algorithm

The Alternating-Directions Method of Multipliers (ADMM) [18] is employed hereby to

solve (3.5). The (partial) augmented Lagrangian function for (3.5) is defined as:

L(W,Y, µ) = λ(i)
nc∑
i=1

‖V(i)‖(·) + η
∑
i 6=j
‖V(i)V(j)T ‖2F

+ λ1‖O‖1+tr

(
YT

(
X−

nc∑
i=1

U(i)V(i)XS(i) −O

))

+
µ

2
‖X−

nc∑
i=1

U(i)V(i)XS(i) −O‖2F ,

(3.6)

where µ is a positive parameter and Y ∈ Rd×N is the Lagrange multiplier related to the linear

constraint in (3.5).

At each iteration, (3.6) is minimized with respect to each variable in W in an alternating

fashion and, subsequently, the Lagrange multiplier Y and parameter µ are updated. The

iteration index is denoted herein by t. The notation L(U(i),Y[t], µ[t]) is used to denote the

solution stage in which all other variables but U(i) are kept fixed, and similarly for the other

unknown variables. Thus, given the variables W[t] , the Lagrange multiplier Y[t] and the

parameter µ[t] at iteration t, the updates of ADMM are calculated as follows.

Update the primal variables:

U(i)[t+ 1] = arg min
U(i)

L(U(i),Y[t], µ[t])

s.t. U(i)T U(i) = I , i = 1, 2, . . . , nc

= arg min
U(i)

µ[t]

2
‖X−

nc∑
i=1

U(i)V(i)XS(i) −O + µ[t]−1Y[t]‖2F

s.t. U(i)T U(i) = I , i = 1, 2, . . . , nc

(3.7)

V(i)[t+ 1] = arg min
V(i)

L(V(i),Y[t], µ[t])

= arg min
V(i)

λ(i)‖V(i)‖(·) + η
∑
i 6=j
‖V(i)V(j)T ‖2F

+
µ[t]

2
‖X−

nc∑
i=1

U(i)V(i)XS(i) −O + µ[t]−1Y[t]‖2F

= arg min
V(i)

λ(i)‖V(i)‖(·) + f(V(i)) , i = 1, 2, . . . , nc

(3.8)
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3. Discriminant Incoherent Component Analysis

Algorithm 3 Framework for face/expression recognition.

Input: Data: training set X ∈ Rd×N , query image y ∈ RN×1. Parameters:
λLasso.

1: Normalize each column of X to unit `2-norm.
2: Compute low-rank matrices {A(i)}nc

i=1 by performing RPCA [32] on each class-specific
sub-matrix X(i).

3: Initialize: For each subspace i ∈ {1, 2, . . . , nc}, set U(i)[0] = M(i), and V(i)[0] = M(i)T ,

where A(i) = M(i)ΣN(i)T is the skinny SVD of A(i).
4: Calculate {V(i)}nc

i=1 according to Algorithm 2, using the nuclear- (`1-) norm in Problem (3.5)
for face (expression) recognition.

5: Form dictionary D =
[
D(1),D(2), . . . ,D(nc)

]
, with D(i) = U(i)V(i)X(i) , i ∈ {1, 2, . . . , nc}.

6: Normalize each column of D to unit `2-norm.

7: Perform SRC: α̂ = arg min
α

1

2
‖y −Dα‖2+λLasso‖α‖1.

8: for i = 1 : nc do
9: err(i) = ‖y −Dδ(i)(α̂)‖.

10: end for
11: i∗ ← arg mini∈{1,2,...,nc} err(i).

Output: subject (expression) label i∗.

O[t+ 1] = arg min
O

L(O,Y[t], µ[t])

= arg min
O

λ1‖O‖1

+
µ[t]

2
‖X−

nc∑
i=1

U(i)V(i)XS(i) −O + µ[t]−1Y[t]‖2F

(3.9)

Update the Lagrange Multiplier:

Y[t+ 1] = Y[t] + µ[t]

(
X−

nc∑
i=1

U(i)V(i)XS(i) −O

)
(3.10)

Equations (3.7)-(3.9) are solved by means of the operators and Lemmas that are introduced

next. We begin by defining the shrinkage operator [32] as Sτ [a] = sgn(a) max(|a|−τ, 0), whose

matrix version is obtained by applying it element-wise. Also, if A = MΣNT denotes the

SVD of a matrix A, the singular value thresholding operator (SVT) is defined as in [31]:

Dτ [A] = MSτ [Σ]NT . Based again on the SVD of A, the Procrustes operator is defined as
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3.3. DICA-based Classification

P[A] = MNT and solves the problem in the following Lemma.

Lemma 1 [261]: The constrained minimization problem:

arg min
B

‖A−B‖2F s.t. BTB = I (3.11)

has a closed-form solution given by P = P[A].

The solution of (3.8) is presented in detail in the Appendix and is based on the SVT (shrinkage)

operator when the nuclear- (`1-) norm is employed for the component V(i). Moreover, the

minimizer of (3.9) is based on the shrinkage operator. Finally, (3.7) is solved as in Lemma 1.

The ADMM-based solver of (3.5) is wrapped up in Algorithm 2. For all experiments presented

herein, Algorithm 2 is terminated when ‖X−
nc∑
i=1

U(i)V(i)XS(i) −O‖F /‖X‖F< 10−7, or when

1000 iterations are reached.

Computational Complexity and Convergence In the case where the nuclear norm is

enforced on {V(i)}nc
i=1, the cost of each iteration in Algorithm 2 is mainly associated with the

calculation of the SVT operator in Step 7. Hence, each iteration has a complexity equal to that

of SVD, i.e., O(max(d2N, dN2)). In the case where the `1-norm is used, the shrinkage operator

becomes the most time-consuming calculation, thus entailing linear complexity O(dN). As far

as convergence of Algorithm 2 is concerned, the convergence of the ADMM to local minima has

not been proved for the cases where the latter is adopted to solve non-convex problems [18, 173].

A systematic convergence proof does not fall within the scope of this thesis, yet for proof of

the weak convergence of Algorithm 2 one can follow the approach in [124]. Nonetheless, the

experiments in Section 3.4 serve as a testament to the guaranteed convergence of Algorithm 2.

3.3 DICA-based Classification

In this section, a dictionary-based framework built upon the DICA (3.5) is proposed. This

can be tailored accordingly to cope with either a single- or a multi-label scenario. Herein, the

framework is presented for the problems of face and expression recognition, viewed either as

separate single-label tasks or jointly within a multi-label setting. For the multi-label scenario,

1f is the smooth differentiable part of the minimizer (3.8).
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3. Discriminant Incoherent Component Analysis

Figure 3.2: Decomposition of an expressive image from the CK+ Dataset into an identity component,
an expression component and a sparse error term accounting for outliers, as produced by the DICA.

an extension of our framework, which can deal with the facial action unit detection task, is

also described.

3.3.1 Single-Label Case: Face/Expression Recognition

Suppose each column xn of our training data matrix X ∈ Rd×N represents a vectorized image,

with subject (expression) label i ∈ {1, 2, . . . , nc}, where nc equals the number of subjects

(expressions). Let us also denote by X(i) ∈ Rd×n(i)
the matrix that is composed of the n(i)

columns of X that are associated with the subject (expression) label i.

First, for face (expression) recognition, the nuclear- (`1-) norm is chosen for V(i) in the

DICA, as the goal here is to uncover low-rank (sparse) components. Second, RPCA [32] is

performed on each X(i) for warm initialization of U(i) and V(i) in (3.5). Specifically, each

basis U(i) and component V(i) is initialized as U(i) = M(i) and V(i) = M(i)T , respectively,

where A(i) denotes the low-rank matrix yielded by RPCA for subject (expression) i and

A(i) = M(i)ΣN(i)T denotes its skinny SVD. Note that setting V(i) = M(i)T = U(i)T is an

intuitive choice, considering that V(i) and U(i)T are proportional to each other, as shown in

Section 3.2.1. Choosing an initial estimate that is close to the optimum sought can markedly

speed up the convergence of a non-convex optimization problem like the DICA [18]. RPCA has

been proved efficient in recovering low-complexity facial components, while also being robust

to gross errors in the data [211]. This motivates its choice for the initialization step, while its

positive impact on the convergence speed was corroborated by preliminary experiments. Third,

Problem (3.5) is solved according to Algorithm 2.

Following a SRC-like approach, the class-specific reconstruction images {D(i) =

U(i)V(i)X(i)}nc
i=1 are concatenated to construct the dictionary D. Then, for each query image

y ∈ Rd×1 a vector α̂ ∈ RN×1 is sought so that y is represented as a sparse linear combination

of the dictionary atoms, i.e., y = Dα̂. The sparse coefficient vector α̂ is obtained by solving
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3.3. DICA-based Classification

Figure 3.3: Example registered images from each of the 4 datasets used. From top to bottom: CK+ [130],
AR [135], CMU Multi-PIE [80], GEMEP-FERA [219].

the Lasso minimization problem:

α̂ = arg min
α

1

2
‖y −Dα‖2+λLasso‖α‖1 (3.12)

Finally, the subject (expression) label i∗ is estimated as that accounting for the minimum

class-specific reconstruction error of y, i.e.,

i∗ = arg min
i∈{1,2,...,nc}

‖y −Dδ(i)(α̂)‖ , (3.13)

where α̂ is the solution of (3.12), and {δ(i)(·) : RN×1 7→ RN×1}nc
i=1 are class-specific selector

operators calculated as

δ(i)(qn) =

qn, if n ∈ S(i)

0, otherwise
(3.14)

The proposed single-label framework is summarized in Algorithm 3 for face/expression recogni-

tion.

3.3.2 Multi-Label Case: Joint Face and Expression Recognition & Action

Unit Detection

The framework described in the previous section is extended to the multi-label case, where

each observation is associated with multiple labels w.r.t. different attributes. Two face analysis
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3. Discriminant Incoherent Component Analysis

(a) Synthetic Data (b) Data corrupted with sparse noise (c) Reconstruction by the DICA

Figure 3.4: Illustration of corrupted synthetic data reconstruction, as produced by the DICA. Each
600×150 subset of the data matrix (where the first dimension is the feature space and the second
dimension is the ambient space) is a superposition of one of the two low-rank components (depicted
as 600×300 blue striped backgrounds in (a)) and one of the four block-sparse components, which form
a shape of filled triangle, asterisk, circle and butterfly, respectively. (a) Original synthetic data, (b)
Synthetic data of (a) contaminated with additive sparse noise, (c) Low-Rank/Sparse Reconstruction
of the corrupted signal as produced by the DICA.

tasks that fall in this multi-label case are (a) joint face and expression recognition, and (b)

facial action unit (AU) detection. In this section, we choose to present the DICA-based

classification framework tailored to the aforementioned tasks, on which our experimental

validation in Section 3.4 is based.

Joint Face and Expression Recognition First, the DICA (3.5) is solved for the total

number of classes nc = ns + ne, with ns (ne) being the number of subjects (expressions). Simil-

arly to the single-label case, for the subject- (expression-)specific components i ∈ {1, 2, . . . , ns}
(i ∈ {ns + 1, ns + 2, . . . , ns + ne}) the nuclear- (`1-) norm is enforced on the corresponding

V(i). Second, the derived identity-related reconstruction images are used to form the iden-

tity dictionary DI , while the expression-related reconstruction images are used to form the

expression dictionary DE . The final dictionary consists of the concatenation of DI and DE as

D =
[
DI DE

]
.

Subsequently, the SRC algorithm is modified accordingly to solve jointly for the identity and
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3.3. DICA-based Classification

expression coefficient vectors α̂I and α̂E , respectively:

α̂I , α̂E = arg min
αI ,αE

1

2
‖y −

[
DI DE

] [αI
αE

]
]‖2

+
λLasso

2
‖

[
αI

αE

]
‖1

= arg min
αI ,αE

1

2
‖y −DIαI −DEαE‖2

+
λLasso

2
‖αI‖1+

λLasso
2
‖αE‖1

(3.15)

Finally, the component separation approach of [211] is followed, where the reconstruction

image ŷI = DIα̂I based on the identity dictionary DI is utilized for face recognition, and,

similarly, the reconstruction image ŷE = DEα̂E based on the expression dictionary DE is

utilized for expression recognition, according to the following minimum-residual rules:

i∗I = arg min
i∈{1,2,...,ns}

‖ŷI −DIδ
(i)(α̂I)‖ (3.16)

i∗E = arg min
i∈{ns+1,ns+2,...,ns+ne}

‖ŷE −DEδ
(i)(α̂E)‖ (3.17)

In Fig. 3.2, one can see the decomposition of an expressive image into a identity-related

component, an expression-related component and a sparse error term. The identity (expression)

component is formed out of the reconstruction of the original image based on the corresponding

subject- (expression-)specific subspace. It can be visually verified that indeed the identity

(expression) component contains no expression- (subject-)related information, due to its

calculation based on images of all training expressions (subjects) and the mutual incoherence

property. Finally, the outliers term encodes whatever image features deviate in a non-Gaussian

sense from the class-specific decomposition that model (3.5) dictates.

Facial Action Unit Detection The DICA (3.5) is applied for the total of nc of AU-specific

classes, using the `1-norm to enforce sparse structure on the respective components{V(i)}nc
i=1.

Note that a training image with more than one AUs activated can appear multiple times

in (3.5), through the corresponding class-specific sub-matrices XS(i) . Similarly to Algorithm (3),

reconstruction images are next used to form class-specific dictionaries D(i) = U(i)V(i)X(i) , i ∈
{1, 2, . . . , nc}, each of which is associated only with the respective AU label, regardless of the

possible presence of other AUs in the corresponding training images. The final dictionary

D ∈ Rd×N is formed out of the concatenation of all class-specific dictionaries {D(i)}nc
i=1. Next,
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3. Discriminant Incoherent Component Analysis

for each test set vector y ∈ Rd×1 the sparse coefficient vector α̂ ∈ RN×1 and the reconstructed

test vector ŷ = Dα̂ are obtained by solving (3.12).

Classical SRC, formulated as in Equation (3.13), is not directly applicable to the action

unit detection task, as the latter necessitates binary classification for each of the AU-specific

classes. The sparse similarity voting approach in [191] is adopted herein for classification.

Let ln ∈ {0, 1}nc be the binary label vector associated with the dictionary atom dn. By

construction, only one element of ln will be non-zero for our framework, i.e., that which

corresponds to the AU label of the class-specific dictionary dn. Let also L ∈ {0, 1}nc×N be

the label matrix for the whole dictionary, with corresponding label vectors ln in its columns.

Then, the multi-label confidence vector c ∈ Rnc for the test sample y, is given by

c =
N∑
n=1

wnln = Lw , (3.18)

where wn denotes the similarity between the test vector y and its reconstruction by the n-th

dictionary atom, given by

wn =
α̂ndn

Ty

‖y‖‖ŷ‖
(3.19)

Each element ci of the label vector c in (3.18) can be perceived as a confidence score with

regards to the test sample belonging to the i-th AU class. Finally, binary labels for the test

sample with respect to each class are obtained by thresholding each ci via ROC analysis [67].

3.4 Experiments

Our method is evaluated on four distinct tasks: (a) face recognition, (b) facial expression

recognition, (c) joint face and expression recognition, and (d) facial action unit detection.

Our dictionary-based framework for joint face and expression recognition is evaluated on

CK+ Dataset [130], while experiments on subject-independent facial expression recognition

are conducted on both CK+ [130] and CMU Multi-PIE [80] datasets. For face recognition

experiments and action unit detection experiments, AR database [135] and GEMER-FERA

database [219] is used, respectively.

The proposed method is compared to the approaches of Linear Regression Classifier

(LRC) [142], Sparse Representation-based Classification (SRC) [ 243], as well as Robust Prin-

cipal Component Analysis and SRC (RPCA+SRC) and Low-Rank Matrix Recovery with

Structural Incoherence (LRSI) combined with SRC [237]. For RPCA+SRC, RPCA [32] is

applied for each subject and the resulting low-rank (sparse) matrices are used for SRC-based
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Table 3.1: Quantitative reconstruction results produced by the DICA on the synthetic data shown
in Fig. 3.4. For a given component X(i), the reconstruction metric used here corresponds to ‖X(i) −
X̂(i)‖F /‖X(i)‖F , where X̂(i) = U(i)V(i)X(i).

Reconstructions
Clean Signal 0.369
Error Signal 0.916
Low-Rank Component 1 0.986
Low-Rank Component 2 0.972
Triangle 0.933
Asterisk 0.928
Circle 0.916
Butterfly 0.927
Relative Constraint 9.9 · 10−8

face (expression) recognition similarly to [211]. For LRSI, the algorithm in [237] is applied

subject-wise for face recognition and expression-wise for expression recognition; the nuclear

norm is used for all components. In case of identical experimental protocol, LRSI results

correspond to those reported in [237]. Unlike [237], where PCA is used to reduce dimensionality,

vectorized images in the pixel domain are used for all experiments, with the exception of AU

detection experiments in Section 3.4.5.

Implementation details For both our method and LRSI, the parameter η that controls

incoherence is set to the value 10−1, which was proved efficient upon preliminary experiments.

For the DICA, various values, different for each task, are examined for the parameter λ(i)

controlling the norm ‖V(i)‖(·) and the outlier-related parameter λ1 in Problem (3.5), and

the best score achieved is reported each time. For each RPCA+SRC and LRSI optimization

problem applied class-wise, the value λ1 = 1/
√

max(d, n(i)) is used for the parameter associated

with the sparse error term, which is an efficient heuristic according to [32].

For the face recognition experiments in Section 3.4.3, the Lasso minimization problem (3.12)

for the SRC-based approaches is solved by means of the Homotopy method [246], in order for our

results to be comparable to those in [237]. For all SRC-based experiments in Sections 3.4.2, 3.4.4,

and 3.4.5, the Efficient Euclidean Projections method [125] is chosen to solve the Lasso

problems (3.12) and (3.15), thanks to its fast implementation and robustness to matrix

singularities.
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Figure 3.5: Face and expression recognition accuracies (%), as produced by the DICA and SRC for the
first fold of the protocol for the CK+ Dataset, varying with the image resolution.

For all experiments with the DICA, the regularization parameter λLasso of the Lasso minimiza-

tion problems (3.12) and (3.15) is examined amongst the values {10−5, 5·10−5, 10−4, . . . , 5·10−1},
and the best result is reported each time. For joint face and expression recognition, recognition

accuracies reported correspond to the best average score over the two tasks. For all experiments

with the other SRC-based approaches, that is, SRC, RPCA+SRC, and LRSI, λLasso is fixed to

10−3.

The DICA is also evaluated by means of experiments with synthetic data in Section 3.4.1.

The results of these experiments serve as an important proof of concept since (a) they validate

the effectiveness of our method both qualitatively and quantitatively, and (b) they provide

evidence that our method can be applied equally well to any labeled data populations, thus

serving diverse applications other than face analysis tasks.

3.4.1 Experiment on Synthetic Data

Our method is first evaluated on synthetic data corrupted with sparse, non-Gaussian noise.

Each data point is constructed as a superposition of a low-rank and block-sparse component. In

more detail, we first create a rank-2 component X(1) with column space U(1) ∈ R600×2, based on

the first two principal components of a random matrix A ∈ R600×300. Next, we form a second

rank-2 component X(2) with column space U(2) = RU(1), where R is a random orthogonal

matrix; as a result of this, the two components are mutually incoherent. Subsequently, four

block-sparse components X(i) ∈ R600×150 (3 ≤ i ≤ 6) are constructed, with their non-zero
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Table 3.2: Recognition Rates (%) for Joint Face & Expression Recognition and Subject-Independent
Expression Recognition on CK+ Dataset.

Method
Joint Face & Expression Recognition Subject-Independent

Face Expression
Expression
Recognition

LRC [142] 86.2 57.7 60.1
SRC [243] 75.4 41.4 53.5
RPCA+SRC [237] 89.6 59.5 70.6
LRSI [237] 92.9 75.5 71.4
DICA 96.7 83.6 75.7

elements corresponding to visually discernible shapes, that is, triangle, asterisk, circle and

butterfly, respectively. Those are then added to the low-rank components to form the matrices

Y1 = X(1) + X(3) + X(4) and Y2 = X(2) + X(5) + X(6). Our final clean data matrix Y is the

result of concatenation of Y1 and Y2 along the second dimension, and can be seen in Fig. 3.4a.

Subsequently, sparse, non-Gaussian noise is added to the original signal Y to simulate

a more realistic scenario. First, a matrix containing only values in {+1,−1} is created as

E = sgn(B), where B ∈ R600×600 is a random matrix and sgn denotes the sign function. The

final error matrix O is formed by setting to zero those entries of E whose indices i and j satisfy

the rule N [i, j] ≤ 0.8, where N ∈ R600×600 is a matrix whose elements follow the Normal

distribution. The final corrupted signal Ỹ = Y + O and the low-rank/sparse reconstruction

produced by the DICA (3.5) can be seen in Fig. 3.4b and Fig. 3.4c, respectively. It is evident

that our method reconstructs accurately all components, both the low-rank components lying

in the background and the sparse components appearing as shapes, while, at the same time,

isolates the sparse, gross errors. Quantitative results are reported in Table 3.1, in terms of

normalized reconstruction error for each component, that is, ‖X(i) −U(i)V(i)X(i)‖F /‖X(i)‖F .

It is worth noting that all subspace-specific reconstruction errors along with the clean signal

reconstruction error ‖Y −
∑6

i=1 U(i)V(i)XS(i)‖F /‖Y‖F have low value, corroborating the

conclusions drawn for our method from the qualitative inspection of Fig. 3.4.

3.4.2 Joint Face & Expression Recognition on CK+ Dataset

Our method is evaluated on the two-label setting of joint face and expression recognition.

CK+ [130] has been widely used for the task of face and posed expression recognition. It

contains 123 subjects in a total of 593 sequences, 327 out of which are annotated with respect

to the emotion portrayed. As our method does not consider the temporal dimension, only the

last 4 frames are used as expressive images for each sequence, as those are close to the apex

phase of the expression. The experimental setup is identical to that of [211]. Specifically, a
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3. Discriminant Incoherent Component Analysis

subset of 25 subjects, corresponding to 108 sequences, is used herein that meet the following

criteria: (a) there are at least 4 annotated sequences for each of them, and (b) they perform

one of the 6 universal emotions2(Anger, Disgust, Fear, Happiness, Sadness and Surprise). The

first condition is essential in order for the subjects to appear with a sufficient amount of images

in the training set (at least 12 images), and the resulting dictionary to be balanced (for the

face recognition part). Example images for a female subject of CK+ can be seen in Fig. 3.3.

To examine how image dimensionality affects accuracy in both face and expression recognition

and tune it accordingly, the following experiment is conducted. Specifically, the DICA and

SRC are tested on joint face and expression recognition with the image resolution varying

through the range 32 × 32, 40 × 40, 48 × 48 and 56 × 56 pixels. Note that all images have

been previously converted to gray scale and aligned based on the location of the eyes. For each

subject, 3 sequences are randomly picked to be used for training, leaving the rest for testing.

The parameters of the DICA and SRC are optimized separately for each resolution and the

best accuracy obtained is reported in Fig. 3.5. The choice of 32× 32 pixels for the image size

consistently leads to the best performance. This behavior was expected as by using a smaller

image size the curse of dimensionality is avoided (given that no feature extraction is performed

to the aim of dimensionality reduction). It is also worth mentioning that using a smaller

resolution for the DICA has the additional benefit of speeding-up the convergence, which

increases quadratically with the dimensionality owing to the SVT operator (see Section 3.2.2).

Accuracy achieved using the three remaining resolutions does not vary largely. In view of the

above, the image size is fixed to 32×32 pixels for all experiments of this section.

For joint face and expression recognition, for each subject, 3 sequences are randomly selected

to be used for training, and the remaining sequences are used for testing. This process is

repeated 10 times, and the average scores for the face and expression recognition tasks are

reported. Leave-one-subject-out expression recognition experiments are also conducted and

the average rate over 25 folds is reported. For all experiments, parameters λ(i) controlling

the nuclear norm of the identity-related V(i) in Problem (3.5) are set to 1. For joint face and

expression recognition, the values for λ1 and the expression-related λ(i) accounting for the best

average score over the two tasks were found to be 10−2 and 10−2, respectively. For expression

recognition, the corresponding values were 10−2 and 5 · 10−2, respectively.

Recognition rates for both tasks are reported in Table 3.2. The merits of the DICA for

face and expression recognition are directly evident from Table 3.2: it is the best-performing

method for both tasks, yielding face and expression recognition accuracies of 96.7% and 83.6%,

218 sequences depicting ‘Contempt’ are not included.
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(a) (b) (c) (d)

Figure 3.6: Joint Face and Expression Recognition on the CK+ Database: (a) Training images from
six subjects showing various expressions, (b) Low-rank reconstruction produced by the DICA for each
identity class, (c) Training images from six expression classes (from top to bottom: Anger, Disgust,
Fear, Happiness, Sadness, Surprise) posed by various subjects, (d) Sparse reconstruction produced by
the DICA for each expression class.

respectively3. LRSI comes second in performance, by a negative margin of 3.8% and 8.1% for

face and expression recognition, respectively. Surprisingly, LRC provides scores close to those

obtained by RPCA+SRC, presumably due to the beneficial effect of small training size and the

similarity between training and test data populations. It is worth stressing that results of the

DICA and RPCA+SRC correspond to the same sparsity parameter λLasso/2 being used for the

two dictionaries in (3.15). We believe that by separately optimizing the sparsity parameters

for the SRC coefficients of identity and expression classes, that is, αI and αE , respectively,

one can achieve even higher performance.

Our method achieves the best score of 75.7% in the second setup also, where facial

expression is recognized on data from subjects unseen in the training phase. LRSI is again the

second-best-performing method with 71.4%. SRC performs poorly in this setup too, primarily

due to test images being associated with sparse linear combinations of similar faces rather

3The recognition scores obtained for the dictionary-based component separation (DCS) algorithm from [211]
are 99.1% and 81.6% for joint face and expression recognition, respectively, and 86.8% for subject-independent
expression recognition. These results are only to some extent comparable to those reported in Table 3.2, given
that the dataset and protocol are identical. However, bear in mind that in [211], K-SVD [1] is also applied to
refine the identity and expression dictionaries, which are initially provided by RPCA [32]. For this reason, the
corresponding results are not considered in the discussion of this section.
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Table 3.3: Recognition Rates (%) for Protocol 1 (Sunglasses) and Protocol 2 (Scarf) with varying
percentage of occluded images (no/7) in the AR Database training set.

Method
Sunglasses Scarf Sunglasses Scarf Sunglasses Scarf Sunglasses Scarf

0% = 0/7 14% = 1/7 29% = 2/7 43% = 3/7
LRC [142] 61.3 59.5 69.2 66.7 72.9 73.3 73.3 73.2
SRC [243] 72.3 71.4 82.4 83.3 88.6 89.3 88.9 90.1
RPCA+SRC [237] 75.4 85.0 81.6 89.4 87.7 90.7 88.8 87.3
LRSI (reported in [237]) 73.0 72.8 84.2 82.6 83.7 80.5 83.7 79.6
DICA 85.9 88.3 93.5 94.4 93.4 94.0 93.3 93.1

Table 3.4: Recognition Rates (%) for Protocol 3 (Sunglasses+Scarf) with varying percentage of occluded
images (2no/(7 + 2no)) in the AR Database training set.

Sunglasses+Scarf
Method 0% = 0/(7 + 0) 22% = 2/(7 + 2) 36% = 4/(7 + 4) 46% = 6/(7 + 6)
LRC [142] 59.9 66.2 69.1 70.3
SRC [243] 71.6 82.1 89.0 90.5
RPCA+SRC [237] 72.5 86.3 90.8 93.1
LRSI (reported in [237]) 62.8 80.8 81.8 82.8
DICA 81.8 93.8 95.2 95.4

than similar expressions in the dictionary.

Fig. 3.6 illustrates the low-rank identity-based reconstruction (Fig. 3.6b) and the sparse

expression-based reconstruction (Fig. 3.6d), as produced by our method for the joint face

and expression recognition experiment on CK+ images, grouped by subject (Fig. 3.6a) and

by expression (Fig. 3.6c), respectively. Note that no expression variations are retained in

the subject-based reconstruction, while, at the same time, the sparse expression components

contain no subject-related information. It is also worth observing that the expression

components (Fig. 3.6d) are ‘denser’ and also account for higher values in the image regions

where the action units ‘shaping’ each corresponding expression lie [220] (e.g., Brow-Lowerer

AU4 for ‘Anger’, or Lip Corner Depressor AU15 for ‘Sadness’). Overall, the resulting

reconstructions are discriminant for both tasks.

3.4.3 Face Recognition on AR Dataset

For the task of face recognition, the focus of experiments is to investigate methods’ performances

for varying percentage of face images corrupted due to occlusion in the training set. This is a

frequently-occurring scenario in real-world biometrics applications, where noise-free training

data is hard to be attained (e.g., due to uncontrolled recording conditions and huge amount

of data). To this end, the AR Database [135] is used, which includes a total of 4,000 frontal

images for 126 individuals. The face images exhibit variations with respect to expression,
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illumination and two types of occlusion, that is, sunglasses and scarf (see Fig. 3.3). For each

subject, images are taken in two sessions, each one constituent of 13 images: 3 images with

sunglasses, 3 with scarves, 4 with different expressions, and the remaining 3 with different

illuminations. The latter 7 images, which do not include occlusions, are considered as neutral

images for the experiments in this section.

A randomly picked subset of 100 subjects is used for our experiments. Three protocols are

tested in an identical way as in [237], corresponding to occlusion in the training images due

to (1) sunglasses, (2) scarf, and (3) sunglasses and scarf, respectively. Note that sunglasses

account for occlusion of about 20% of the face image, whereas for the scarf scenario this

percentage amounts to about 40%.

The three protocols are outlined below:

• Protocol 1: For each subject, ncl neutral images and no ∈ {0, 1, 2, 3} occluded images

(sunglasses) from Session 1 are used for training, where ncl + no = 7. 7 neutral images

and 3 occluded images (sunglasses) from Session 2 are used for testing.

• Protocol 2: Same as Protocol 1, with occluded images containing scarf rather than

sunglasses.

• Protocol 3: For each subject, ncl = 7 neutral images, nsg ∈ {0, 1, 2, 3} sunglasses images,

and nsc ∈ {0, 1, 2, 3} scarf images, from Session 1 are used for training, where nsg = nsc.

Here, the amount of training images per subject varies from 7 to 13, as opposed to the

first two protocols, in which it is fixed to 7. All 13 images (7 neutral, 3 sunglasses, 3

scarf) from Session 2 are used for testing.

Results are shown in Table 3.3 for Protocols 1 and 2, and in Table 3.4 for Protocol 3. The

DICA achieves the most accurate recognition in all scenarios, reaching 95.4% accuracy in Pro-

tocol 3 when 46% of training images are corrupted. The value of parameter λ1 that yielded the

best scores for our method was 10. It is worth noting that all methods show a significant increase

in performance in all three protocols when at least one occluded image per subject is included in

the training set, as compared to the case of 100% clean data. Notably, the performance achieved

by the DICA fluctuates less as the percentage of training set corruption increases, as compared

to that of the other methods. This is because components produced in the output of the DICA

are by definition mutually incoherent, regardless of how many images with similar corruptions in

similar face regions across classes are used for training. In Protocol 3, where two different kinds
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of data corruption are present, RPCA+SRC consistently achieves the second-best accuracy. It

is also worth observing that, even for large percentages of training set corruption, SRC performs

quite accurately also. This can be attributed to the efficiency of SRC in scenarios where the

training and test set distributions are characterized by similar variations [257]. LRSI shows poor

performance possibly due to its inability to suppress the effect of occlusion in the generated sub-

spaces. LRC underperforms the rest of the methods in all cases. This can be largely attributed

to singularities occurring in the matrix DTD, where D is the dictionary matrix (see [257, 142]).

In Fig. 3.7, the performance of our method and RPCA is comparatively illustrated on an

instance of Protocol 1, that is, 7 images of a male subject, 3 of which are occluded by sunglasses.

One can observe that both methods successfully remove variations caused by expression or

illumination in the derived low-rank reconstruction. Nonetheless, our method succeeds to

discard the occlusion in the reconstruction images, as opposed to the RPCA. This is due to the

fact that presence of sunglasses in the reconstructed images of all subject classes would clash

with the mutual incoherence property, which entails that class-specific components are as close

as possible to being orthogonal. The same holds for Protocol 2, where the occlusion due to

scarf covers even larger part of the image. Reconstructions yielded by our method for images

of the same subject in Protocols 1 and 2 are shown in Fig. 3.8, for the scenario in which the

occluded images cover 3/7 of the training set.

3.4.4 Expression Recognition on CMU Multi-PIE Dataset

In Section 3.4.2 we presented expression recognition experiments for the case of different subjects

being included in the training and test set. Aiming to evaluate the effectiveness of our method

in a scenario where labels from an additional source of variation, such as illumination, are not

utilized in our discriminant analysis during training, we perform expression recognition also

on the CMU Multi Pose Illumination, and Expression (Multi-PIE) Database [80]. This dataset

contains 337 subjects, corresponding to about 750,000 images with 19 illumination variations,

15 different poses, and 6 facial expressions (Neutral, Smile, Surprise, Disgust, Scream, Squint).

In the current study, only the frontal pose images are considered. For the presented experiments,

50 subjects are randomly selected. For each subject, 5 different illumination conditions are

generated (corresponding to pan angles −30◦, −15◦, 0◦, 15◦, 30◦) for all 6 expressions, resulting

in 30 images per subject. Some characteristic images from Multi-PIE are illustrated in Fig. 3.3.

The same protocol used in Section 3.4.2 is adopted for facial expression recognition. Subject-

independent experiments are conducted and the average score over 50 runs is reported. The

best values for the sparsity-controlling parameters λ1 and λ(i) for the expression components
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(a) Training Images (Protocol 1)

(b) Reconstruction by the RPCA

(c) Reconstruction by the DICA

Figure 3.7: Face Recognition on the AR Database: Reconstruction images, as produced by the RPCA
(b), and the DICA (c), on all training images of a subject in Protocol 1 (3/7=43% of occluded images
(sunglasses)) (a).

were found to be 10 and 1, respectively. Recognition rates are reported in Table 3.5. Here,

illumination conditions vary a lot across training images, rendering the task even more

challenging. Still, our method achieves the best accuracy of 74.4%, followed by LRSI that

achieves 67.3%. RPCA+SRC and SRC perform rather similarly, meaning that RPCA pre-

processing fails in this case to uncover the class-specific low-rank manifolds. Note also that

LRC shows a surprisingly poor performance. Again, the DICA efficiently decouples expression-

related deformations from subject-specific characteristics and other effects, thereby enabling us

to construct a much more discriminative expression dictionary.

3.4.5 Facial action unit detection on GEMEP-FERA Dataset

In this section, the efficiency of the DICA in decomposing an expressive image into mutually

incoherent sparse components related to AUs is examined. The training subset of the GEMEP-

FERA [219] dataset is used for subject-independent action unit detection experiments. It

contains 7 subjects depicted in 87 image sequences, which are FACS-labeled on a frame-by-

frame basis in terms of AUs. Herein, we use only the images in which at least one out of 8
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(a) Training Images (Protocol 1)

(b) Reconstruction by the DICA

(c) Training Images (Protocol 2)

(d) Reconstruction by the DICA

Figure 3.8: Face Recognition on the AR Database: Reconstruction produced by the DICA ((b),(d)),
on all training images of a subject in Protocols 1 and 2 (3/7=43% of occluded images - sunglasses
in (a) and scarf in (c), respectively).

Table 3.5: Recognition Rates (%) for Subject-Independent Expression Recognition on Multi-PIE Dataset.

Method Expression Recognition
LRC [142] 18.0
SRC [243] 58.9
RPCA+SRC [237] 60.4
LRSI [237] 67.3
DICA 74.4

action units is activated. The AUs considered are: AU1 (Inner Brow Raiser), AU2 (Outer Brow

Raiser), AU4 (Brow Lowerer), AU6 (Cheek Raiser), AU7 (Lid Tightener), AU12 (Lip Corner

Puller), AU15 (Lip Corner Depressor), and AU17 (Chin Raiser). Images are converted to gray

scale, aligned based on the location of the eyes, and, subsequently, resized to 128× 128 pixels.

Characteristic images are shown in Fig. 3.3. Intensities from 22× 22 pixel patches around 15

facial points (extracted by the tracker in [190]) are gathered in a single vector for each image.

The final feature vector is composed of PCA coefficients corresponding to components that

account for 98% of the total variance (374 components in our experiments).

Seven-fold subject-independent cross-validation is performed, so that all images for the 7
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subjects are tested. For each fold, a randomly selected subset of the training images, evenly

distributed across subjects and AU labels, is used. For the DICA, the action unit detection

framework described in Section 3.3.2 is used. Specifically, the rank m(i) of each subspace is set

to 5, while the remaining parameters are optimized similarly to the previous experiments. The

values of the sparsity-controlling parameters λ1 and λ(i) accounting for the best performance

were found to be 0.05 and 1, respectively.

Except for the DICA, LRC and SRC are also examined, while RPCA+SRC and LRSI are

not considered, as their design is not adaptable to this task. Multi-Label k-Nearest Neighbours

(ML-kNN) [258] (k = 10 neighbours) and Rank-SVM [65] (with polynomial kernel of degree 8)

are also examined, as they are general-purpose algorithms for multi-label classification. For the

DICA, each dictionary atom is associated with a single AU label (see Section 3.3.2), as opposed

to other methods, for which the training data retain their initial multi-class labelling. For the

dictionary-based methods, namely the DICA, LRC and SRC, ROC ranking [67] is employed to

threshold the class-specific confidence scores obtained by (3.18) and thus provide multi-class

predictions for each test sample. Finally, for all algorithms examined in the experiments of

this section, the F1 score, defined as F1 = 2 · Precision·RecallPrecision+Recall , is used as the evaluation metric.

Action unit detection results in terms of F1 score, as produced by each method, are reported

in Table 3.6 for each action unit along with the average performance over all AU classes. For

comparison purposes, we choose to also include in Table 3.6 the results reported in [40] for the

same evaluation protocol for Selective Transfer Machine (STM), which is a recently published

successful method for AU detection. The DICA achieves similar performance to that of STM4,

while it outperforms all other methods. SRC also achieves high performance, thus validating

previous evidence that sparse representation is efficient for the AU detection task [132]. LRC,

as well as the baseline methods ML-kNN and Rank-SVM, attain much poorer performance.

3.5 Conclusion

A method for recovering mutually incoherent and structured components in face imagery,

relying on discriminant information as well as structure-inducing norms on the facial aspects,

has been proposed in this chapter. An ADMM-based algorithm that can solve appropriate

minimization problems for the DICA, according to the matrix norm imposed, while also being

robust to gross outliers through sparsity regularization, has been also proposed. Finally, a

dictionary-based framework that combines the DICA with sparse representation to jointly

4The difference in average performance over all AUs achieved by the DICA and the STM is not significant,
according to a paired t-test at significance level 0.05.
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Table 3.6: F1 Scores (%) for each action unit and method examined in the action unit detection
experiments on the GEMEP-FERA Database training set.

AU ML-kNN [258] Rank-SVM [65] LRC [142] SRC [243] STM [40] DICA
1 53.8 67.0 37.7 60.5 68.1 66.3
2 41.6 46.3 47.2 58.3 65.5 58.9
4 20.3 20.4 61.5 58.3 43.3 55.5
6 62.2 68.2 57.1 63.9 71.6 70.2
7 53.7 61.9 66.2 67.8 66.2 70.6

12 75.8 77.7 75.8 76.9 82.1 78.0
15 28.1 44.8 46.2 30.1 39.3 41.0
17 39.3 38.0 18.6 37.8 35.9 32.0

Avg. 46.9 53.0 51.3 56.7 59.0 59.1

address interrelated classification tasks within multi-label scenarios has been presented. The

experimental validation of our method was primarily focused on face analysis tasks. The

effectiveness of the DICA was first demonstrated on synthetic data contaminated with sparse,

non-Gaussian noise. Next, extensive experiments were conducted on joint face and expression

recognition, face recognition for varying percentages of corrupted images in the training

set, subject-independent expression recognition under varying illumination conditions during

training, as well as facial action unit detection. The DICA outperformed all methods that were

used for comparison, in all tasks and experimental scenarios.

Overall, the DICA is a robust learning framework that can generalize to classification of any

number or type of labeled attributes that manifest themselves in the visual stream through

specific structures, associated with mutually incoherent modes of variation. Generally speaking,

it can be subsumed under the category of supervised subspace learning methods for structured

component extraction from high-dimensional data. Viewing it from the viewpoint of static face

analysis, the DICA serves as a robust convex model that yields class-specific low-dimensional

representations whose reconstruction in the pixel intensity domain render dictionary learning

and sparse-based recognition of facial attributes more efficient compared to using raw pixel

intensities. This was experimentally corroborated above, where the superiority of the DICA

over other SRC-like frameworks was evidenced. An additional advantage of the DICA over

intensity-based representations and other subspace learning algorithms is its ability to disregard

sparse corruptions of large magnitude affecting more than one classes, whose presence in the

feature representation would otherwise be largely harmful for the subsequent recognition tasks.

For instance, in the scenario where ones wishes to perform face recognition with an uncontrolled

training set that includes images with sunglasses for multiple subjects, an algorithm like PCA
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would include the sunglasses in the derived low-dimensional representations of the training

images due to them accounting for large variation. On the contrary, the DICA disregards

these shared corruptions since their presence in the derived coefficients would clash with the

imposed mutual incoherence property, thus leading to corruption-free, hence more discriminative

representations. However, it is worth mentioning that the DICA has been designed to work

well only when applied to well-aligned, pose-free facial images. In preliminary experiments

with not aligned or badly aligned images showed that pose variability and misalignment errors

can be detrimental to the decoupling of structured components performed by the DICA, as

this information is undesirably assigned to class-wise components designed to contain only face-

or expression- related information. Furthermore, the DICA has been envisioned, designed and

developed as a robust matrix decomposition framework that operates on the pixel intensity

domain – thus circumventing the necessity of feature extraction – for the extraction of facial

components having an known, interpretable structure that can be enforced by an appropriate

structure-inducing norm such as low-rank expression-less face components or components

of sparse expressions and region-specific, sparse AU activations. Nevertheless, we showed

experimentally that the DICA can derive discriminative representations even when not applied

on pixel intensities but rather on a different domain like that of PCA coefficients, as was the

case in the above presented AU detection experiment. In other words, even the induction of

sparsity constraint on the localized, AU-specific PCA features is not directly interpretable to

the human eye, we saw that the DICA can achieve state-of-the-art recognition results. This

makes us believe that the DICA is versatile in the sense that it can be applied equally or more

efficiently on images pre-processed with other handcrafted features like LBP [3] or [51], with

the purpose of deriving class-specific components corresponding to local intensity or orientation

information, respectively, to mention but a few. In a similar fashion, it would be interesting

to explore how the DICA decomposition would perform in representations derived from deep

convolutional neural networks (CNNs) such as the well-known VGG-16 model [204]. In this way,

the DICA could drive deep learning features derived in an unsupervised way to class-specific

mutually incoherent manifolds, either in a unified or an alternating two-step optimization

procedure. Another interesting direction that could be explored, in the intersection space of

deep learning and component analysis, would be to combine these components in the exactly

opposite way. In other words, one could use the DICA as a pre-processing step that would

remove sparse corruptions affecting one or multiple classes and other irrelevant for the task

variations before going on to discover more fine-grain image properties with CNNs, either in one

pass or multiple alternating passes. By means of this combined framework that combines the

best of the two worlds, we believe that one could achieve higher recognition performance that
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just employing CNNs on pixel intensities, since in the former case the bulk of the multi-scale

feature detection process carried out by CNNs would be focused on already discriminant and

corruption-free images.

Overall, the DICA is an efficient component analysis algorithm that is quite flexible with

the respect to the tasks that it can address but also the learning pipelines of which it can

form part when applied to face analysis tasks. Having provided a generic learning method

that can jointly address recognition of intertwined facial attributes represented by categorical

descriptions in still face images, in the subsequent chapters of this thesis we turn our attention

to continuous-time modeling of affective and behavioral displays represented by dimensional

descriptions.
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The Conflict Escalation Resolution

(CONFER) Database
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We highlighted in Section 2.2 that temporal modeling of human non-verbal affect and

behavior cannot be approached through categorical descriptions, that is, non-verbal expressions

in terms of basic emotion categories (e.g., happiness, sadness, fear) or discrete social states (e.g.,

agreement/disagreement, conflict/non-conflict), respectively. Instead, modeling transitions

between moderate and naturalistic affective and behavioral displays necessitates the use of

dimensional descriptions, where affective and social states are characterized in terms of latent

dimensions taking real values as a function of time. We also identified that continuous-scale

characterizations of high-level semantic social behaviors such as interest, politeness, flirting,

(dis)agreement, and conflict, are rarely adopted by social signal processing methodologies. As

made clear in Section 2.3, this gap in the literature is to a large extent attributed to an overall

lack of suitable annotated data that could be used to train learning algorithms for recognition

of social phenomena at a finer granularity. In this chapter, we provide a remedy to this problem

by providing a new database suitable for the investigation of a social attitude, namely conflict,

in continuous scale and time.
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4.1 Introduction

Conflict is used to label a range of human experiences, from disagreement to stress and

anger, occurring when involved individuals act on incompatible goals, interests, or intentions

over resources or attitudes [5, 99]. Various research studies in human sciences argue that a

“disagreement” does not have to result in a conflict; conflict describes a high level of disagreement,

or “escalation of disagreement”, where at least one of the involved interlocutors feels emotionally

offended. Similarly to other phenomena arising in social interactions [228, 161], conflict is largely

manifested by means of non-verbal behavioral cues including facial expressions, body postures,

gestures, and head movements, as well as conversational social signals including interruptions,

overlapping speech, loudness and other cues associated with turn-organization [ 44]. Conflict,

which has been recognized as one of the main dimensions along which a dyadic or multi-party

social interaction is perceived, is usually accompanied by negative effects on communication and

social life [116]. Hence, automatic analysis of conflict can be a cornerstone in the deployment

of technologies targeting social interactions understanding and social skills enhancement such

as content-based multimedia indexing and retrieval, machine-mediated communication, socially

intelligent human-computer interfaces, to mention but a few.

Although conflict has been extensively investigated in human sciences, it has not received

the same level of attention by the computing community. In spite of recent advances in social

signal processing [160, 228, 161] and machine analysis of cues related to social behaviors [36,

53, 103, 127, 165, 255, 83], research on machine analysis of conflict is still limited to just a

few works that target automatic conflict detection based on audio features [ 106, 107, 108] or

(dis)agreement detection [27, 25, 71]. As already mentioned, this is primarily due to the lack

of suitable databases (for an overview on existing databases that have already been or could

be used for automatic analysis of conflict and similar social signals and phenomena in dyadic

or multi-party conversations, the reader is directed to Section 2.3). Furthermore, given that

interpersonal conflict is a mode of dyadic or multi-party interaction, automatic analysis of

conflict is by itself a difficult task in terms of machine learning effort, since it requires the

simultaneous analysis of more than one subjects at the same time. Also, the particularities of

non-verbal communication due to conflictual conversation pose additional challenges to the

related audio signal processing and computer vision tasks. For instance, interruptions and

overlapping speech are more frequent when conflict takes place, which can largely affect the

accuracy of speaker diarization or subsequent stages of audio feature extraction. When the

visual modality is also considered, irregular postures or frequent and intense head and hand

movements can lead to increased levels of visual noise pertaining to missing and incomplete
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Figure 4.1: Characteristic frames from episodes of the Set two (top row) and three (bottom row) of the
CONFER Database.

data (e.g., partial image texture occlusions) or feature extraction errors (e.g., incorrect object

localization, tracking errors).

Overall, previous works on automatic conflict analysis are characterized by the following

main limitations.

• They are evaluated on corpora containing conversations that are captured in controlled,

simulated conditions or on pre-segmented episodes of conflict/non-conflict.

• They are based exclusively on the audio modality (e.g., prosodic, conversational features),

such as the works of Kim et al. [106, 107, 108], who investigated the degree of conflict in

broadcasted political debates. The only audio-visual approach to conflict detection that

we are aware of is [155], where robust, multi-modal fusion of audio-visual cues is utilized.

• They only deal with conflict detection or conflict escalation/resolution detection. These are

approached as classification tasks aiming at estimating a single binary label (conflict/non-

conflict) or discrete conflict intensity levels for the entire sequence or segments of it. The

only work in the literature – that we are aware of – that has approached conflict in

dimensional rather than categorical terms, i.e., as a continuous (real-valued) variable,

and conflict intensity estimation as a regression task is [108].

In this chapter, we provide a comprehensive description of the Conflict Escalation Resolution

(CONFER) Database, a collection of audio-visual recordings of naturalistic interactions from

political debates suitable for the investigation of conflict behavior. These recordings have
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been manually extracted from more than 60 hours of live political debates, televised in Greece

between 2011 and 2012. In contrast with other corpora, political debates are real-world

competitive multi-party conversations where participants do not act in a simulated context,

but participate in an event that has a major impact on their real life (for example, in terms

of results at the elections) [106]. Consequently, even if some constraints are imposed by the

debate format, the participants have real motivations leading to real conflicts.

From the entire dataset, 120 video excerpts have been extracted from a total of 27 TV

broadcasts, with total duration amounting to approximately 142 minutes. The dataset is

split into 2 sets, namely two and three, which consist of recordings containing interactions

that involve two or three participants, respectively. All 120 videos have been annotated by 10

experts, in terms of continuous conflict intensity. The CONFER Database has been partially

presented at previous works (see [158, 155, 253]), but a complete description of the data

and available annotations, has not been reported so far. The database is publicly available

for non-commercial use at http://ibug.doc.ic.ac.uk/resources/confer/. Along with the

audio-visual episodes and the annotations, audio and visual features (facial tracking points

and SIFT) are also provided (see Section 4.3).

This work is novel not only in providing a comprehensive description of this database, which

is suitable for the investigation of conflict behavior in naturalistic conversations, but also

in reporting baseline experiments that could serve as a benchmark for efforts in the field.

These experiments primarily aim to overcome the last two of the aforementioned limitations

of previous works on automatic conflict analysis, namely by i) examining both audio and

visual features as well as fusion of them for the target problem, and ii) addressing continuous-

time (frame-by-frame) estimation of continuous-valued conflict intensity. For each Set of the

database, we conduct two baseline experiments in which the efficiency for the problem at hand

of various visual (shape- and appearance-based) descriptors and audio features as well as fusion

of them, and classifiers, respectively, is examined. A cross-validation experimental scenario is

employed in order to assess performance of the baseline predictive frameworks on collectively

all audio-visual recordings of the CONFER Database. A challenging experimental protocol is

established with all experiments being subject- and session-independent. This is to ensure that

the sequences used for testing involve different subjects from different TV broadcasts compared

to those used in the training phase.

The remainder of this chapter is as follows. Section 4.2 presents in detail the audio-visual data

and conflict intensity annotations included in the CONFER Database. Section 4.3 describes the

methodology employed for the baseline experiments on continuous conflict intensity estimation
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Figure 4.2: Conflict intensity annotations along with three characteristic frames shown for the sequence
20120326˙seq3 from the Set two of the CONFER Database.

that are presented in Section 4.4, while Section 4.5 concludes the chapter.

4.2 Database

In this section, we provide a comprehensive description of the CONFER Database, a collection

of audio-visual recordings of naturalistic interactions from political debates.

Data. The database consists of video excerpts from televised political debates in Greek

language. In particular, it contains episodes of conflict escalation and resolution, which have

been extracted from more than 60 hours of live political debates aired as a part of the Anatropi

Greek TV show1. Each debate includes at least two guests discussing under the moderation of

the TV host.

From the entire collection of the TV programme broadcasts, 120

non-overlapping episodes of conflict escalation have been manually extracted. These

audio-visual excerpts are divided into two Sets, which are balanced in terms of total duration,

namely the Set two that contains 73 episodes of dyadic interactions, and the Set three that

contains 47 episodes of interactions among three subjects. Overall, these episodes correspond

to a total duration of approximately 142 minutes and to a total number of 54 subjects, 43 male

and 11 female. It is worth mentioning that the episodes contain debates that may have more

1http://www.megatv.com/anatropi/.
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than one instances of conflict escalation, yet they always end with conflict resolution. For all

recordings, the video stream has been recorded at 25 frames per second, while the sample rate

of the audio channel is 22050 Hz. Each video sequence of the dataset has a spatial resolution of

720× 576 pixels and has all participants involved in the episode in view. The duration of the

episodes varies from 20.2 seconds to 534.0 seconds, having a mean and standard deviation of

71.0 and 70.5 seconds, respectively, as computed for the whole dataset. Characteristic frames

from the dataset are depicted in Fig. 4.1.

Due to the spontaneous and competitive nature of the interactions contained in the CONFER

Database, various types and levels of noise are incurred in the data. Regarding the audio

channel, speaker diarization and speech recognition are rendered difficult since the interlocutors

often interrupt or talk over one another, driven by anger or agitation or aiming to dominate the

dialogue. In some of the recordings, a third party speaking in the background is involved. Also,

in most of the cases speech is emotionally colored and thus often fragmented and disorganized

or extremely rapid and even unintelligible.

Regarding the visual stream, camera angles can vary a lot across episodes or even within the

same episode, while illumination conditions vary less. Depending on the way the interlocutors

are positioned in the studio, the former are often portrayed at large head pose pan angles or

even in almost-profile view, due to them looking at their interlocutor rather than the camera

fixed on them. Moreover, due to the involved parties being engaged in naturalistic competitive

conversations, the subjects often perform abrupt and extreme head movements (e.g., head

nods, shakes, tilts), body movements (e.g., forward/backward leaning, spinning periodically

on their swivel chairs) and gestures (e.g., hand crosses, hand wags). The aforementioned

conditions pose obstacles to the computer vision pre-processing tasks, such as face detection,

facial point tracking and registration [188, 189], since the latter have to cope with frequent

and large out-of-plane head rotations and occlusions [168, 74].

Annotations. The data have been annotated on a frame-by-frame basis in terms of continuous

(real-valued) conflict intensity by 10 expert annotators, all of them being native Greek speakers.

The annotation task is carried out in real time, i.e., while the annotators are watching each

audio-visual excerpt, by employing a joystick-based annotation tool. The tool records the

conflict intensity level in the continuous range [0, 1000] at a variable sampling rate, which

is approximately 64 samples per second in average. All annotations are subsequently down-

sampled to the video frame rate of 25 frames per second. The procedure followed so as to extract

a single ground truth annotation sequence from the 10 available annotations for each episode

of the CONFER Database is described in detail in Section 4.3.2. Ground truth annotations of
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conflict intensity are plotted as a function of time for a sequence of the database along with

three characteristic frames in Fig. 4.2.

The annotators have been advised to annotate the videos by considering the physical

(related to the behavior being observed) and the inferential (related to the interpretation of

the discussion) layer of the conversation [106]. The physical layer includes the behavioral

cues observed during conflicts and include interruptions, overlapping speech, cues related

to turn organization in conversations as well as head nodding, fidgeting and frowning [44].

The inferential layer is based on the perception of the competitive processes occurring in

conversations where conflict is viewed as a ‘mode of interaction’ governed by the principle that

“the attainment of the goal by one party precludes its attainment by the others” [99, 71]. For

instance, conflicting goals often lead to attempts of limiting, if not eliminating, the speaking

opportunities of others in conversations. In view of the demanding nature of the task of

annotating conflict in real time and in terms of both conversational layers, all annotators were

initially ‘trained’ on a small subset (∼10%) of the CONFER Database episodes. In particular,

they were instructed to watch these episodes as many times as they considered necessary and

retain the annotation that best assessed conflict intensity in terms of both layers. For each of

the remaining episodes of the database, the annotators were allowed two plays, and again the

most suitable annotation was retained.

4.3 Methodology

In this section, the methodology employed for the baseline experiments conducted on the

CONFER Database for audio-visual continuous-time conflict intensity estimation is described.

4.3.1 Sets and Protocol

Two baseline experiments are conducted for each Set of the CONFER Database. A subject-

and session-independent cross-validation experimental protocol is employed. Specifically, each

Set is divided in 5 segments, balanced in terms of duration, containing videos that include

different interactants and have been broadcast at different times. In each fold, 3 segments are

used for training, one for validation (parameter tuning) and the remaining one for testing,

and the average value over all test sequences of each evaluation metric (see Section 4.3.5) is

retained. The process is repeated 5 times, until all episodes have been used for testing. Finally,

the mean and standard deviation of the metrics, as computed over all 5 folds, are reported.
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4.3.2 Annotations

Recent studies on combining multiple annotations of human behavior or affect have provided

evidence suggesting that the average of multiple annotations can lie far away from the actual

ground truth and thus lead to ill-generalizable models [146]. This is mainly due to the

subjectivity of annotators and the variability related to their age and gender or their stress,

fatigue, attention or even intention while annotating (e.g., there can be spammer annotators

that they do not even pay attention during the annotation process). Furthermore, when the

task in question is temporal, additional noise in the set of multiple annotations is entailed by

the temporal lags in the perception and annotation of the related events.

Motivated by the aforementioned findings, herein we follow a supervised approach to fusing

the multiple available annotations. Specifically, Canonical Correlation Analysis (CCA) [8] is

employed for each sequence to extract subspaces that are maximally correlated for the set of

10 annotations available and the corresponding audio-visual feature set. For all experiments

presented in this paper, the coefficient corresponding to the first component of the CCA-derived

annotation subspace is used as the ground truth annotation for each episode. The latter is

rescaled in the continuous range [0, 1]. Original annotations of conflict intensity from the 10

annotators as well as the CCA-derived annotation for a sequence of the CONFER Database

are plotted as a function of time in Fig. 4.3.

4.3.3 Features

The various audio and visual features as well as fusion of them that are used in the experiments

of this study are described in what follows.

Audio features. As mentioned above, most of the existing approaches to automatic conflict

analysis have relied almost exclusively on audio features [106, 107, 108] such as spectral,

prosodic, durational, lexical and turn organization descriptors. A concise review of audio-based

approaches to (dis)agreement and conflict detection is provided in [108].

In this work, we employ the openSMILE feature extractor [66] to obtain the ComParE

acoustic feature set of 65 low-level descriptors (LLD) (4 energy-related, 55 spectral and 6

voicing-related), which has been successfully applied for automatic recognition of paralinguistic

phenomena [238]. The 65 LLD used are summarized in Table 3 in [185]. The audio features

extracted for each sequence of the CONFER Database are down-sampled to 25 Hz frequency

to match the frame rate of the video stream. Similarly to [145, 238] the audio features of each

sequence are z-normalized (each feature component is normalized to mean=0 and standard
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Figure 4.3: Annotations illustrated as a function of time for the sequence 20120206˙seq5 from the
Set three of the CONFER Database. (a) Original annotations from 10 annotators rescaled in [0, 1],
and (b) Ground truth annotations derived by performing CCA on the original annotations and the
corresponding features.

deviation=1).

Visual features. In recent years, research in behavioral and affective computing as well

as signal processing has gradually shifted from audio-only (or even video-only) systems to

audio-visual approaches [255, 83]. As a matter of fact, the latter have been shown to outperform

uni-modal frameworks in various related tasks such as continuous interest prediction [148, 155],

detection of behavioral mimicry [21], and dimensional and continuous affect prediction [145], to

mention but a few. Notably, other challenging problems such as accent classification [75, 72, 73]

and pain intensity estimation [101] have been addressed based exclusively on visual features.

Motivated by the aforementioned works and deviating from a common practice in automatic

conflict analysis where only audio features are employed (e.g., [106, 107, 108]), in this paper

we utilize also visual features for conflict intensity estimation. Our aim is to capture facial

behavioral cues that are deemed intrinsically correlated with conflict, such as smiling, blinking,

head nodding, flouncing and frowning [44, 25]. Both shape- and appearance-based descriptors

are examined. Note that the video stream of each episode from the CONFER Database is

spatially cropped at each frame so that a separate video stream is obtained for each one of the

participants involved in the conversation. The Menpo project [4] has been employed in this

study for all visual feature extraction tasks, which are described as follows.

Facial point tracking: First, 68 fiducial facial points are detected at each frame of each

cropped video sequence portraying a single interactant. To this end, we employ the Gauss-

Newton Deformable Part Model in [215], which when combined with a person-specific face

detector produces very accurate results [39]. The coordinates of 49 facial landmarks are retained

for each frame by excluding the facial points that correspond to the face boundaries. Next, the

effects of head translation, scale and in-plane rotation are removed by universally aligning the
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Figure 4.4: Effect on the mean shape ((b), (e)) of varying the 1st (i = 1) component (pose-related) and
the 7th (i = 7) component (expression-related) of the Active Shape Model used herein for shape feature
extraction by −2

√
λi and 2

√
λi, where λi denotes the respective eigenvalue.

tracking points with the ‘mean’ shape computed over all frames through a 2-D non-reflective

similarity transformation.

Shape features: Principal Component Analysis (PCA) [98] is applied on the aligned tracking

points to yield a low-dimensional shape descriptor for each frame. In particular, the coordinates

of the 49 facial landmarks are projected onto the subspace spanned by the ‘eigenshapes’ of a

pre-trained Active Shape Model (ASM) [45]. The latter has been previously trained on collect-

ively 4 datasets of faces “in-the-wild”, and thus its principal components efficiently ‘explain’

variations of shape corresponding, for instance, to out-of-plane rotations, different face anatomy

characteristics and subtle expression-related deformations. For each video frame, 18 coefficients

that account for 95% of the total variance are retained for each subject. The final feature vector

for each frame is obtained by concatenating the descriptors for all interactants in the episode.

Inspired by [176], we follow a face-anatomy-driven rather than a simply data-driven approach

to identifying the most suitable feature representation of facial shape for the problem at hand.

To this end, we visually inspect the deformation pattern associated with each component of

the ASM. We observe that the first 6 components capture head movements (rigid face motion),

while the remaining 12 components capture expression-related deformations (non-rigid face

motion). The discriminative power of both pose- and expression-related shape features as

well as the combination of them – which we henceforth call Pose, Expression and Points,
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respectively – is investigated for the target problem. In Fig. 4.4, one can see the mean shape

and the effect on it of varying the 1st (i = 1) component (pose-related) and the 7th (i = 7)

component (expression-related) by −2
√
λi and +2

√
λi, where λi denotes the variance explained

by the respective component. It is evident that the former component is associated with

out-of-plane head rotation (yaw), whereas the latter component is associated with deformations

related to sadness/happiness (frown/smile).

Appearance features: Previous frameworks targeting biometrics and affective computing

tasks such as face recognition [2] and pain intensity estimation [101] have relied on appearance

features locally extracted from a pre-defined grid of rectangular regions in face images registered

in frontal pose. However, this technique is not suitable for databases including images that

portray faces with large head pose angles, as is the case with the CONFER Database, since

the 2D registration process unavoidably induces pixel artifacts and texture discontinuities.

Furthermore, some researchers are critical of the grid-based feature extraction, suggesting that

the sub-regions are not necessarily well aligned with meaningful facial features [89].

Motivated by these findings and other recent works [9, 74, 187], in this study we adopt

a hybrid approach to appearance feature extraction. In particular, we first apply the same

transformation used for point registration to the pixel intensities of each face image to remove

translation, scale and in-plane rotation effects. Subsequently, features are extracted from

the intensities lying within rectangular regions (patches) of dimension 20×20 pixels centered

at each facial point. Facial point tracking and point/image registration results are depicted

for each interlocutor in Fig. 4.5 for 2 characteristic frames from a sequence of the CONFER

Database.

Two appearance-based descriptors are examined herein, namely Scale-Invariant Feature

Transform (SIFT) [128] and Discrete Cosine Transform (DCT) [180]. SIFT is a rotation- and

scale-invariant descriptor that captures local orientation information in images, while DCT is a

frequency-based descriptor that projects pixel intensities onto real cosine basis functions. For

SIFT, we extract a 4×4 array of 8-bin orientation histograms for each image patch. For DCT,

the two-dimensional DCT is employed and the first 128 out of the zig-zag-arranged coefficients,

which correspond to the lowest frequencies, are retained, so that the final dimensionality

matches that of SIFT. For both descriptors, the features calculated from the total of 49 patches

are concatenated into a single vector. For each frame, the final representation is formed by

concatenating the feature vectors for all interlocutors (two or three). Finally, dimensionality

is reduced in a supervised manner, by applying CCA on the features and corresponding

annotations. The CCA coefficients of the feature set corresponding to 95% of the total energy
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Figure 4.5: Tracking and point/image registration results shown for each subject for 2 characteristic
frames (frame 683 and frame 762) of the sequence 20111212˙seq1 from the Set two of the CONFER
Database. (a)-(d) Original video frames, (e)-(h) Original tracking points superimposed on the original
video frames, and (i)-(l) Rectangular patches extracted around the aligned points on the aligned video
frames.
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are retained, thus resulting in dimensionality of 75 (65) and 63 (56) for the Set two (three) for

SIFT and DCT, respectively. Note that all visual features are `2-normalized.

Fusion. To investigate which features carry complementary information with regards to

manifestations of conflict in conversational and emotional behavior data and thus could help

improve performance of conflict analysis tools, in this study we examine also feature-level fusion.

Both intra-modality (Video-Video) and inter-modality (Audio-Visual) fusion is investigated.

For the former case, we combine the expression-related shape descriptor with each appearance

descriptor, that is, Expression+SIFT and Expression+DCT as well as the Points descriptor

(the whole shape-based feature vector) with the appearance descriptor that performs best in

the first baseline experiment (see Section 4.4.1). This is done on the feature level, that is, by

concatenating the respective feature vectors.

For audio-visual (AV) fusion, we follow a more sophisticated approach, motivated by recent

evidence which suggests that feature-level AV fusion can be sub-optimal and highly problematic

mainly due to (i) the two modalities being recorded at different measurement and temporal scales

and (ii) the detrimental effect of increased dimensionality on the classifier’s performance [255].

To overcome the aforementioned limitations, we perform CCA to derive linear, maximally

correlated components among the audio and visual feature sets. After retaining the components

that account for the 95% of energy for each of the sets, the resulting CCA coefficients are

concatenated to form the final AV feature representation. Note that for AV fusion, audio

features are combined only with the best-performing out of the (single- or multi-feature) visual

descriptors examined in the first baseline experiment (see Section 4.4.1).

4.3.4 Classifiers

Four classifiers that have been extensively used for temporal modeling of human behavior

and affect are examined, namely Support Vector Regression (SVR) [205], Random Forests for

Regression (RF) [30], Continuous Conditional Random Fields (CCRF) [14], and Long-Short

Term Memory (LSTM) Neural Networks [78]. LIBSVM [34], scikit-learn [172], [14], and

the CUda RecurREnt Neural Network Toolkit (CURRENNT) [239] are used to train SVR,

RF, CCRF and LSTMs, respectively. For each fold of the cross-validation experiments, the

validation set is used to optimize the classifiers in terms of Correlation (COR) for SVR, RF

and CCRF (see Section 4.3.5), and Root Mean Squared Error (RMSE) for LSTMs2.

2CURRENNT [239] only supports RMSE criterion for the objective function of LSTMs.
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SVR [223] is a discriminative regression framework that extends Support Vector Classification

(SVC) to the continuous (real-valued) targets, and is one of most commonly used regressors in

the fields of affective computing and social signal processing [83, 228] with applications to various

tasks such as continuous and dimensional emotion prediction [145], and social signal/behavior

(e.g., laughter/conflict) detection/recognition [196], to mention but a few. In this study, linear

SVR with ε-insensitive loss function is examined, whose parameters are optimized by means

of a suitable grid search. In particular, the regularization parameterC is optimized in the set

{10−5, 10−4, . . . , 1}, the convergence tolerance parameter tol in the set {10−5, 10−4, . . . , 10−2},
while for the ε parameter 50 values logarithmically spaced in the range [10−2, 1] are examined.

RF [30] is an ensemble learning algorithm that combines unpruned Decision Tree learners

based on random split selection of feature subspaces. RF have gained popularity in recent

years within the computer vision and machine learning communities (e.g., [197, 38]) as they

combine the ability to handle large training datasets with computational efficiency and good

generalizability. The two most critical parameters in the RF design, that is the number of

trees T in the forest and the number of features F selected to split each node, are optimized in

the range T ∈ {100, 500, 1000, 2000} and F ∈ {√p, p/3, p/2}, respectively, where p denotes the

dimensionality of the feature vector.

CCRF [14] is an undirected graphical model-based discriminative framework that extends

the traditional Conditional Random Fields (CRF) [112] to the case of continuous (real-valued)

output. CCRF have been applied in combination with SVR for the task of continuous and

dimensional emotion prediction [14]. Herein, we follow the approach in [14] in using linear SVR

(exactly as described above) to learn the vertex (static) features of the graphical model and

ten edge (temporal) features, that is, 5 neighbor n = {1, 2, . . . , 5} and 5 distance similarities

σ = {2−6, 2−7, . . . , 2−11} (see [14] for details).

LSTMs [79] constitute an extension of the traditional Recurrent Neural Network architecture

that is efficient in capturing contextual statistical regularities with large and unknown lags in

time-series data. LSTMs have been successfully applied to various behavioral and affective

computing tasks such as continuous and dimensional affect prediction [240, 145], visual-only

accent classification [72], and audio-visual depression scale prediction [35]. Herein, we use

bi-directional LSTMs with 1 hidden layer of 128 memory blocks. The output layer consists of

a single node whose sigmoid-function activation is used as the estimate of the conflict intensity.

The networks are trained with stochastic gradient descent with a batch size of 5 sequences for

a maximum of 1000 epochs. Finally, zero-mean Gaussian noise of variance 0.1 is added to the

features and early stopping is employed to prevent overfitting.
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4.3.5 Evaluation Metrics

Performance is measured for each test sequence based on two metrics, namely the Pearson’s

Correlation coefficient (COR) and the Intra-class Correlation Coefficient (ICC) [202]. Both

metrics are computed for each test sequence, and the average value over all test sequences is

retained for each fold. Finally, the mean and standard deviation of each metric over all 5 folds

are reported.

The Pearson’s Correlation coefficient (COR) is, along with the Mean Squared Error (MSE),

the most commonly used evaluation metric in the affective computing literature [83, 145]. We

have opted to use COR in this study over MSE since the former can capture linear structural

information about how ground truth annotations and predictions vary together through the

calculation of the covariance [83]; if the two measurements have a perfect linear relationship,

then COR becomes 1 (complete positive relationship) or −1 (complete negative relationship).

This property of the correlation is deemed advantageous for the experimental setting of our

study that deals with continuous-time (frame-by-frame) estimation of conflict intensity.

The Intra-class Correlation Coefficient (ICC) [ 202], initially proposed as a metric for rater

reliability in behavioral measurements, has been recently applied in providing a measure

of ‘consistency’ or ‘agreement’ between ground truth annotations of behavioral or affective

attributes provided by humans and corresponding predictions yielded by automated approaches

(e.g., [101, 217]). It typically expresses the fraction of the total variance across all ratings

and subjects (including random error in the ‘judgements’) ‘explained’ by the component of

variance due to the targets alone [202]. Herein, we employ the coefficient ICC(3,1), which

corresponds to the scenario ‘Each target is assessed by each rater, with a single measurement

being available for each rater and the raters being the only raters of interest’ [202]. For each

automated framework examined, the ICC is computed based on the ground truth annotations

and the predicted values of conflict intensity.

To obtain a ‘human’ baseline ICC result, i.e., a measure of ‘level of consistency amongst

10 humans in assessing conflict intensity’, we also compute the ICC amongst the 10 available

annotations for each sequence. This facilitates a more fair evaluation of the various automated

approaches examined in the experiments presented in Section 4.4.2. In particular, it enables us

to compare the degree of conformity – in ICC terms – between the ‘mean annotation’ and the

conflict intensity predictions yielded by the various frameworks to the degree of conformity

amongst the measurements of conflict intensity obtained by 10 humans for the same data. The

mean (standard deviation) of the ‘inter-annotator’ ICC is 0.495 (0.037) for the Set two and
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0.414 (0.057) for the Set three, respectively.

4.4 Results

In this section, experimental results are reported and discussed separately for each of the two

baseline experiments conducted on the CONFER Database for audio-visual continuous-time

conflict intensity estimation.

4.4.1 Baseline Experiment I: Feature Comparison

In the first experiment of this study, we investigate the efficiency of the various audio and

visual (shape- and appearance-based) descriptors as well as the (Video-Video and Audio-Visual)

fusion of them described above, for the task of continuous-time (frame-by-frame) estimation of

continuous (real-valued) conflict intensity. In total, 10 features (incl. fusion) are examined,

namely Audio, Pose, Expression (Expr.), Points, SIFT, DCT, Expr.+SIFT , Expr.+DCT,

Points+SIFT, and Fusion (AV). For the regression stage of this experiment, we use linear SVR

which is one of the most commonly used regression frameworks in the literature for dimensional

behavior and affect modeling [83]. We first examined the single-feature systems. Then, for

Video-Video fusion, we chose to examine the combination of the whole shape feature vector

(Points) with the best-performing appearance descriptor, i.e., SIFT, hence Points+DCT is not

considered. Finally, for audio-visual fusion, we examined the combination of Audio features

with the best-performing out of all visual features and fusion of them, i.e., Expr.+SIFT.

Conflict intensity estimation results, in terms of COR averaged over all 5 folds of the

cross-validation experiment, are shown in the bar graph of Fig. 4.6 for the Sets two and three

of the CONFER Database. Among the single-feature frameworks, the best performance of

COR = 0.233 and COR = 0.302 for the Set two and three is achieved by Audio and SIFT,

respectively. Note that Audio is the only feature that accounts for lower performance on the Set

three than on the Set two, presumably due to the increased number of speakers in the former

case incurring a larger number of speaker diarization errors. On the other hand, for all visual

features there is a large discrepancy between the performances achieved on the Sets two and

three, with the latter being higher in all cases. This finding makes sense upon observing that

it is often the case with the recordings of the Set three that not all interactants are recorded in

the same studio and thus some of them retain a (quasi-)frontal view during the conversation by

looking straight at the camera rather than at their interlocutors. Under these conditions, the

computer vision tasks of facial point tracking and image registration are rendered much easier

and hence accurate, thus leading to more efficient and error-free visual feature extraction.
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Figure 4.6: Baseline Experiment I: Conflict intensity estimation results, in terms of COR averaged over
all 5 folds, as obtained by linear SVR trained with the various visual and audio features as well as fusion
of them (Video-Video and Audio-Visual) examined herein, for the Sets two and three of the CONFER
Database.

Among shape features, Pose features largely outperform Expression features, with the

latter leading to a rather poor performance when considered alone. This conforms to recent

evidence [25, 26] suggesting that head gestures (e.g., head nod, shake, roll, ‘cut-off’) are

among the most common non-verbal cues through which (dis)agreement is manifested, hence

the efficiency of head pose features in capturing the latter and conflict as well. Also, the

poor performance yielded by Expression can be partially attributed to the high variation of

expression-related facial deformations in the CONFER Database, which entails that a lot of

the latter do not convey conflict information and thus are uninformative for the task at hand.

Appearance features perform more accurately than shape features. This is exactly as

expected; while shape features are capable of capturing coarse deformations related to facial

expression, appearance features are efficient in encapsulating finer movements and tale-telling

transient features such as bulges, wrinkles and furrows [255, 163, 73]. Also, SIFT outperforms

DCT. This is again not a surprising result given that SIFT features extracted from local

patches around facial landmarks have been shown to be efficient for automatic face analysis

“in-the-wild” [9]. Also, DCT being less efficient than SIFT in this experiment can be partially

attributed to its Fourier-based transformation, which is applied locally, capturing energy

characteristics in the visual scene which are unrelated to conflict (e.g., uninformative facial

expressions, illumination changes caused by head movements). It is also worth mentioning that,

the shape-based Expression descriptor, despite performing poorly when used in isolation, leads
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Table 4.1: Baseline Experiment II: Conflict intensity estimation results, in terms of COR and ICC
averaged over all 5 folds, as obtained by each feature-classifier combination examined herein for the
Sets (a) two, and (b) three of the CONFER Database, respectively. The corresponding standard
deviation values are reported inside parentheses. The best COR and ICC performances for the uni- and
multi-modal frameworks (A: Audio, V: Visual, AV: Audio-Visual) are shown in boldface.

(a) Set two

Classifier /
Feature

Audio (A) Expr.+SIFT (V) Fusion (AV)

COR ICC COR ICC COR ICC

SVR 0.233 (0.064) 0.774 (0.031) 0.204 (0.090) 0.174 (0.030) 0.294 (0.065) 0.781 (0.029)

RF 0.170 (0.054) 0.144 (0.020) 0.052 (0.024) 0.168 (0.042) 0.178 (0.053) 0.160 (0.020)

CCRF 0.285 (0.177) 0.160 (0.355) 0.026 (0.067) -0.001 (0.000) 0.221 (0.075) 0.163 (0.357)

LSTMs 0.232 (0.092) 0.178 (0.033) 0.126 (0.071) 0.183 (0.070) 0.251 (0.070) 0.195 (0.065)

(b) Set three

Classifier /
Feature

Audio (A) Expr.+SIFT (V) Fusion (AV)

COR ICC COR ICC COR ICC

SVR 0.229 (0.063) 0.687 (0.036) 0.326 (0.076) 0.357 (0.144) 0.336 (0.033) 0.296 (0.187)

RF 0.156 (0.061) 0.213 (0.050) 0.158 (0.108) 0.204 (0.092) 0.173 (0.092) 0.198 (0.089)

CCRF 0.213 (0.036) 0.045 (0.044) 0.153 (0.130) 0.014 (0.031) 0.211 (0.109) 0.014 (0.023)

LSTMs 0.259 (0.068) 0.221 (0.077) 0.185 (0.100) 0.186 (0.045) 0.148 (0.055) 0.195 (0.022)

to performance improvement when combined with either of the appearance descriptors. This

behavior can be explained considering that Expression captures coarse non-rigid deformations

from the whole face which are complementary to the local subtle movements encoded by the

appearance descriptors extracted from the local patches.

Finally, audio-visual fusion outperforms all remaining frameworks, leading to COR = 0.294

and COR = 0.336 for the Set two and three, respectively. This result provides a strong indication

that behavioral patterns associated with continuous-in-time manifestations of conflict under

unconstrained recording conditions are more accurately recognized when cues from both the

audio and video modality are considered, as is the case with other social behaviors such as

(dis)agreement, mimicry, interest, and flirting [228, 161].

4.4.2 Baseline Experiment II: Classifier Comparison

In the second experiment of this study, we investigate the efficiency of the various classifiers

described above in modeling and predicting conflict intensity in continuous time for each test

sequence, approached again as a regression problem on a frame-by-frame basis. The features
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utilized to train the classifiers are those that performed best in the previous experiment,

i.e., Audio and Expr.+SIFT for Audio and Video, respectively, and Audio+Expr.+SIFT for

audio-visual (AV) fusion.

Conflict intensity estimation results, in terms of the COR and ICC metrics averaged over all 5

folds of the cross-validation experiment, are reported in Table 4.1a and Table 4.1b for the Set two

and three of the CONFER Database, respectively. The best performances of COR = 0.294 and

COR = 0.336 for the Set two and three, respectively, are those achieved by audio-visual fusion

in the previous experiment. Interestingly, both the aforementioned best-performing frameworks

employ SVR in the regression stage. However, it is worth noting that not for all classifiers does

fusion result in improved performance (in terms of COR) over that furnished by the correspond-

ing uni-modal systems. This can be partially attributed to different classifiers being to a different

degree sensitive to (i) gross errors and outliers in the audio or/and the video stream which, in

turn, result in erroneous estimates of the correlated components obtained by the classical CCA

due to its reliance on least squares minimization, and (ii) errors induced by feature pro- and post-

processing (e.g., normalization, AV synchronization). A partial remedy to the above-mentioned

limitations could be sought in either applying more robust techniques for the extraction of

individual and correlated components, such as the one proposed in [155], or ‘delegating’ both

the tasks of modeling each stream separately and uncovering the correlations between them to

the classifier by means of model-level fusion (see [255] for a survey of different types of fusion).

Regarding the uni-modal frameworks, the best performances of COR = 0.285 and COR =

0.326 are accounted for by the combination of Audio with CCRF and Expr.+SIFT with SVR

for the Set two and three, respectively. The superiority of SVR among classifiers for the

multi-modal frameworks and the high accuracy achieved by it also when trained with features

from a single modality conforms to previous evidence indicating its robustness to overfitting and

suitability for continuous prediction of behavior and affect dimensions [196, 145]. CCRF also

yield accurate predictions in this experiment, presumably thanks to their ability to learn the

conflict ‘history’ across successive observations of continuous conversational data given that they,

like their discrete-output counterpart (CRF), relax the assumption of conditional independence

of the features [112]. We argue that their performance for conflict intensity prediction could be

improved by (i) examining different functions for the vertex and edge features (e.g., non-linear

regressor for the vertex features), and (ii) investigating different normalization schemes, to

which they have shown to be quite sensitive [240]. LSTMs trained with Audio features also

achieve high COR values for both Sets, albeit on par with or not much higher than those

achieved by SVR. This result might seem counter-intuitive at first sight, since LSTMs, similarly
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to CCRF, are capable of capturing long-range dependencies between successive observations

and, as such, have been shown successful in continuous modeling of human behavior and

affect [240, 145, 35]. However, we argue that the relatively low performance of LSTMs in this

experiment is mainly due to them having been trained based on RMSE and that, by using an

alternative implementation that allows COR-based objective function for LSTMs training, one

will most probably achieve much higher performance. The same holds for the RF frameworks

which have been also trained on the basis of mean-squared generalization error and thus are

agnostic to contextual temporal information. The poor performance of RF for this experiment

can be also attributed to the random feature selection process employed to determine the split

at each node; this practice can result in sub-optimal partitioning of the feature space, especially

in the case of insufficient training data [126]. To alleviate this limitation, one could resort to a

semi-supervised approach to node splitting, such as the one proposed in [ 126], that is, to use

also unlabeled data to guide the node splitting.

As for the results in terms of ICC, SVR combined with AV Fusion and Audio accounts for the

best performances of ICC = 0.781 and ICC = 0.687 for the Set two and three, respectively. It is

worth noting that the best ICC scores obtained by Audio are much higher than those obtained

by the visual descriptor Expr.+SIFT. In other words, the predictions yielded by the former

framework are much more ‘consistent’ in terms of ICC with the ground truth annotations than

those yielded by the latter. This behavior can be partially attributed to the annotation process.

In particular, it is highly likely that the annotators, who are all native speakers of Greek that

is the language spoken in the CONFER Database, relied much more on the audio modality

while annotating since in that alone they could easily identify informative cues associated with

conflict escalation/resolution in terms of both the physical layer (e.g., interruptions, overlapping

speech) and the inferential layer (e.g., sarcasm, rudeness, confrontation) of the conversation.

The impact of this condition is larger in absolute terms for the ICC rather than the COR metric

in the results reported in Table 4.1. This is presumably due to the random error associated with

the ‘raters’ decreasing significantly for the audio-based system and thus leading to an increase

in the ratio of variances to which ICC equals (see Section 4.3.5 and [202] for more details).

Furthermore, it is also worth noting that the aforementioned best performances in terms

of ICC exceed the corresponding values of ICC = 0.495 and ICC = 0.414 measured amongst

the 10 annotators for the Set two and three, respectively. This signifies that the corresponding

frameworks, which were trained using the ‘mean annotator’ annotations, learned the trend of

the ‘mean annotator’ better and were able to reproduce the trend accurately. This result is

quite encouraging in that it reveals that even uni-modal systems based on a commonly used
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classifier can be more ‘consistent’ with the ‘mean human rating’ in assessing conflict intensity

than several humans are with one another on the same dataset.

Overall, the relatively low results achieved in both experiments described

above can be attributed to (i) the challenging nature of the CONFER

Database, which consists of spontaneous conversational data where conflict naturally

arises, (ii) the demanding subject- and session-independent experimental protocol adopted in

this study, and (iii) the abundance of the data (106536 and 106404 frames in total for the Set

two and three, resp.), which are all tested by means of cross-validation. However, these results

indicate that there is much room for improvement for tools targeting the task at hand. We

hope that these findings will encourage further research in the future in the development of

audio-visual approaches to automatic analysis of conflict as well as similar behavioral and

affective phenomena.

4.5 Conclusion

In this chapter, we presented the Conflict Escalation Resolution (CONFER) Database, a set

of audio-visual recordings of naturalistic interactions from political debates suitable for the

investigation of conflict behavior. The database contains 142 minutes of recordings in total and is

the first of its kind to have been annotated in terms of continuous (real-valued) conflict intensity

on a frame-by-frame basis. Audio-visual episodes and features as well as annotations are publicly

available for non-commercial use at http://ibug.doc.ic.ac.uk/resources/confer/.

The CONFER Database contains naturalistic, competitive conversations from political debates

where conflict naturally arises, and is the first database in the literature that is annotated

in terms of real-valued conflict intensity on a frame-by-frame basis. As such, it is primarily

intended for research targeting automatic conflict analysis and similar social attitudes such as

(dis)agreement. However, it could also be a valuable source for studies of other social signals

(e.g., turn-taking, back-channel communication, engagement, hot-spots) and social behaviors

(e.g., interest, politeness, mimicry, social dominance, likeability). To this end, a suitable

annotation effort should be put for each task. The provided audio-visual episodes of conflict

have been filmed “in-the-wild”,that is, under unconstrained conditions, and thus involve a wide

range of views, amenable lighting conditions, spontaneous and overlapping speech, and abrupt

head and body movements or occlusions. Hence, the CONFER Database can also be used

to facilitate research in automatic speech and speaker recognition, recognition of non-verbal

behavioral cues (e.g., facial expressions, body postures, gestures, head nods, vocal outbursts

and laughter) as well as related audio processing and computer vision tasks (e.g., speaker
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diarization, face detection, facial point tracking, head pose estimation). All previous studies to

date have approached conflict analysis within a classification framework generating discrete

labels of conflict intensity for well-segmented episodes. The presented baseline experiments

constitute the first audio-visual approach in the literature to continuous-time (frame-by-frame)

estimation of continuous-valued conflict intensity. In our systematic study, we reported

benchmark results of subject- and session-independent experiments by means of which the

efficiency of commonly used audio and visual features and fusion of them as well as classifiers was

examined for conflict intensity estimation in dyadic and multi-party conversations. Our results

provide strong indications that there is much room for improvement in terms of both audio-

visual representations as well as learning methodologies that can efficiently capture temporal

dynamics of social phenomena manifested in spontaneous multi-party interactions. For the

feature extraction stage, one could investigate descriptors stemming from the deep learning

literature, such as convolutional neural networks [110, 204] and variational autoencoders [109],

which can be trained either exclusively on our dataset or pre-trained on other datasets for

similar tasks and, subsequently, undergo domain adaptation (see [49] for a survey ). In this

way, non-linear relationships in the training data distributions that be descriptive of the

task in question could be discovered at a finer granularity depending on the architecture of

the networks employed. On the other hand, for the temporal modeling task one could also

examine different variants of recurrent neural networks (RNNs), e.g., substitute the LSTM

units with Gated Recurrent Units (GRUs) [41]. Another interesting direction that could be

followed is to use the recently proposed Variational RNNs (VRNNs) [ 42] which is a bayesian

model combining representation learning via auto-encoders at each time step and recurrent

connections with hidden memory units that can take an infinite amount of states. This model

has been shown to provide good results on other sequential learning tasks such as speech and

handwriting modeling [42], but its application on social signal processing applications involving

high-dimensional noisy data and labels has not yet been pursued.

Overall, we can conclude that deep investigations of how best to reach satisfactory per-

formance on automatic analysis of social attitudes like conflict and (dis)agreement are yet to

be conducted. However, we believe that this chapter can serve as an introductory reading

to researchers interested in the problem of automatic conflict intensity estimation based on

nonverbal cues and their temporal dynamics. Most importantly, this benchmark paves the

way for the investigation of social attitudes in continuous time and scale and provides an

appropriate platform for the development of efficient temporal classifiers that can model social

signals and behaviors at a finer granularity.
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Chapter 5

Dynamic Behavior Analysis via

Structured Rank Minimization
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Human affect and behavior is inherently a dynamic phenomenon involving temporal evolution

of patterns manifested through a multiplicity of non-verbal behavioral cues including facial

expressions, body postures and gestures, and vocal outbursts, among others. While high

performance is achieved by existing machine learning methodologies on datasets acquired

under laboratory conditions, their performance drops significantly when they are assigned the

task of modeling dynamic affect and behavior under unconstrained conditions, namely in the

presence of grossly corrupted behavioral cues descriptors and possibly unreliable annotations.

Aside from the susceptibility of existing models to such sources of gross noise, they do not

model the temporal dynamics of affect and behavior in an explicit and interpretable way. In

this chapter, we alleviate this problem and explicitly model the temporal dynamics by means

of a linear dynamical system that generates continuous-time characterizations of affect or

behavior as outputs when behavioral cues act as inputs. To this end, a novel robust structured
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rank minimization method and its scalable variant are proposed. The generalizability of the

proposed framework is demonstrated by conducting experiments on three distinct dynamic

behavior analysis tasks, namely conflict intensity prediction, prediction of valence and arousal,

and multi-object/person tracking from detection.

5.1 Introduction

Analysis of human behavior concerns detection, tracking, recognition, and prediction of complex

human behaviors including affect and social behaviors such as agreement and conflict escala-

tion/resolution from audio-visual data captured in naturalistic, real-world conditions. Modeling

human behavior for automatic analysis in such conditions is the prerequisite for next-generation

human-centered computing and novel applications such as personalized natural interfaces (e.g.,

in autonomous cars), software tools for social skills enhancement including conflict management

and negotiation, and assistive technologies (e.g., for independent living), to mention but a few.

Traditionally, research in behavior and affect analysis has focused on recognizing behavioral

cues such as smiles, head nods, and laughter [ 53, 103, 127], pre-defined posed human actions

(e.g., walking, running, and hand-clapping) [59, 151] or discrete, basic emotional states (e.g.,

happiness, sadness) [166, 43, 121] mainly from posed data acquired in laboratory settings.

However, these models are deemed unrealistic as they are unable to capture the temporal

evolution of non-basic, possibly atypical, behaviors and subtle affective states exhibited by

humans in naturalistic settings. In order to accommodate such behaviors and subtle expressions,

continuous-time and dimensional descriptions of human behavior and affect need to be employed.

As explained in detail in Section 2.2, machine learning models commonly employed for automatic,

continuous behavior and emotion analysis such as Hidden Markov Models (HMMs) [43],

Dynamic Bayesian Networks (DBN) [171], Conditional Random Fields (CRFs) [141] and Long-

Short Term Memory (LSTM) Neural Networks [145] and other regression-based approaches [147,

218, 102], despite their merits, they share a number of limitations; they rely on large sets of

training data, involve learning of a large number of parameters, they do not model dynamics

of human behavior and affect in an explicit way, and more importantly they are fragile in the

presence of gross non-Gaussian noise and incomplete data, which is abundant in real-world

(visual) data.

In the work presented in this chapter, we model and tackle the problem of dynamic behavior

analysis in the presence of gross, but sparse, noise and incomplete visual data under a different

perspective, making the following contributions.
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1. The modeling assumption here is that for smoothly-varying dynamic behavior phenomena,

such as conflict escalation and resolution, temporal evolution of human affect described

in terms of valence and arousal, or motion of human crowds, among others, the observed

data can be postulated to be trajectories (inputs and outputs) of a linear time-invariant

(LTI) system. Recent advances in system theory [221, 70] indicate that such dynamics can

be discovered by learning a low-complexity (i.e., low-order) LTI system based on its inputs

and outputs via rank minimization of a Hankel matrix constructed from the observed

data. Here, continuous-time annotations characterizing the temporal evolution of relevant

behavior or affect are considered as system outputs, while features describing behavioral

cues are deemed system inputs. In practice, visual data are often contaminated by gross,

non-Gaussian noise mainly due to pixel corruptions, partial image texture occlusions or

feature extraction failure (e.g., incorrect object localization, tracking errors), and human

assessments of behavior or affect may be unreliable mainly due to annotator subjectivity

or adversarial annotators. The existing structured rank minimization-based methods

perform sub-optimally in the presence of gross corruptions. Therefore, to robustly learn

a LTI system from grossly corrupted data, we formulate a novel `q-norm regularized

(Hankel) structured Schatten-p norm minimization problem in Section 5.3. The Schatten

p- and the sparsity promoting `q-norm act either as convex surrogates, when p = q = 1, or

as non-convex approximations, when p, q ∈ (0, 1), of the rank function and the `0-(quasi)

norm, respectively.

2. To tackle the proposed optimization problem, an algorithm based on the Alternating-

Directions Method of Multipliers (ADMM) [18] is developed in Section 5.4. Furthermore,

in the same section a scalable version the algorithm is elaborated.

3. The proposed model is the heart of a general and novel framework for dynamic behavior

modeling and analysis, which is detailed in Section 5.5. A common practice in behavioral

and affective computing is to train machine learning algorithms by employing large

sets of training data that comprehensively cover different subjects, contexts, interaction

scenarios and recording conditions. The proposed approach allows us to depart from this

practice. Specifically, we demonstrate for the first time that complex human behavior

and affect, manifested by a single person or group of interactants, can be learned and

predicted based on a small amount of person(s)-specific observations, amounting to a

duration of just a few seconds.

4. The effectiveness and the generalizability of the proposed model is corroborated by

means of experiments on synthetic and real-world data in Section 5.6. In particular, the
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generalizability of the proposed framework is demonstrated by conducting experiments

on 3 distinct dynamic behavior analysis tasks, namely (i) conflict intensity prediction,

(ii) prediction of valence and arousal, and (iii) tracklet matching. The attained results

outperform those achieved by other state-of-the-art methods on both synthetic and real-

world data and, hence, evidence the robustness and effectiveness of the proposed approach.

5.2 Background and Related Work

In this section, notation conventions and mathematical formalism related to the Hankel matrix

structure are first introduced. Next, in order to make the paper self-contained, we describe how

learning of dynamical systems and, in particular, of a LTI system can be cast as a (Hankel)-

structured rank minimization problem. Related works on structured rank minimization and

their applications in visual information processing are also described.

5.2.1 Preliminaries

Notations. Matrices (vectors) are denoted by uppercase (lowercase) boldface letters, e.g.,

X, (x). I denotes the identity matrix of compatible dimensions. The ith element of vector

x is denoted as xi, the ith column of matrix X is denoted as xi, while the entry of X at

position (i, j) is denoted by xij . For the set of real numbers, the symbol R is used. For

two matrices A and B in Rm×n, A ◦ B denotes the Hadamard (entry-wise) product of A

and B, while 〈A,B〉 denotes the inner product tr(ATB), where tr(·) is the trace of a square

matrix. For a symmetric positive semi-definite matrix A, we write A � 0. Regarding

vector norms, ‖x‖:=
√∑

i x
2
i denotes the Euclidean norm. The sign function is denoted

by sgn(·), while |·| denotes the absolute value operator. Regarding matrix norms, the `0-

(quasi-) norm, which equals the number of non-zero entries, is denoted by ‖·‖0. ‖X‖q:=(∑
i

∑
j |Xij |q

)1/q
is the matrix `q-norm, of which the Frobenius norm ‖X‖F :=

√∑
i

∑
j X

2
ij =√

tr(XTX) is a special case when q = 2. ‖X‖ denotes the spectral norm, which equals the

largest singular value. If σi(X) is the ith singular value of X, ‖X‖Sp := (
∑

i σi(X)p)1/p is the

Schatten p-norm of X, of which the nuclear norm ‖X‖∗:=
∑

i σi(X) is a special case when

p = 1. Linear maps are denoted by scripted letters. For a linear map A : Rm×n → Rp, A∗

denotes the adjoint map of A, while σmax(A) denotes the maximum singular value of A. I
denotes the identity map.

The Hankel matrix structure. Let A = [A0 A1 . . . Aj+k−2] be a m×n(j+k− 1) matrix,

with each At being a m × n matrix for t = 0, 1, . . . , j + k − 2. We define the Hankel linear
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map H(A) := Hm,n,j,k(A)Γ, where

Hm,n,j,k(A) =


A0 A1 · · · Ak−1

A1 A2 · · · Ak

...
...

. . .
...

Aj−1 Aj · · · Aj+k−2

 ∈ Rmj×nk , (5.1)

and Γ ∈ Rnk×q with σmax(Γ) ≤ 1 [70]. Therefore, Hm,n,j,k(A) is a block-Hankel matrix with

j × k blocks, where each Ai is a matrix of dimension m× n. Note that the Hankel structure

enforces constant entries along the skew diagonals. We denote by T = j + k − 1 the total

number of observations, while M = mj and N = nk denote the number of rows and columns

of the Hankel matrix Hm,n,j,k(A), respectively. For notational convenience, we write H(A)

to denote Hm,n,j,k(A), when the dimensions m,n, j, k are clear from the context.

The adjoint map H∗ is defined as H∗(Λ) = H∗m,n,j,k(ΛΓT), where for any matrix B ∈ Rmj×nk

H∗m,n,j,k(B) = H∗m,n,j,k


B00 B01 · · · B0,k−1

B10 B11 · · · B1,k−1

...
...

. . .
...

Bj−1,0 Bj−1,1 · · · Bj−1,k−1


= [B00 B01 + B10 . . .

B02 + B11 + B20 · · · Bj−1,k−1] ∈ Rm×n(j+k−1).

(5.2)

It is proved in [70] that
∥∥∥H∗m,n,j,k(B)

∥∥∥2
F
≤ L ‖B‖2F , where L := min{j, k}. This finding,

combined with σmax(Γ) ≤ 1, entails that the spectral norm of the adjoint map H∗ is less than

or equal to
√
L. Herein, the space of Hankel matrices is denoted by SH.

5.2.2 LTI System Learning via Structured Rank Minimization

Dynamical systems, such as LTI systems, are able to compactly model the temporal evolution of

time-varying data. While the dynamic model can be considered as known in some applications

(e.g., Brownian dynamics in motion models), it is in general unknown and, hence, should be

learned from the available data.

Consider a sequence of observed outputs yt ∈ Rm and inputs ut ∈ Rd, respectively, for

t = 0, . . . , T −1. The goal is to find from the observed data, a state-space model, corresponding

to a LTI system, given by

xt+1 = Axt + But

yt = Cxt + Dut

(5.3)
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such that the system is of low-order, i.e., it is associated with a low-dimensional state vector

xt ∈ Rn at time t, where n is the unknown true system order. The order of the system (i.e.,

the dimension of the state vector) captures the memory of the system and it is a measure

of its complexity. In (5.3), both the state and the measurement equations are linear and

the parameters of the system, i.e., the matrices A,B,C,D are constant over time but their

dimensions are unknown. Therefore, to determine the model, we need to find the model order

n, the matrices A,B,C,D, and the initial state x0. To this end, the model order should be

estimated first. Next, the estimation of the system order using Hankel matrices is summarized.

Let us assume that the unknown state vectors has dimension r > n and let

X = [x0 x1 . . . xT−1] ∈ Rr×T , Y = [y0 y1 . . . yT−1] ∈ Rm×T , U =

[u0 u1 . . . uT−1] ∈ Rd×T be the matrices containing in their columns the unknown

state vectors, the observed outputs, and the observed inputs of the system, respectively, for

t = 0, 1, . . . , T − 1. Let also Hm,1,r+1,T−r(Y) and Hd,1,r+1,T−r(U) be the Hankel matrices

constructed from the observed system outputs and inputs, respectively, according to (5.1) and

U⊥ ∈ R(T−r)×q be the matrix whose columns form an orthogonal basis for the nullspace of

Hd,1,r+1,T−r(U). Then, the LTI in (5.3) can be expressed by employing the above mentioned

Hankel matrices as follows.

Hm,1,r+1,T−r(Y) = GX + LHd,1,r+1,T−r(U) , (5.4)

where

G =


C

CA
...

CAr

 , L =


D 0 0 · · · 0

CB D 0 · · · 0

CAB CB D · · · 0
...

...
...

. . .
...

CAr−1B CAr−2B · · · · · · D

 (5.5)

By right-multiplying both sides of (5.4) with U⊥ and by setting H(Y) = H(Y)U⊥ we obtain

H(Y) = GXU⊥. (5.6)

If the inputs are persistently exciting (i.e., XU⊥ has full rank) and the outputs are exact,

then by (5.6) it is clear that the system order, which is measured by the rank of G [221], is equal

to rank (H(Y)) [221] and from it a system realization (i.e., estimation of the unknown system

parameters) is easily computed by solving a series of systems of linear equations following, for

example, [221].
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Table 5.1: List of structured rank minimization methods (including the proposed method) and the
corresponding optimization problems. For all methods, the observed data matrix, its Hankel version,
and the estimated (Hankel) structured low-rank approximate are denoted by M ∈ RD×T , H = H(M) ∈
RM×N and Ĥ = H(L) ∈ RM×N , respectively, unless otherwise stated.

Method Optimization Problem Convex Robust

A
p
p
ro

x
im

a
ti

o
n
s

o
f

(5
.7

)

Proposed minL,E ‖H(L)‖pSp
+ λ ‖W ◦ E‖qq s.t. M = L + E . depends on the choice of p and q 4

Hankel Rank Minimization (HRM) [70] min
L

1

2
‖M−A(L)‖2F + λ‖H(L)‖∗, where A is a linear map. 4 7

SVD-free [203]
minL,Q,R

1
2
(M− L)TW(M− L) + 1

2
(‖Q‖2F + ‖R‖2F ) s.t. H(L) = QRT .

7 7

[252]
minQ,R

1
2
(‖A(Cg)− J‖2F + λ

2
(‖Jg‖2F + µ

2
(‖Q‖2F + ‖R‖2F ),

where g = vec(QRT ) and A is a linear map. Return Ĥ = QRT .
7 7

Structured Robust PCA (SRPCA) [11]
minĤ,E

∑
iwiσi(Ĥ) + ‖We ◦ E‖1+1

2
‖WF ◦ E‖2F

s.t. H = Ĥ + E ; Ĥ, E ∈ SH.
4 4

R
e
la

te
d

M
e
th

o
d
s Iterative Hankel Total Least Squares (IHTLS) [54]

Given H = [F |g] ∈ SH, estimate Ĥ = [F + E |g + k] by solving

minx,E,k ‖W ◦ [E |k]‖2F
s.t. (F + E)x = g + k ; [F |g], [E |k] ∈ SH.

7 7

Structured Low-Rank Approximation (SLRA) [134]
minG F (G) s.t. G ∈ R(M−K)×M has full row rank,

where F (G) := minL ‖W ◦ (M− L)‖2F s.t. GH(M) = 0.

7 7

However, real-world data are not exact and thus H(Y) is full-rank. Therefore, to find the

minimum order realization of the system, we seek a matrix Ŷ which is as close as possible, in

the least square sense, to the observed data and the rank of H(Ŷ) is minimal. Formally, we

seek to solve the following Hankel structured rank minimization problem

min
Ŷ

rank(H(Ŷ)) +
λ

2
‖Ŷ −Y‖2F , (5.7)

where λ > 0. Assuming that Ŷ is a solution of (5.7), then rank(H(Ŷ)) acts as the estimated

system order1 and Ŷ is used next to estimate the system parameters Â, B̂, Ĉ, D̂ and the initial

state vector x̂0 by solving a series of systems of linear equations [221].

5.2.3 Hankel Rank Minimization Models and Applications

Problem (5.7) is combinatorial due to the discrete nature of the rank function and thus difficult to

be solved [69]. To tackle this problem, several approximations have been proposed. In particular,

by employing the nuclear norm, which is the convex surrogate of the rank function [69], a

convex approximation of (5.7) has been proposed in [70]. By adopting the variational norm

of the nuclear norm (i.e., ‖Ŷ‖∗= minŶ=UV‖U‖
2
F+‖V‖2F ), non-linear approximations to (5.7)

have been developed [203, 252]. Furthermore, to estimate the rank of an incomplete Hankel

matrix (i.e., in the presence of missing data), the models in [134, 54, 11] have been proposed.

1Note that for all experiments presented in this paper, the system order is defined as the rank of the
estimated low-rank Hankel matrix, which is calculated as the number of singular values that are larger than
0.5% of the spectral norm, following [70].
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5. Dynamic Behavior Analysis via Structured Rank Minimization

Figure 5.1: Illustration of the proposed dynamic behavior analysis framework, as applied on the task of
conflict intensity prediction for a sequence from CONFER dataset. A portion of the sequence frames is
used for LTI system learning through the proposed structured rank minimization method (t r a i n i n g),
while the remaining frames are used for prediction (t e s t).

Representative structured rank minimization models along with the optimization problems

that they solve are listed in Table 5.1. The aforementioned models have been mainly applied

in the fields of system analysis and control theory for system identification and realization, in

finance for time-series analysis and forecasting, and more recently for computer vision problems

(see Section 2.2.2 for details). However, none of these methods has been exploited to learn
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behavior dynamics based on continuous annotations of behavior or affect and visual features.

This will be investigated shortly in Section 5.6.

Remark. Despite their merits, the aforementioned models exhibit the following limitations.

By adopting the least squares error, the majority of the models in Table 5.1 assume Gaussian

distributions with small variance [90]. Such an assumption rarely holds in real-world data

that are often corrupted by sparse, non-Gaussian noise (cf. Section 1). This drawback is

partially alleviated in SRPCA [11], where a sparsity promoting norm is incorporated into the

nuclear norm minimization problem in order to account for sparse noise of large magnitude.

Furthermore, the convex relaxation of the rank function with the nuclear norm in [70, 11]

may introduce a relaxation gap. Therefore, due to the above reasons, the estimated rank of

the Hankel matrix obtained by the models in [70, 11] may be arbitrarily away from the true

one [50]. On the other hand, since the models in [203, 252, 134] rely on factorizations of the

Hankel matrix, they implicitly assume that the rank of the Hankel matrix is known in advance;

obviously this is not the case in practice. To alleviate the aforementioned limitations and

robustly estimate the rank of the Hankel matrix in the presence of gross noise and missing

data, a novel structured rank minimization model is detailed next.

5.3 Problem Formulation

Let M = [m0 m1 . . . mT−1] ∈ RD×T be a matrix containing in its columns contaminated

by gross but sparse noise, time varying data. The goal is to robustly learn the dynamics

underlying the data, in the presence of sparse, non-Gaussian noise and missing data.

To this end, we seek to decompose M as a superposition of two matrices: M = L + E,

where L ∈ RD×T and E ∈ RD×T , such that the Hankel matrix of L (i.e., H(L) ∈ RM×N ) be of

minimum rank and E be sparse. The minimum rank of H(L) correspond to the minimum-order

LTI system that describes the data, while by imposing E to be sparse, we account for sparse,

non-Gaussian noise.

A natural estimator accounting for the low-rank of the Hankel matrix H(L) and the sparsity

of E is to minimize the rank of H(L) and the number of non-zero entries of E, measured by the

`0 (quasi)-norm. This is equivalent to solving the following non-convex optimization problem.

min
L

rank(H(L)) + λ‖M− L‖0 , (5.8)

where λ is a positive parameter. Clearly, (5.8) is a robust version of the Hankel structured

rank minimization problem (5.7).
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Problem (5.8) is intractable, as both rank and `0-norm minimization are NP-hard [222, 143].

In order to tackle this NP-hard problem, both convex and non-convex relaxations of the rank

function and the `0-norm are considered. To this end, we choose to approximate the rank

function and the `0-norm by the Schatten p- and the `q-norm, respectively, and solve

min
L
‖H(L)‖pSp

+ λ ‖M− L‖qq , (5.9)

which is a convex optimization problem for p = q = 1 (i.e., the Schatten 1-norm is by definition

the nuclear norm) and non-convex for 0 < p, q < 1.

Convex approximations of the rank function and the `0-(quasi)-norm by means of the nuclear

norm (i.e., Schatten 1-norm) [69] and the `1-norm [60] have been widely applied in several

rank and sparsity minimization problems (e.g., [32]). The main advantage of this approach

is that the global optimum of the convex problems can be found relatively easily by using

off-the-shelf optimization methods such as the ADMM. However, the convexification of rank

minimization problems may suffer from the following two drawbacks. First, the recoverability

of the low-rank solutions via nuclear norm minimization is only guaranteed under incoherence

assumptions (e.g., [32]). Such assumptions regarding incoherence may not be guaranteed in

practical scenarios [50]. For example in the proposed model, the resulting global optimal

solution of the convex instance of (5.9) (p, q ≥ 1) may be arbitrarily away from the actual

solution of (5.8). Second, it is known that the `1-norm is a biased estimator (e.g., [256]). Since

the nuclear norm (or equivalently the Schatten-1 norm) is essentially the application of the`1

norm on the singular values, it may only find a biased solution. To alleviate the aforementioned

issues of the convex instance of (5.9), we further consider the non-convex approximation of (5.8)

by employing the Schatten-p norm and `q-norm with p, q ∈ (0, 1). Such non-convex functions

have been shown to provide better estimation accuracy and variable selection consistency [236]

in related approximations of `0-norm regularized rank minimization problems [149, 150, 168].

To disentangle the Schatten p- and `q-norm minimization sub-problems in (5.9) from the

matrix structure and data-fitting requirements, respectively, (5.9) is equivalently written as

min
N,L,E

‖N‖pSp
+ λ ‖E‖qq s.t.

M = L + E ,

N = H(L) .

 (5.10)

To account also for (partially) missing observations in M, we introduce the matrix W ∈ RD×T

which is given by

wij =

1 , if (i, j) ∈ Ω ,

0 , otherwise ,
(5.11)
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where Ω ⊂ [1, D]× [1, T ] is the set containing the indices of the observed (available) entries

in M. By incorporating W inside the `q-norm term in (5.10) as a multiplicative weight matrix

for E, we arrive at the following problem.

min
N,L,E

‖N‖pSp
+ λ ‖W ◦E‖qq s.t.

M = L + E ,

N = H(L) .

 (5.12)

Remark. Note that the choice of the Hankel map H(·) depends on the application (see

Section 5.2.2 and 5.5). In any case, the Hankel matrix HD,1,j,k(L) ∈ R(M=Dj)×(N=k) is

computed according to (5.1); the number of blocks along the row and column dimension j and

k, respectively, are set to j = r + 1 and T − r, where T is the number of observations and

r > n, with n denoting the system order.

5.4 Algorithmic Frameworks

In this section, the proposed Alternating-Directions Method of Multipliers (ADMM)-based [18]

solver is described along its scalable version.

5.4.1 Alternating-Direction Method-Based Algorithm

The ADMM is employed to solve (5.12). To this end, the augmented Lagrangian function for

(5.12) is defined as follows.

L(V,Y, µ) = ‖N‖pSp
+ λ ‖W ◦E‖qq

+ 〈M− L−E,Λ1〉+ 〈N−H(L),Λ2〉

+
µ

2

(
‖M− L−E‖2F + ‖N−H(L)‖2F

)
,

(5.13)

where µ is a positive parameter and V := {N ∈ RM×N ,L ∈ RD×T ,E ∈ RD×T }, Y := {Λ1 ∈
RD×T ,Λ2 ∈ RM×N} are the sets containing all the unknown variables and the Lagrange

multipliers for the equality constraints in (5.12), respectively. Specifically, at each iteration of

the proposed ADMM-based solver, (5.13) is minimized with respect to each variable in V in an

alternating fashion and, subsequently, the Lagrange multipliers in Y and the parameter µ are

updated. The iteration index is denoted herein by i. The notation L(N,Y[i], µ[i]) is used to

denote the solution stage in which all other variables but N are kept fixed, and similarly for

the other unknown variables.

The solutions of minimization of (5.13) with respect to E and N are based on

the operators and Lemmas that are introduced next. Minimizing (5.13) with re-
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spect to L does not admit a closed form solution due to the presence of the quad-

ratic terms. Similarly to [70], to ‘cancel out’ these terms we add a proximal term

to the respective partial augmented Lagrangian. The additive term is based on the

(semi-) norm ‖·‖Q0
induced by the (semi-) inner product PTQ0P, with Q0 being the positive

(semi-) definite matrix given by

Q0 = LI −H∗H � 0, (5.14)

where L := min{j, k}. As shown in Section 5.2.1,
√
L is the upper bound of the spectral norm

of the Hankel adjoint map H∗.

Thus, given the variables V[i], the Lagrange multipliers Y[i] and the parameter µ[i] at

iteration i, the updates of the proposed solver, summarized in Algorithm (4), are as follows.

Update the primal variables.

E[i+ 1] = arg min
E

L(E,Y[i], µ[i])

= arg min
E

λµ[i]−1 ‖W ◦E‖qq

+
1

2

∥∥∥E− (M− L + µ[i]−1Λ1[i]
)∥∥∥2

F

(5.15)

N[i+ 1] = arg min
N

L(N,Y[i], µ[i])

= arg min
N

µ[i]−1 ‖N‖pSp

+
1

2

∥∥∥N− (H(L)− µ[i]−1Λ2[i]
)∥∥∥2

F

(5.16)

L[i+ 1] = arg min
L

L(L,Y[i], µ[i]) +
µ[i]

2
‖L− L[i]‖2Q0

(5.17)

Update the Lagrange multipliers.

Λ1[i+ 1] = Λ1[i] + µ[i] (M− L−E) (5.18)

Λ2[i+ 1] = Λ2[i] + µ[i] (N−H(L)) (5.19)

Equation (5.15), which offers the update for E, is solved based on the generalized soft

thresholding operator proposed in [150] and briefly described next. Consider the following

problem.

arg min
B

α ‖B‖qq +
1

2
‖B− Z‖2F , (5.20)
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with B ∈ Rm×n and α a positive parameter. Problem (5.20) is separable with respect to the

elements of B and is thereby decomposed into m× n sub-problems of the form

min
bij

α|bij |q+
1

2
(bij − zij)2 . (5.21)

Let us now define h(bij) = α|bij |q+1
2(bij − zij)2, c1 = (αq(1− q))

1
2−q and c2 = c1 + αq|c1|q−1.

Equation (5.21) admits an analytical solution for q ∈ (0, 1] given by

b∗ij =


0 if |bij |≤ c2

arg minbij∈{0,ρ1} h(bij) if bij > c2

arg minbij∈{0,ρ2} h(bij) if bij < −c2 ,

(5.22)

where ρ1 and ρ2 are the roots of h′(bij) = αq|bij |q−1sgn(bij) + bij − zij = 0 in [c1, zij ] and

[zij ,−c1], respectively. The roots can easily be found by applying the iterative Newton-Raphson

root-finding method initialized at zij . Similarly to [168], we henceforth call the element-wise

solver (5.22) generalized q-shrinkage operator and denote it by Sqα{·}. Note that when q = 1 the

aforementioned operator reduces to the element-wise application of the well-known shrinkage

operator [32], defined by

Sα{x} := sgn(x)max{|x|−α, 0}. (5.23)

We shall denote by Sq(α,W){·} the operator for which ᾱ = αwij , with W ∈ Rm×n known, is

used instead of α for the solution of each respective bij in (5.22).

The solution of (5.16), that is, the minimization of (5.13) with respect to N, is based on the

following Lemma.

Lemma 5.4.1 [150] The solution of the optimization problem

arg min
B

a ‖B‖pSp
+

1

2
‖B− Z‖2F , (5.24)

with p ∈ (0, 1], is given by B = USSpα{Σ}VS
T , where USΣVS

T = Z is the SVD of Z.

We shall denote by Dpα{·} the operator – henceforth called generalized singular value p-shrinkage

operator – that solves (5.24).

Clearly, problem (5.17) admits a closed-form solution.
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Algorithm 4 ADMM solver for (5.12).

Input: Data: M ∈ RD×T . Weights: W ∈ RD×T . Parameters: {p, q, λ}. Definitions:
H(·).

1: Set r =
T + 2

d+m+ 1
, j = r + 1, k = T − j + 1, M = Dj, N = k, L = min{j, k}, ρ = 1.05,

µmax = 1010, ε1 > 0, ε2 > 0.
2: Initialize: Set L[0] = 1.1M and Λ1[0],Λ2[0] to zero matrices. Set µ[0] = L(2λ‖M‖)−1.
3: while not converged do

4: E[i+ 1]← Sq
(λµ[i]−1,W)

{
M− L[i] + µ[i]−1Λ1[i]

}
.

5: N[i+ 1]← Dp
(µ[i]−1)

{(
H(L[i])− µ[i]−1Λ2[i]

)}
.

6: L[i+1]← 1
L+1

(
H∗
(
N[i+1]+µ[i]−1Λ2[i]−H(L[i])

)
+µ[i]−1Λ1[i]+M−E[i+1]+LL[i]

)
.

7: Update the Lagrange multipliers by (5.18), (5.19).
8: Update µ: µ[i+ 1] = min(ρµ[i], µmax).
9: end while

Output: V = {N ∈ RM×N ,L ∈ RD×T ,E ∈ RD×T }.

The proposed ADMM-based solver is summarized in Algorithm 4. The latter is terminated

when the following conditions are met

max

{
‖M− L[i+ 1]−E[i+ 1]‖F

‖M‖F
,

‖N[i+ 1]−H(L[i+ 1])‖F
‖M‖F

}
< ε1,

max

{
‖N[i+ 1]−N[i]‖F

‖M‖F
,
‖L[i+ 1]− L[i]‖F

‖M‖F
,

‖E[i+ 1]−E[i]‖F
‖M‖F

}
< ε2 ,



(5.25)

where ε1 and ε2 are small positive parameters, or a maximum of 1000 iterations are reached.

Computational Complexity and Convergence. The cost of each iteration in Algorithm 4

is dominated by the calculation of the generalized singular value p-shrinkage operator in Step 5,

which involves a complexity equal to that of SVD, i.e., O
(
max{M2N,MN2}

)
. The generalized

q-shrinkage operator, utilized in Step 4, entails linear complexity O(DT ).

Regarding the convergence of Algorithm 4, there is no established convergence proof of the

ADMM for problems in the form of (5.12). Indeed, the ADMM is only known to converge for

convex separable problems with up to two blocks of variables (e.g., [18], [32]). However, this is

not the case even in the convex instance of (5.12) (i.e., when p = q = 1), since the optimization

problem involves more than two blocks of variables. For the multi-block separable convex

problems, with three or more blocks of variables, it is known that the original ADMM is not
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necessarily convergent [37]. On the other hand, theoretical convergence analysis of the ADMM

for non-convex problems is rather limited, making either assumptions on the iterates of the

algorithm [244, 131] or dealing with special non-convex models [119, 231, 232], none of which

is applicable for the proposed optimization problem (5.12). However, it is worth noting that

the ADMM exhibits good numerical performance in non-convex problems such as non-negative

matrix factorization [208], tensor decomposition [120], matrix separation [201, 168], matrix

completion [244], motion segmentation [94], to mention but a few.

To the best of our knowledge, the only work which focuses on the convergence analysis of the

ADMM when applied for the optimization of piecewise linear functions such as the Schatten

p-norm and the `q–norm (when 0 < p, q ≤ 1) is the recent preprint of [235]. However, since a

systematic convergence analysis is out of the scope of this paper, we plan to adapt the analysis

in [235] in order to analyze the convergence of the proposed algorithm in the future.

Even though we cannot theoretically guarantee the convergence of the proposed solver, the

experimental results on synthetic data in Section 5.6.1 show that its numerical performance is

good in practice. Specifically, the empirical convergence of the proposed solver is evidenced,

where both the primal residual and the primal objective are non-increasing after the very few

iterations (see Fig. 5.4). Similar convergence behavior characterizes also the experiments on

real-world data presented in Section 5.6, where we have observed that even the non-convex

variant with p = q = 0.1 of the proposed method (5.12) needs no more than 180 iterations to

converge in most cases.

5.4.2 Scalable Version of the Algorithm

To improve the scalability and reduce the computational complexity of the ADMM-based

Algorithm 4, we develop here a scalable version. Depending on the application, and more

specifically, the number of inputs and/or outputs employed and the number of observations, the

dimension of the Hankel matrix H(L) ∈ RM×N can rise largely, which makes the calculation of

SVD prohibitive. To alleviate the aforementioned computational complexity issue, we further

impose that H(L) ∈ RM×N is factorized into an orthonormal matrix and a low-rank matrix as

H(L) = QR, with Q ∈ RM×K , R ∈ RK×N and K �M,N . In this factorization, Q ∈ RM×K

is a column-orthogonal matrix satisfying QTQ = I and R ∈ RK×N is a low-rank matrix

representing the embedding of H(L) onto the K-dimensional subspace spanned by the columns

of Q.

Due to the unitary invariance of the Schatten p-norm, the following equality holds
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‖QR‖Sp
= ‖R‖Sp

. Thus, by incorporating the factorization H(L) = QR and adding the

orthonormality constraint for Q, (5.12) is written as

min
R,L,E,Q

‖R‖pSp
+ λ ‖W ◦E‖qq

s.t.


M = L + E ,

QR = H(L) ,

Q>Q = I.


(5.26)

Since MK + KN � MN , the number of variables has been significantly reduced. Clearly,

this modification reduces the overall complexity of the method, since the SVD is now applied

on M ×K and K ×N matrices as opposed to a M ×N matrix.

The ADMM is employed to solve (5.26). With V := {R ∈ RK×N ,L ∈ RD×T ,E ∈ RD×T ,Q ∈
RM×K} and Y := {Λ1 ∈ RD×T ,Λ2 ∈ RM×N} defined as the sets containing all the unknown

variables and the Lagrange multipliers for the first two equality constraints in (5.26), respectively,

the (partial) augmented Lagrangian function is defined as

Lsc(V,Y, µ) = ‖R‖pSp
+ λ ‖W ◦E‖qq

+ 〈M− L−E,Λ1〉+ 〈QR−H(L),Λ2〉

+
µ

2

(
‖M− L−E‖2F + ‖QR−H(L)‖2F

)
,

(5.27)

where µ is a positive parameter. Therefore, at each iteration of the ADMM-based solver

for (5.26), we solve

min
V
Lsc(V,Y, µ) s.t. Q>Q = I , (5.28)

with respect to each variable in V in an alternating fashion and, subsequently, the Lagrange

multipliers in Y and the parameter µ are updated.

The proposed solver for (5.26) is summarized in Algorithm 5. The updates for R,L,E

are similar to those employed to solve (5.12). The solution of (5.28) with respect to Q is

based on the Procrustes operator, which is defined as P[L] = ABT for a matrix L with SVD

L = AΣBT and solves the problem in the following Lemma.

Lemma 5.4.2 [261] The constrained minimization problem:

arg min
B

‖A−B‖2F s.t. BTB = I (5.29)

has a closed-form solution given by P = P[A].
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Algorithm 5 ADMM solver for (5.26) (scalable version).

Input: Data: M ∈ RD×T . Weights: W ∈ RD×T . Parameters: {p, q, λ}, number of
components K. Definitions: H(·).

1: Set r =
T + 2

d+m+ 1
, j = r + 1, k = T − j + 1, M = Dj, N = k, L = min{j, k}, ρ = 1.05,

µmax = 1010, ε1 > 0, ε2 > 0.
2: Initialize: Set Q[0],Λ1[0],Λ2[0] to zero matrices and L[0] = 1.1M. Set µ[0] = L(2λ‖M‖)−1.
3: while not converged do

4: E[i+ 1]← Sq
(λµ[i]−1,W)

{
M− L[i] + µ[i]−1Λ1[i]

}
.

5: R[i+ 1]← Dp
(µ[i]−1)

{
QT [i]

(
H(L[i])− µ[i]−1Λ2[i]

)}
.

6: Q[i+ 1]← P
{(
H(L[i])− µ[i]−1Λ2[i]

)
RT [i+ 1]

}
.

7: L[i+ 1]← 1
L+1

(
H∗
(
Q[i+ 1]R[i+ 1] + µ[i]−1Λ2[i]−H(L[i])

)
+ µ[i]−1Λ1[i] + M−E[i+

1] + LL[i]

)
.

8: Update the Lagrange multipliers by (5.18), (5.19).
9: Update µ: µ[i+ 1] = min(ρµ[i], µmax).

10: end while

Output: V = {R ∈ RK×N ,L ∈ RD×T ,E ∈ RD×T ,Q ∈ RM×K}.

Computational Complexity and Convergence. The cost of each iteration in Algorithm 5

is dominated by the calculation of the generalized singular value p-shrinkage operator and the

Procrustes operator in Step 5 and 6, respectively, which both rely on SVD, thus involving

respective complexities of O
(
max{K2N,KN2}

)
and O

(
max{M2K,MK2}

)
. It is worth

stressing again that choosing K � M,N , which implies MK + KN � MN , leads to a

significantly reduced overall complexity for Algorithm 5 compared to that of Algorithm 4,

which is instead dominated by a SVD on a M×N matrix, hence O
(
max{M2N,MN2}

)
. Again,

the generalized q-shrinkage operator, utilized in Step 4, entails linear complexity O(DT ).

Regarding the convergence of Algorithm 5 which solves the scalable version of the proposed

model (5.26), there is no yet established convergence proof of the ADMM for problems in

the form of (5.26). The discussion provided above on the convergence of Algorithm 4 applies

to a large extent for Algorithm 5 as well. As a matter of fact, theoretical analysis for the

convergence of Algorithm 5 becomes more challenging, compared to the case of Algorithm 4,

considering that the factorization QR = H(L) and the non-linear orthonormality constraint

Q>Q = I are introduced in the scalable version of the proposed model (5.26). It is also worth

noting that problem (5.26) is always non-convex due to these two equality constraints, and

thus the solutions yielded by the optimization problems (5.12) and (5.26) cannot be related.
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However, it has been shown in [124] that the ADMM converges to a local minimum for a

problem similar to problem (5.26) with convex objective function, i.e., p, q ≥ 1. To the best of

our knowledge, for the case 0 < p, q < 1, i.e., when the Schatten p-norm and the `q-norm act

as non-convex approximations of the rank function and the `0-(quasi) norm, respectively, there

has been no theoretical evidence for the convergence of the ADMM for the problem (5.26) and

further investigation is needed.

Nevertheless, the ADMM has been shown to achieve good numerical performance in non-

convex subspace learning problems employing a similar matrix factorization approach with

one of the factors being orthonormal [187, 168]. Also, experimental results on synthetic data

evidence the empirical convergence of Algorithm 5, which has been found to be similar to that

shown for Algorithm 4 (p = q = 0.5) in Fig. 5.4. Good numerical performance is also achieved

by the scalable solver in the experiments presented in Section 5.6.

5.5 Dynamic Behavior Analysis Frameworks based on Hankel

Structured Rank Minimization

In this section, we develop two frameworks for dynamic behavior analysis.

5.5.1 Dynamic Behavior Prediction

Consider the case where continuous-time, real-valued annotations characterizing dynamic

behavior or affect (e.g., conflict, valence, arousal), manifested in a video sequence of T

frames, are available for a number of consecutive frames t = 0, 1, . . . , Ttrain − 1 (training

set). The goal herein is to first learn a low-order LTI system that generates the annotations

as outputs Y = [y0,y1, . . . ,yTtrain−1] ∈ Rm×Ttrain when visual features act as inputs

U = [u0,u1, . . . ,uTtrain−1] ∈ Rd×Ttrain , and next use it to predict behavior measurements

ŷt for the remaining frames of the sequence t = Ttrain, . . . , T − 1 (test set), based on the

respective features ut. To this end, the following framework is proposed.

First, the proposed structured minimization problem (5.10) is solved, with M = Y and

the Hankel map H(·) defined as in Section 5.2.2, to estimate the system order. Second, the

low-rank solution H(L) is used to estimate the system matrices Â, B̂, Ĉ, D̂ and the initial

state vector x̂0 by solving a system of linear equations, following, for example, [221]. Finally,

test set predictions ŷ (t = Ttrain, . . . , T − 1) for dynamic behavior are obtained by applying

the equations of the learned state-space model (5.3) for t = 0, 1, . . . , Ttrain − 1, with the visual

features used as inputs ut.
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Applications. The aforementioned framework can be used for continuous prediction of

any number or type of real-valued behavioral attributes manifested in a video sequence, by

employing a portion of consecutive frames (even a few seconds) to learn a LTI system as

described above (see Section 5.6).

5.5.2 Dynamic Behavior Prediction with Partially Missing Outputs

Consider now the scenario in which the goal is to predict missing (or unreliable) and not

necessarily consecutive real-valued measurements of dynamic behavior or affect, viewed as

missing outputs ȳt of a low-order LTI system, directly by employing the observed visual

features as inputs ut and the available annotations as outputs yt, without explicitly learning

the system. Herein, we approach this task as a (Hankel) structured low-rank matrix completion

problem and address it by means of the following predictive framework that is based on the

proposed model (5.12).

Let Y = [y0,y1, . . . ,yT−1] ∈ Rm×T and U = [u0,u1, . . . ,yT−1] ∈ Rm×T be the matrices

containing all T observations (available and missing) of inputs and outputs, respectively,

and let M =

[
Y

U

]
∈ RD×T and H(M) = HD,1,r+1,T−r

([
Y

U

])
, with D = m + d. Let also

Ω ⊂ [1, D]× [1, T ] be the set containing the indices of the observed (available) entries in M.

When outputs are noisy, the following property holds only approximately [221], under the

assumption of persistently exciting inputs.

rank (H(M)) = n+ rank (H(U)) . (5.30)

Thus, a low-rank approximation of H(M) should be obtained to estimate the true order of the

system n.

To this end, the proposed model (5.12) is solved, with M defined as above and W computed

according to (5.11). Note that this process simultaneously ‘completes’ the missing observations

of M, by forcing the approximation of H(M) to be low-rank, or in other words, the ‘completed’

trajectory L to follow the same linear dynamics underlying the observed trajectory M. Finally,

the missing outputs are recovered from the respective entries of the low-rank approximation

H(L). Notably, this framework has the advantage that the missing observations are obtained

directly by solving (5.12), thus avoiding the computational load associated with learning a

minimum order realization of the system.

Applications. The aforementioned framework can achieve prediction of missing (past or

future) observations pertaining to dynamic human behavior or affect, with the latter used
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as outputs of a low-order LTI system. For instance, a computer vision problem that can be

addressed by means of the proposed framework is the problem of tracklet matching [56, 57, 54],

which consists of stitching trajectories of detections belonging to the same target. For this task,

one needs to assess whether the joint trajectory of detections M =
[
YstartȲinterYend

]
, where

Ystart and Yend are the observed trajectories and Ȳinter is a zero-valued matrix corresponding

to the ‘missing’ intermediate trajectory, is the output of the same autonomous (output-only)

LTI system that generated Ystart and Yend. This is achieved by solving (5.12) for Ȳinter,

with M defined as above, and subsequently comparing rank(H(L)) with rank(H(Ystart)) and

rank(H(Yend)) (see Section 5.6.4).

5.6 Experiments

The efficiency of the proposed structured rank minimization methods is evaluated on synthetic

data corrupted by sparse, non-Gaussian noise (Section 5.6.1), as well as on real-world data with

applications to: i) conflict intensity prediction (Section 5.6.2), ii) valence-arousal prediction

(Section 5.6.3), and iii) tracklet matching (Section 5.6.4). For the case of dynamic behavior

analysis experiments on real-world data, for the first two tasks, the framework described in

Section 5.5.1 is employed, while for the last we utilize the framework described in Section 5.5.2.

Aside from the proposed methods, five structured minimization methods are also examined,

namely HRM2 [70], SVD-free [203], SRPCA [11], IHTLS [54], and SLRA [134] (see further

details on these methods in Table 5.1). For all experiments presented in our paper, a grid

search is employed to tune the parameter λ of the proposed methods or any other parameters

of the compared methods that need tuning. Tuning is performed by following an out-of-sample

evaluation, that is, the last portion of the training frames is withheld for validation and the

best-performing model is used for testing. Specifically, the last 2r training observations, with r

defined in Section 5.3, are kept out for validation in all our experiments.

5.6.1 Experiment on Synthetic Data

In the experiments presented in this section, the efficiency of the proposed method (5.12) is

evaluated on synthetic data corrupted with sparse, non-Gaussian noise. In order to generate

Hankel matrices of given rank n, we follow the methodology proposed in [169], that is, T

outputs y(t) of an autonomous stable LTI system of order n are generated by applying the

2The Dual AGP algorithm in [70] is used.
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following formula

y(t) =
n∑
k=1

ztk , t = 1, 2, . . . , T , (5.31)

where zk appear in pairs of conjugate numbers so that the observationsy(t) are real numbers.

It follows naturally that a M × N Hankel matrix Y = H(y) = H1,1,M,N (y) with y derived

according to (5.31) has rank equal to n [169]. Subsequently, sparse, non-Gaussian noise

η ∈ R1×T is added to the original signal y, with the non-zero entries following the Bernoulli

model with probability ρ = 0.2, as in [32]. The final corrupted signal is formed as ỹ = y + η,

with the corresponding noisy Hankel matrix Ỹ = H(ỹ) being full-rank.

In what follows, the efficiency of various structured rank minimization methods in recon-

structing the noiseless system outputs y(t), t = 1, 2, . . . , T , by finding a low-rank approximation

Ŷ = H(ŷ) given the noisy Hankel matrix Ỹ, is experimentally assessed in various scenarios.

The reconstruction error, for both the noiseless observations y and the noise η, is measured in

terms of relative reconstruction error as follows.

err(s, ŝ) =
‖s− ŝ‖
‖s‖

, (5.32)

with s denoting the original signal and ŝ denoting the estimated signal by the algorithm.

Experiment with varying system orders. Herein, experiments are conducted for various

orders of the LTI system generating the ‘clean’ data, as described above. Specifically, the

system order n is varied in {6, 12, 18}. For each value of n the experiment is repeated 10

times, that is, for 10 different output trajectories y ∈ R1×T computed by randomly selecting

the complex coefficients in (5.31). For the proposed model, Algorithm 1 is used and the

following combinations are examined for the p and q values corresponding to the Schatten p-

and `q-norm, respectively: (p, q) ∈ {(1, 1), (0.9, 0.9), (0.5, 0.5), (0.1, 0.1)}. The methods HRM,

SVD-free, SRPCA, IHTLS, and SLRA (listed in Table 1) are also evaluated for comparison.

For each method, results are reported in terms of minimum reconstruction error err(y, ŷ)

computed according to (5.32). Performance is also evaluated in terms of reconstruction error

for the noise signal err(η, η̂) and the Pearson Correlation Coefficient (COR) measured between

the noiseless observations y and the reconstructed outputs ŷ.

Tables 5.2a, 5.2b and 5.2c contain the results obtained by the various methods for system

order n = 6, n = 12 and n = 18, respectively. Specifically, mean and standard deviation values

of the reconstruction errors err(y, ŷ) and err(η, η̂) and the COR values computed over the 10

trials of each experiment are reported. The mean values of the estimated system order (rank

of Ŷ = H(ŷ)), number of iterations and execution time are also reported. Firstly, we observe
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Table 5.2: Recovery results obtained by the proposed method and the compared methods corresponding
to system order a) n = 6, b) n = 12 and c) n = 18. Results are reported in terms of mean values over
10 repetitions of the experiment, while standard deviation values are reported inside parentheses.

(a) System order n = 6

Method err(y, ŷ) err(η, η̂) COR Order Iter Time

HRM 0.630 (0.161) 0.259 (0.119) 0.773 (0.145) 8 (2.3) 49 ( 32) 0.008 ( 0.005)

SVD-free 0.894 (0.181) 0.365 (0.167) 0.809 (0.169) 1 (0.4) 905 (301) 0.448 (0.162)

SRPCA 0.922 (0.142) 0.372 (0.137 ) 0.677 (0.492) 7 (2.1) 101 (16) 0.030 (0.004)

IHTLS 0.629 (0.301) 0.267 (0.177) 0.810 (0.203) 2 (0.5) 41 (42) 0.011 (0.011)

SLRA 0.612 (0.292) 1.094 (0.085) 0.816 (0.190) 1 (0.5) 33 (23) 0.002 (0.002)

ours (p = 1, q = 1) 0.395 (0.218 ) 0.173 (0.137) 0.900 (0.093) 6 (2.2) 90 (10) 0.016 (0.002)

ours (p = 0.9, q = 0.9) 0.313 (0.232) 0.141 (0.136) 0.926 (0.079) 5 (3.2) 130 (17) 0.026 (0.003)

ours (p = 0.5, q = 0.5) 0.299 (0.220) 0.129 (0.141) 0.933 (0.066) 6 (2.7) 215 (90) 0.047 (0.014)

ours (p = 0.1, q = 0.1) 0.233 (0.218) 0.107 (0.132) 0.952 (0.061) 5 (1.8) 217 (19) 0.043 (0.004)

(b) System order n = 12

Method err(y, ŷ) err(η, η̂) COR Order Iter Time

HRM 0.692 (0.234 ) 0.205 (0.097) 0.637 (0.352) 10 (7.5) 57 (31) 0.022 (0.012)

SVD-free 0.942 (0.104) 0.273 (0.077) 0.634 (0.343) 2 (0.7) 703 (478 ) 0.544 (0.378)

SRPCA 0.655 (0.211) 0.181 (0.051) 0.848 (0.167) 6 (2.6) 102 (7) 0.064 (0.004)

IHTLS 0.719 (0.299) 0.217 (0.120) 0.616 (0.35)9 1 (0.5) 50 (43) 0.042 (0.030)

SLRA 0.832 (0.355) 1.071 (0.060) 0.416 (0.500) 1 (0.4) 58 (40) 0.006 (0.005)

ours (p = 1, q = 1) 0.414 (0.333) 0.120 (0.096) 0.813 (0.278) 6 (3.1) 107 (4) 0.042 (0.002)

ours (p = 0.9, q = 0.9) 0.365 (0.338) 0.103 (0.097) 0.856 (0.213) 6 (1.8) 148 (8) 0.063 (0.004)

ours (p = 0.5, q = 0.5) 0.333 (0.363) 0.094 (0.105) 0.863 (0.199) 5 (2.2) 210 (24) 0.089 (0.011)

ours (p = 0.1, q = 0.1) 0.341 (0.298) 0.111 (0.094) 0.859 (0.250) 13 (3.0) 181 (91) 0.088 (0.047)

(c) System order n = 18

Method err(y, ŷ) err(η, η̂) COR Order Iter Time

HRM 0.780 (0.238) 0.216 (0.108) 0.483 (0.364) 8 (8.9) 87 (39) 0.063 (0.031)

SVD-free 0.889 (0.203) 0.242 (0.107) 0.567 (0.301) 1 (0.5) 619 (493) 0.789 (0.648)

SRPCA 0.626 (0.238) 0.160 (0.065) 0.752 (0.247) 8 (3.7) 107 (10) 0.127 (0.023)

IHTLS 0.945 (0.309) 0.247 (0.093) 0.479 (0.390) 2 (1.6) 41 ( 36) 0.082 (0.056 )

SLRA 0.958 (0.263) 1.082 (0.057) 0.471 (0.354) 2 (3.1) 65 (39) 0.012 (0.009)

ours (p = 1, q = 1) 0.572 (0.312) 0.151 (0.088) 0.723 (0.269) 6 (4.7) 108 (10) 0.076 (0.009)

ours (p = 0.9, q = 0.9) 0.552 (0.322) 0.144 (0.087) 0.736 (0.273) 6 (3.0) 154 (8) 0.133 (0.028)

ours (p = 0.5, q = 0.5) 0.534 (0.327) 0.141 (0.088) 0.739 (0.239) 6 (3.0) 154 (8) 0.133 (0.028)

ours (p = 0.1, q = 0.1) 0.524 (0.346) 0.135 (0.091) 0.744 (0.241) 6 (4.1) 223 (9) 0.171 (0.021)

that the non-convex instances of the proposed method, i.e., when p, q < 1, consistently account

for the most accurate reconstruction of both the clean signal, in terms of both reconstruction
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error and correlation, as well as the recovery of the sparse noise.

In most cases, the performance is improved when smaller values for p and q are chosen

for the proposed model. Secondly, all the compared methods (HRM, SVD-free, SRPCA,

IHTLS and SLRA) achieve much lower performance in terms of all the three metrics employed.

Furthermore, it is worth noting that, in the scenarios corresponding to orders n = 12 and

n = 18, SRPCA recovers the noise more accurately than the HRM, SVD-free, IHTLS and

SLRA. This is expected since the former is the only method amongst the compared ones

that is robust to sparse, non-Gaussian noise. It is also worth mentioning that the system

order pertaining to the recovered observations varies significantly amongst different methods.

Amongst the different instances of the proposed method, this variation is much smaller, with

the only exception being the result obtained by our method with (p, q) = (0.1, 0.1) for the

case n = 12. Regarding the number of iterations, which varies largely across methods, we

observe that the non-convex instances of the proposed method require a larger amount of

iterations to converge, as compared to the convex instance (p = q = 1). However, even in the

scenario of order n = 18, the best-performing instance of the proposed method (p = q = 0.1)

needs 223 iterations in average to converge. Finally, the execution times corresponding to the

best-performing, non-convex instances of the proposed method in all three experiments are

comparable to those accounted for by even convex compared methods, such as SRPCA.

In Fig. 5.2, characteristic signal reconstruction results, as produced by all the different variants

of the proposed method as well as the compared methods, are illustrated for a trajectory of

synthetic outputs corresponding to a system of order n = 6. The noisy observations ỹ, which are

the given data to the structured minimization methods, are depicted in each graph along with

the original ‘clean’ observations y and their reconstruction ŷ obtained by the corresponding

method. The error err(y, ŷ) in recovering the noiseless observations is reported for each method

in the corresponding sub-caption. In Fig. 5.3, the corresponding noise reconstruction results

obtained by each method are shown for the same example as that of Fig. 5.2.

By inspecting Fig. 5.2, we notice that the lowest reconstruction errors amongst all methods

are obtained by the non-convex instances of the proposed method, which perform similarly

to one another and better than the convex instance (p = q = 1). The former manage to

perfectly fit the noiseless observations, with the only significant deviations taking place for

the data points corresponding to t ∈ {1, 3, 6}. Instead, the reconstructed signals produced by

the compared methods show considerable divergence from the original noiseless observations

for most of the samples. Poor performance is exhibited even for SRPCA, despite its design

offering robustness to sparse non-Gaussian noise.
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The susceptibility of the compared methods to sparse, gross corruptions becomes more evident

by observing the corresponding noise reconstruction results in Fig. 5.3. It is immediately

apparent that all compared methods fail to recover the noise, as the recovered noise is far from

sparse and largely deviates from the original noise signal. Even the noise signal recovered by

SRPCA, which is the only out of the compared methods that is robust to gross noise, is only

relatively sparse for the second half of the observations with the recovery of the noise in the first

half being rather poor. Instead, the non-convex instances of the proposed method, especially

those corresponding to p = q = 0.5 and p = q = 0.1, succeed in recovering a noise signal that is

mostly sparse and also fits accurately the magnitude of the original corruptions. As a matter

of fact, by observing Fig. 5.3h and Fig. 5.3i, one can see that all noise entries except for those

lying at the entries t ∈ {1, 3, 6} are perfectly recovered, with the rest of the recovered noise

signal elements correctly estimated to be zero. On the other hand, the reconstructed noise

signal obtained by the convex variant of the proposed method (p = q = 1), despite being mostly

sparse, differs significantly from the original noise signal at the entries where the noise occurs.

Empirical convergence analysis. In this experiment, the convergence of the proposed

method is assessed by employing various types of initialization. To this end, we employ

synthetic data corrupted with sparse, non-Gaussian noise, generated similarly to the previous

experiment. We clarify here that the only variable that needs to be initialized in Algorithm 1,

except for the Lagrange multipliers, is the matrix L. All other variables are calculated in the

1st iteration of the ADMM loop according to the respective updates.

The proposed solver is executed using the following three types of initialization, namely,

‘original signal’: L[0] = 1.1ỹ, ‘zeros’: L[0] = 0, ‘gaussian’: L[0][t] ∼ N (0, 1) , t = 1, 2, . . . , T ,

where ỹ denote the noisy system outputs constructed as in the previous experiments and

N (0, 1) denotes the normal distribution. For each type of initialization, the values of the primal

objective (‖N‖pSp
+ λ ‖E‖qq) and the primal residual (‖M−L−E‖F ) are plotted as a function

of the iteration index in Fig. 5.4. Here M = ỹ denotes the given noisy data and L = ŷ the

reconstruction. These plots enable us to demonstrate the convergence of the proposed solver.

Note that for the last initialization scenario, the experiment is repeated 10 times. and the

average convergence curve is plotted.

By inspecting both graphs, it is evident that all three initializations lead to similar convergence

behavior in the sense that both the primal objective and the primal residual are non-increasing

after the first few iterations. However, by initializing the algorithm using the scaled version of

the original signal (L[0] = 1.1ỹ) the primal objective attains smaller values than the other two

types of initialization. This justifies our choice of initialization as L[0] = 1.1ỹ in the proposed
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(a) HRM (err=0.570) (b) SVD-free (err=0.903)

(c) SRPCA (err=0.820) (d) IHTLS (err=0.710)

(e) SLRA (err= 0.710) (f) ours (p = 1, q = 1) (err=0.544)

(g) ours (p = 0.9, q = 0.9) (err=0.509) (h) ours (p = 0.5, q = 0.5) (err= 0.492)

(i) ours (p = 0.1, q = 0.1) (err=0.502)

Figure 5.2: (Better viewed in color). Signal reconstruction results as obtained by the different variants
of the proposed method as well as the compared methods for an instance of the experiment on synthetic
data corresponding to system order n = 6. The trajectories of noiseless and noisy observations are
plotted along with the reconstruction of the former by each method on each respective graph.
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(a) HRM (err=0.496) (b) SVD-free (err=0.786)

(c) SRPCA (err=0.713) (d) IHTLS (err=0.614)

(e) SLRA (err= 1.260) (f) ours (p = 1, q = 1) (err=0.473)

(g) ours (p = 0.9, q = 0.9) (err=0.443) (h) ours (p = 0.5, q = 0.5) (err= 0.428)

(i) ours (p = 0.1, q = 0.1) (err=0.437)

Figure 5.3: (Better viewed in color). Noise reconstruction results corresponding to the same experiment
as that of Fig. 5.2, as obtained by the different variants of the proposed method as well as the compared
methods. The trajectories of original noise signal and its reconstruction are plotted on each respective
graph.
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(a)

(b)

Figure 5.4: (Better viewed in color). Empirical convergence analysis results for 3 different initializations
of the proposed solver (Algorithm 1 with (p, q) = (0.5, 0.5)) illustrated for the reconstruction of synthetic
data corresponding to system order n = 6. The graphs illustrated are plots of the value of (a) the Primal
Objective ‖N‖pSp

+ λ ‖E‖qq, and (b) the Primal Residual ‖M− L−E‖F of the proposed method (5.12),
with the iteration index. Note that M = ỹ denotes the given noisy data and L = ŷ the reconstruction in
this experiment. The different initializations of the matrix L in Algorithm 1 correspond to the following
scenarios: {‘multiple’: L[0] = 1.1ỹ, ‘zeros’: L[0] = 0, ‘gaussian’: L[0][t] ∼ N (0, 1) , t = 1, 2, . . . , T
(mean value over 10 repetitions)}, where T denotes the number of observations.

algorithms.

5.6.2 Conflict Intensity Prediction

In this section, we address the problem of continuous conflict intensity prediction based on

the visual modality only. To the best of our knowledge, the presented experiments constitute

the first work that i) addresses continuous conflict intensity prediction through a dynamic

modeling framework (as opposed to frame-by-frame classification or regression), and ii) uses

visual features only.
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Figure 5.5: Three sample snapshots from the CONFER dataset, corresponding to dyadic conversations
of two guests in conflict.

Data. Video excerpts from live political debates from the CONFER Database, presented in

Chapter 4, are utilized. Only episodes from the Set two of the database involving exactly two

interlocutors are considered herein. The temporal resolution of the video stream is 25 frames

per second. For each sequence, the corresponding CCA-derived annotation normalized to [0, 1],

is used as ground truth for conflict intensity. Three sample snapshots from the CONFER

Database are depicted in Fig. 5.5.

Features & Experimental Protocol. For visual feature extraction, we use the Gauss-

Newton Deformable Part Model in [215] for facial landmark detection, which when combined

with a person-specific face detector produces very accurate results [39], to detect 49 fiducial

facial points in each frame of an input video for each of the two interactants. The points

are subsequently globally registered, using a 2-D non-reflective similarity transformation with

respect to 4 reference points (centers of the eyes, center of the nose and top of the nose), to

remove the effects of head translation, scale and in-plane rotation. This way, yaw and pitch

pose angles, which are expected to be informative in terms of conflict, are retained in the

shape configuration. Finally, Principal Component Analysis (PCA) is used at each frame to

reduce dimensionality for the points of each speaker to 7, based on the components collectively

accounting for 98% of the total variance.

The dynamic behavior prediction framework described in Section 5.5.1 is applied separately

for each sequence used in the experiments of this section. During training, the stacked feature

vectors corresponding to the two interlocutors are used as inputs ut at each time frame t of

the training set (t ∈ [0, Ttrain − 1]), while the ground truth is used as output yt of a LTI

system. The goal is to predict the output ŷt (conflict intensity) for each frame of the sequence

(t ∈ [0, T − 1]), based on the learned system parameters and the respective inputs (features).

For our experiments, 43 non-overlapping segments have been extracted from the 73 available

episodes of the Set two, based on the following condition: they are at least 400 frames long,

so that the predictive capability of the proposed framework can be evaluated on long temporal
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segments portraying frequent conflict intensity fluctuations and conflict escalation/resolution.

The resulting subset of clips has a mean and standard deviation of duration of 804 frames and

561 frames, respectively, and corresponds to 22 subjects. For each of the 43 video sequences,

the first P = 60% of the frames are used for training, while the remaining frames are used

for testing. This choice establishes a subjects-dependent experimental setting. It is worth

mentioning that the experimental setting is challenging given that the proposed framework

learns temporal behavioral patterns related to conflict escalation/resolution, which vary largely

among different persons and contexts, from a single dyadic interaction with average duration of

about 19 seconds. This is in contrast to relying on a large set of training instances containing

multiple interactants exhibiting conflicting behavior in various contexts.

For the proposed model (5.12), the following combinations are examined for the p

and q values corresponding to the Schatten p- and `q-norm, respectively: (p, q) ∈
{(1, 2), (1, 1), (0.9, 0.9), (0.5, 0.5), (0.1, 0.1)}. The scalable Algorithm 5 is also used for this

experiment, with the dimension of the column space of Q in (5.26) set to K = 10. The

convergence parameters ε1 and ε2 are set to 10−4 and 10−7, respectively. For each sequence, 150

values, logarithmically spaced in the interval [10−3, 1] are examined for the tuning of parameter

λ in Algorithms 4 and 5. Similarly, a suitable grid search is conducted to tune the parameters

of the compared methods. For details on methods to which we compare, see Table 5.1.

For evaluation, the Pearson Correlation Coefficient (COR) is used, measured between the

ground truth yt (mean over the 10 annotations) and the predicted output ŷt on the test set

frames (t ∈ [Ttrain, T − 1]) of each sequence. Motivated by recent works on predictive analysis

of human behavior [136, 101], we choose to also report the Intra-Class Correlation Coefficient

(ICC) [202]. Similarly to the experiments presented in Chapter 4, we employ the coefficient

ICC(3,1) that corresponds to the case “Each target is rated by each of the same k judges, who

are the only judges of interest” [202]. For each sequence and method, the ICC(3,1) (henceforth

denoted by ICC) is calculated by considering the ‘method’ and the ‘mean annotator’ as the

only ‘judges’ of interest and the conflict intensity values for the test set frames as ‘targets’

in the definition above. To obtain a ‘human’ baseline ICC result, i.e., a measure of ‘level of

consistency amongst 10 humans in measuring conflict intensity’, we also compute the ICC

amongst the 10 annotations for the test frames of each sequence. The average value of the

inter-annotator ICC, denoted by ICCh, over all 43 sequences, was found ICCh=0.740. Finally,

note that each method is separately optimized in terms of each metric.

Results & Discussion. Results in terms of mean value of COR and ICC over all 43

sequences are reported in Table 5.3 for all methods examined. For details on methods to which
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Table 5.3: Conflict intensity prediction results in terms of COR and ICC, averaged over all 43 sequences
used from the CONFER dataset. Averaged values for the resulting system order and execution time
(Time: secs per frame × 100) are also shown for each (COR-optimized) structured rank minimization
method. For details on methods to which we compare, see Table 5.1.

Method Order Time COR ICC

HRM 12 0.08 0.630 0.748

SVD-free 3 0.02 0.005 0.492

SRPCA 14 1.12 0.491 0.721

IHTLS 6 7.77 0.724 0.775

SLRA 7 1.34 0.637 0.708

ours (p = 1, q = 2) 4 0.22 0.565 0.762

ours (p = 1, q = 1) 5 0.26 0.771 0.817

ours (p = 0.9, q = 0.9) 6 0.35 0.800 0.824

ours (p = 0.5, q = 0.5) 7 0.59 0.805 0.811

ours (p = 0.1, q = 0.1) 9 0.70 0.801 0.822

ourssc (p = 1, q = 2) 4 0.19 0.671 0.772

ourssc (p = 1, q = 1) 5 0.26 0.789 0.813

ourssc (p = 0.9, q = 0.9) 6 0.34 0.788 0.827

ourssc (p = 0.5, q = 0.5) 5 0.68 0.781 0.815

ourssc (p = 0.1, q = 0.1) 5 0.83 0.806 0.833
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we compare, see Table 5.1. The values of the resulting LTI system order and execution time

(Time: secs per frame × 100) for the respective best-performing structured rank minimization

solution are also reported, again averaged over all sequences3. As can be seen, the proposed

methods outperform all methods that are compared to, in terms of both COR and ICC. The

second-best-performing method in terms of both metrics is IHTLS, with all remaining methods

yielding lower scores. Results obtained by the scalable Algorithm 5 (denoted by ourssc) are on

par with those yielded by Algorithm 4. As a matter of fact, the best overall performance in

terms of both metrics is achieved by the scalable algorithm with p = q = 0.1. Furthermore,

the non-convex instances of the proposed methods (5.12) and (5.26) (p, q < 1) yield superior

performance, as compared to that obtained by the convex model instances (p, q = 1 and

p = 1, q = 2). These results indicate that the dynamic model learned with the non-convex

instances explain better the observed data thus providing a better estimate for the system

order than that learned with the convex instances. This may be attributed to the relaxation

gap entailed by replacing the rank and `0-norm with the Schatten p- and `q-norm, respectively,

is tighter than that entailed by convex approximations. Also, it is interesting to observe that

the choice q = 2, which corresponds to a Frobenius-norm based fitting measure, consistently

results in the lowest performance amongst the values examined for the `q-norm. Presumably,

this is due to the susceptibility of the corresponding fitting measures to gross, sparse noise [90].

Regarding run time efficiency, it is worth noting that the execution time accounted for by the

best-performing variant of the proposed methods (ourssc with p = q = 0.1) is close to a degree

of magnitude smaller than that of the best-performing out of the compared methods (IHTLS).

As expected, execution time increases as p and q values move closer to zero. Moreover, the

high COR and ICC scores achieved by the proposed methods are accompanied by low values

for the resulting system orders (e.g., n ∈ [4, 6] for ourssc). This property is crucial for both

the generalizability and execution time efficiency of the overall predictive framework.

Notably, IHTLS, HRM and the proposed methods lead to an average ICC which is higher

than the mean inter-annotator ICCh of 0.740. This means that these methods, which were

trained using the ‘mean annotator’ annotations, have learned the trend of the ‘mean annotator’

exceptionally well and were able to reproduce the trend accurately. This clearly demonstrates

the suitability of these methods for modeling the human behavior analysis task at hand (i.e.,

conflict intensity prediction).

Effect of the training set size on prediction accuracy. The results reported in Table 5.3

correspond to using the first P = 60% of each sequence’s frames for training (structured rank

3The Order and Time values reported correspond to the COR-optimized methods.
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Figure 5.6: Average correlation (COR) values plotted as a function of the training set percentage, for
the conflict intensity prediction experiment on the CONFER dataset with varying training size. For
details on methods to which we compare, see Table 5.1. Results for the proposed method (5.12) were
obtained by using Algorithm 4 with p = q = 0.1.

minimization and LTI system learning) and the remaining frames for predicting the respective

conflict intensity values. To investigate how the choice of the portion of frames used for training

affects the predictive capability of the structured rank minimization-based framework, we vary

the training set percentage P in {30%, 40%, 50%, 60%, 70%} of the sequence length. The test

set percentages vary also according to 100-P . The resulting training (test) set sizes, averaged

over all 43 sequences, are 240, 322, 402, 483, 563 (559, 482, 401, 321, 241) frames, respectively.

For this experiment, the proposed method with p = q = 0.1 is examined along with the same

five compared methods, while performance is evaluated in terms of the COR metric only. For

details on methods to which we compare, see Table 5.1.

A graph that shows the COR values (averaged over all sequences) obtained for each percentage

P by the various methods4 is illustrated in Fig. 5.6. The proposed method consistently

outperforms the compared methods in all five scenarios. The second-best-performing method is

SLRA and IHTLS for P in {30%, 40%, 50%} and P in {60%, 70%}, respectively. The superiority

of the proposed method over the compared methods for this experiment is more evident in the

cases where 30% or 40% of the frames are used for training; the discrepancy in performance

achieved by the proposed method and SLRA reaches 0.117 and 0.126 in absolute COR terms,

respectively. Overall, in most of the cases, a higher COR value is achieved by all methods

when more data are used for training. For our method, the obtained COR values increase

4COR values obtained by the SVD-free method are omitted from this discussion, as they were much lower
compared to the other methods.
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(a) oursp=1
q=1 – 30%

(COR=0.777)
(b) oursp=1

q=1 – 40%
(COR=0.738)

(c) oursp=1
q=1 – 50%

(COR=0.860)
(d) oursp=1

q=1 – 60%
(COR=0.844)

(e) oursp=1
q=1 – 70%

(COR=0.910)

(f) oursp=0.1
q=0.1 – 30%

(COR=0.914)
(g) oursp=0.1

q=0.1 – 40%
(COR=0.841)

(h) oursp=0.1
q=0.1 – 50%

(COR=0.863)
(i) oursp=0.1

q=0.1 – 60%
(COR=0.928)

(j) oursp=0.1
q=0.1 – 70%

(COR=0.983)

(k) HRM – 30%
(COR=0.061)

(l) HRM – 40%
(COR=0.221)

(m) HRM – 50%
(COR=0.108)

(n) HRM – 60%
(COR=0.904)

(o) HRM – 70%
(COR=0.989)

(p) IHTLS – 30%
(COR=0.916)

(q) IHTLS – 40%
(COR=0.860)

(r) IHTLS – 50%
(COR=0.790)

(s) IHTLS – 60%
(COR=0.756)

(t) IHTLS – 70%
(COR=0.955)

(u) SRPCA – 30%
(COR=-0.020)

(v) SRPCA – 40%
(COR=-0.105)

(w) SRPCA – 50%
(COR=0.880)

(x) SRPCA – 60%
(COR=0.839)

(y) SRPCA – 70%
(COR=0.966)

Figure 5.7: (Better viewed in color). Conflict intensity prediction results for a single sequence of the
CONFER dataset, as produced by the proposed method ((p, q) ∈ {(1, 1), (0.1, 0.1)}), HRM, IHTLS and
SRPCA for different portions of frames used for training (reported as percentages in the sub-captions
along with the respective COR). For details on methods to which we compare, see Table 5.1. In each
graph, the curve designated by ‘yid’ (‘yv’) corresponds to the training (test) predictions, while the
third, solid-line curve corresponds to the ground truth annotations (mean over 10 ratings). The test set
predictions have been normalized to the range [0,1] for better visualization.
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strictly monotonically with P , reaching COR = 0.834 at P = 70%.

In Fig.5.7, conflict intensity predictions, as obtained by the proposed method ((p, q) ∈
{(1, 1), (0.1, 0.1)}), HRM, IHTLS and SRPCA for a sequence of the CONFER dataset, are

illustrated along with the ground truth annotations as line plots for the various training set

percentages examined. The COR values obtained are also shown in the respective sub-captions.

As can be seen, the test sequence in question establishes a challenging scenario, since it involves

instances of both conflict escalation and resolution, either short- or long-term. One can easily

notice that for all scenarios the trends of conflict intensity along the test frames are accurately

predicted by the non-convex instance of the proposed method (p = q = 0.1), while the convex

model instance (p = q = 1) yields smaller COR values in all five cases examined. The former

achieves a COR value as high as 0.914 (Fig. 5.7f) for a total of 604 test frames when trained on

just the first 30% of the sequence (260 frames). In the same scenario, IHTLS performs similarly,

while other methods such as HRM and SRPCA yield COR values that lie just above or below

zero, respectively. The various compared methods exhibit different patterns in performance

as the amount of video frames used for training increases. For instance, IHTLS outperforms

the other methods when less training data are used (30% and 40%) while SRPCA and HRM

show a dramatic increase in performance at the point where 50% and 60% of the video frames

are employed for training, respectively. The effectiveness of IHTLS in the scenarios involving

less training data for the sequence in question is as expected. IHTLS is more likely to find

a local approximation for the ‘low-complexity’ temporal dynamics of the first portion of the

sequence that be low-rank and hence a simpler, more generalizable system than the convex,

nuclear-norm based methods SRPCA and HRM, since the former searches for the desired rank

iteratively starting from rank 1 [54]. Finally, as expected, the highest COR values obtained

overall correspond to the highest training percentage of 70% and are similar across all methods.

5.6.3 Valence and Arousal Prediction

In this section, the efficiency of the proposed dynamic behavior analysis framework is validated

on the problem of continuous prediction of valence and arousal based on visual features only.

As explained in Section 2.2, Valence (how positive or negative the affect is) and Arousal (how

excited or apathetic the affect is) are the latent dimensions that are most widely used to measure

emotional experience, since they are considered to encapsulate most of the affect variance [113].

In this chapter, we address continuous prediction of valence and arousal using visual features

only. Motivated by evidence suggesting that valence and arousal exhibit high correlation [164],

we treat them in a joint framework, that is, as outputs generated by the same LTI system.
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Figure 5.8: Example images from the SEMAINE database portraying three subjects from Session 46
(left), 82 (middle), and 94 (right).

Data. The SEMAINE database [138], which contains audio-visual recordings of emotionally

colored conversations between a human and an operator, is employed. The operator plays the

role of an avatar and, depending on the choice of the latter, acts assuming one of 4 distinct

personalities (happy, gloomy, angry or pragmatic). Since the goal of the operator is to elicit

emotional reactions by the user, naturalistic dyadic conversations are developed, which are

suitable for spontaneous affect analysis. Each video has been recorded at 50 frames per second,

and has been annotated frame by frame by six raters in terms of real-valued valence and arousal

ranging from -1 to 1. A subset of SEMAINE, containing 40 sequences that are at least 3000

frames (∼ 1min) long from a total of 10 subjects, is used. For each sequence, the mean values

of valence and arousal annotations over the six ratings are utilized as ground truth. Three

sample video frames corresponding to three different users from the SEMAINE database are

depicted in Fig. 5.8.

Features & Experimental Protocol. The Active Appearance Model-based tracker [153],

which performs simultaneous tracking of 3D head pose, lips, eyebrows, eyelids and irises in

videos, is employed to extract facial features. For each frame, 113 2D characteristic facial

landmarks are obtained. To ensure that only expression-related information is retained in

the feature representation, we use the tracker’s estimates of 3D head pose values to remove

pose angles. Scale and translation effects are subsequently removed from the 226 coordinates

of the pose-normalized points, according to the procedure described for the experiment in

Section 5.6.2. Finally, dimensionality reduction is performed by means of PCA. Again, 98%

of the total energy is retained resulting to a 12-dimensional feature vector.

For each of the 40 sequences, the framework described in Section 5.5.1 is employed for

continuous valence and arousal prediction. Only the first 3000 frames are considered for each

sequence. The experimental protocol is similar to that established for the conflict intensity

prediction experiment. The first 2000 frames of each sequence are used for training, while

the remaining 1000 frames (∼ 20 secs) are used for V-A prediction. For this experiment, the

visual feature vectors are used as inputs and the V-A values are used as outputs. Predictive
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performance for both valence and arousal is assessed again by means of both COR and ICC. To

facilitate the evaluation and discussion with respect to each of the affect dimensions, we choose

to optimize each method separately for each dimension and performance metric. For details

on methods to which we compare, see Table 5.1. For the proposed method, only Algorithm 4

is examined in this experiment. The mean value over all 40 sequences of the inter-annotator

ICCh, calculated amongst the six available ratings, was found to be ICC V
h=0.778 for valence

and ICCA
h=0.893 for arousal, respectively. The higher inter-annotator reliability for arousal is

expected in the case of the SEMAINE data due to the three interlinked facts: (i) the majority of

SEMAINE annotated data relate to high aroused emotions, (ii) the annotators were presented

with audio-visual recordings to be annotated, and (iii) the arousal is better recognized when

audio modality is available [195, 15].

Results & Discussion. Valence and arousal prediction results, in terms of mean value of

COR and ICC over all 40 SEMAINE sequences, are reported in Table 5.4 for all methods

examined. For details on methods to which we compare, see Table 5.1. Mean values for the

resulting system order and execution time (Time: secs per frame × 100) are also reported5.

As can be seen, the best performance, in terms of both metrics, is obtained by the proposed

method, for both valence and arousal prediction. The second-best-performing method in terms

of COR (ICC) is HRM (SLRA) for both affect dimensions. Overall, valence and arousal are

predicted with similar accuracies by almost all the methods. Again, the non-convex instances

of the proposed method (p, q < 1) account for significant performance boost over convex model

instances (p, q = 1 and p = 1, q = 2), yet accompanied by an increase in model complexity

and execution time. Still, in most of the cases the proposed method results in systems of

lower-complexity, as compared to those accounted for by the remaining methods. Regarding

execution time, the various methods achieve comparable performances, with the exception of

IHTLS that is much slower for this experiment, probably due to the increased dimensions of

the data Hankel matrices.

Finally, it is worth noting that the inter-annotator ICCV
h for valence is exceeded by HRM,

SLRA and our method, whereas no method furnishes an ICC value greater than ICCA
h for

arousal. This result is exactly as expected. Namely, as explained above, in the case of the

utilized SEMAINE data, human annotators were presented with audio-visual (rather than

visual-only) recordings when they were conducting the annotation. The presence of audio

data does not affect the human performance in recognition of valance, but it does affect the

recognition of arousal – arousal is better recognized when audio cues are available to humans to

5The Order and Time values reported correspond to the COR-optimized methods.
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Table 5.4: Valence (Val.) and Arousal (Ar.) prediction results in terms of COR and ICC, averaged
over all 40 sequences used from the SEMAINE dataset. Averaged values for the resulting system
order (Val. and Ar.), and execution time (Time: secs per frame × 100) (Val.) are also shown for each
(COR-optimized) structured rank minimization method. For details on methods to which we compare,
see Table 5.1.

Method
Order Time COR ICC

Val. Ar. Val. Val. Ar. Val. Ar.

HRM 19 17 1.49 0.812 0.794 0.805 0.801

SVD-free 2 3 0.46 -0.024 0.001 0.504 0.412

SRPCA 16 21 5.95 0.771 0.743 0.774 0.765

IHTLS 10 9 121.14 0.727 0.739 0.739 0.734

SLRA 14 15 4.46 0.737 0.728 0.830 0.823

ours (p = 1, q = 2) 5 6 3.80 0.834 0.818 0.823 0.819

ours (p = 1, q = 1) 8 7 4.56 0.844 0.838 0.835 0.835

ours (p = 0.9, q = 0.9) 8 8 6.32 0.851 0.842 0.828 0.824

ours (p = 0.5, q = 0.5) 9 9 9.43 0.857 0.871 0.821 0.830

ours (p = 0.1, q = 0.1) 13 13 12.27 0.866 0.869 0.837 0.824

rely on [15]. Hence, while automated methods like HRM and our methods are highly suitable

for modeling human behavior analysis tasks at hand (i.e., valence intensity prediction), they

could not learn the trends of the ‘mean annotator’ well enough for the case of arousal intensity

prediction, because these were relying on audio data unavailable to the tested automated

methods.

5.6.4 Tracklet matching

In this section, the efficiency of the proposed method is evaluated on the task of multi-

object/person tracking from detection, alternatively called tracklet matching. The goal is

to identify targets in the visual stream across occlusions from a set of given detections.

This application serves to demonstrate that the proposed framework (i) is capable of robustly

distinguishing motion dynamics corresponding to different targets in visually cluttered scenarios,

aside from modeling appearance and shape dynamics in videos of human faces, and (ii) can

operate as an unsupervised learning algorithm based on the assumption of an output-only
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linear dynamical system generating the sequential observations (frame-by-frame object/person

detections in our case).

Data. Experiments are conducted on the recently published Similar MultiObject Tracking

(SMOT) dataset [54], which consists of 8 videos6showing multiple targets with identical or very

similar appearance. For each video, the provided hand-labeled detections for the targets appear-

ing in each frame are employed. Overall, the task is challenging due to the presence of multiple

targets, long trajectories, object occlusions and crossings, missing data and camera motion.

Features & Experimental Protocol. We follow the tracklet matching framework proposed

in [54], which is based on a Generalized Linear Assignment (GLA) Problem. Thus, given N

tracklets (trajectories of system outputs) {Y(1),Y(2), . . . ,Y(N)}, GLA solves

max
K

N∑
i=1

N∑
j=1

pijkij

s.t.

N∑
i=1

kij ≤ 1 ;

N∑
j=1

kij ≤ 1 ; kij ∈ {0, 1} ,

(5.33)

where K is an adjacency matrix, with kij = 1 denoting that Y(i) is the predecessor of Y(j),

and P is a similarity matrix given by

pij =


−∞ if Y(i) and Y(j) conflict

rank(H(Y(i))) + rank(H(Y(j)))

min
Ȳj

i
rank(H(Y(ij)))

− 1 otherwise,
(5.34)

with Y(ij) = [Y(i) Ȳj
i Y(j)] being the joint tracklet of detections, padded with zeros at the

entries of the tracklet Ȳj
i of missing data. Hence, the critical point of the aforementioned al-

gorithm is the solution of the low-rank Hankel matrix completion problem min
Ȳj

i
rank(H(Y(ij)))

in (5.34). This is solved according to the framework described in Section 5.5.2, in which the un-

derlying LTI system is assumed to be autonomous and the data Hankel matrices are composed

of the respective outputs (2D tracking point coordinates).

Two experimental scenarios are considered, similarly to [54]. In the first experiment, false pos-

itives are increased by injecting uniformly distributed false detections with percentage varying

as [0%, 10%, . . . , 50%]. In the second scenario, false negatives are increased by removing, again

uniformly, true detections with percentage varying as [0%, 6%, . . . , 30%]. For each scenario,

61. slalom (three skiers), 2. juggling (3-ball juggling scene), 3. acrobats, 4. seagulls, 5. TUD-Campus
(pedestrians), 6. TUD-Crossing (pedestrians), 7. crowd (from the crowd UCF dataset), 8. balls (bouncing
identical ping pong balls).
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Table 5.5: Tracklet matching results, in terms of MOTA (Eq. (5.35)), on the SMOT dataset for each
experimental scenario. For each noise type, the results are averaged over 6 noise levels, with each of
the latter examined 10 times. Average execution time (Time: secs per frame) accounted for by each
structured rank minimization method is also shown. For details on methods to which we compare, see
Table 5.1.

Method
False Positives False Negatives
Time MOTA Time MOTA

HRM 0.202 0.9749 0.419 0.8687

SVD-free 0.033 0.9602 0.023 0.8422

SRPCA 0.104 0.9734 0.200 0.8812

IHTLS 0.174 0.9799 0.334 0.8712

SLRA 0.051 0.9646 0.230 0.7731

ours (p = 1, q = 2) 0.113 0.9733 0.249 0.8591

ours (p = 0.5, q = 2) 0.169 0.9745 0.277 0.8826

ours (p = 0.1, q = 2) 0.211 0.9779 0.311 0.8880

the experiment is repeated 10 times for each noise level, and the average performance over the

60 runs is reported. The same five methods used for comparison in the previous experiments

are examined. For details on methods to which we compare, see Table 5.1. For the proposed

method, Algorithm 4 is used, with the weight matrix W in (5.12) formed by setting its entries

corresponding to the ‘missing’ tracklet Ẏj
i to zeros and all remaining entries to ones. Various val-

ues are examined for the parameters, that is, (p, q) ∈ {(1, 2), (0.5, 2), (0.1, 2)} and λ ∈ {10−6, 5 ·
10−6, 10−5, . . . , 103}, for each video and noise level. The convergence parameters ε1 and ε2 in

Algorithm 4 are set to 10−7. For all methods examined, a Frobenius-norm based fitting measure

is adopted (q = 2 for the proposed method). This experimental choice was motivated by pre-

liminary experiments, in which it was observed that the use of sparsity promoting norms for ap-

proximation error resulted in trivial solutions when a large amount of missing data was involved.

For evaluation, the MOTA measure [17] is used, which is given by

MOTA = 1−
∑

t (fnt + fpt +mmt)∑
t gt

, (5.35)

where fnt, fpt, mmt and gt denote the false positives, false negatives, mismatches and ground

truth detections for frame t, respectively.
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(a) MMR (false positives)

(b) MMR (false negatives)

Figure 5.9: Tracklet matching results, as obtained by the proposed method (p = 0.1, q = 2) and the

various compared methods, in terms of MissMatch Ratio MMR =
∑

t (mmt)∑
t gt

plotted as a function of

noise level for the (a) false positives and (b) false negatives scenario, respectively.

Results & Discussion. Tracklet matching results in terms of the MOTA measure – averaged

over all 8 videos, noise levels and experiment runs – are reported for each scenario in Table 5.5.

For details on methods to which we compare, see Table 5.1. Run time performance (Time:

secs per frame) of each respective algorithm, averaged similarly, is also reported. Overall,

performance varies less amongst different methods for the false positives case, as compared to

the false negatives case. This can be partially ascribed to the former case corresponding to a

less demanding task of tracklet matching, since it involves a smaller amount of missing data.

The proposed method performs similarly to IHTLS in terms of MOTA for both experimental

scenarios, with the difference in performance for all 8 videos calculated as not statistically

significant according to a paired ttest. All remaining methods achieve lower scores. The

computational efficiency of the proposed method (p = 0.1, q = 2) is comparable to that

accounted for by the best-performing amongst the compared methods, for both scenarios.

Similarly to the previous experiments, the convex instance of our method (p = 1, q = 2)
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(a) frame 87 (b) frame 127 (c) frame 140

Figure 5.10: (Better viewed in color). Tracklet matching results, as produced by the proposed method
(Algorithm (4) with p = 0.1, q = 2), illustrated on three frames of the crowd sequence from the SMOT
dataset. The estimated trajectory index corresponding to each detection is shown inside a bounding
box. Solid line boxes indicate given detections, while dashed line boxes indicate detections estimated by
our method.

corresponds to a smaller execution time than that of the non-convex instances, albeit to a

poorer performance.

Results in terms of MissMatch Ratio MMR =
∑

t (mmt)∑
t gt

plotted as a function of noise level, as

obtained by the proposed method (p = 0.1, q = 2) and the various compared methods, are shown

separately for the false positives and false negatives scenario in Fig. 5.9. By comparatively

inspecting the two graphs, it is evident that more mismatches consistently occur in the false

negatives scenario for all methods, which is exactly as expected. Also, MMR values vary

slightly across noise levels in the false positives scenario for most methods, while in the most

demanding false negatives scenario mismatches increase at a higher rate with the noise level.

The best-performing methods for both cases are IHTLS and the proposed method, with the

difference in MMR values being statistically insignificant according to a paired ttest for all noise

levels in both cases. On the other hand, the poorest performance for both cases is accounted

for by the SVD-free and SLRA methods.

Tracklet matching results accounted for by the proposed method (p = 0.1, q = 2), shown as

bounding boxes containing the estimated trajectory indices for the corresponding detections,

are depicted on three characteristic frames of the crowd sequence from the SMOT dataset. The

bounding boxes drawn with dashed lines correspond to detections estimated by the proposed

method. One can observe that tracklets have been merged accurately in this challenging

scenario that involves a heavily occluded surveillance scene. It is also worth noting that

trajectory 22 (shown in red box) has been accurately ‘completed’ for frames 127 and 140

(Fig. 5.10b and 5.10c, resp.), despite the intense occlusion occurring at frame 127.
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5.7 Conclusions

A framework for dynamic behavior analysis in real-world conditions was presented in this

chapter. Specifically, the presented framework essentially employs a novel structured rank

minimization method to learn a low-complexity system from time-varying data, in the presence

of gross sparse noise and possibly missing data. By resorting to the ADMM, an efficient

algorithm for the proposed structured rank minimization model along with a scalable version

has been developed. Regarding applications, focus was placed on vision-based conflict intensity

prediction, valence and arousal prediction, and tracklet matching. Extensive experiments on

real-world data drawn from these application domains demonstrate the robustness and the

effectiveness of the proposed framework.

Overall, the predictive framework proposed herein is the first machine learning approach

to dynamic analysis of dimensional affect and behavior in which annotations and features act

as outputs and inputs, respectively, of a low-order linear dynamical system that explicitly

models the latent temporal structure. A robust sequential learning framework was proposed

that explicitly recovers the temporal dynamics from (possibly) grossly corrupted and missing

observations. The optimization problem that is the core of the presented framework (i) can

take both convex and non-convex instances, thus allowing flexibility in the trade-off between

accuracy and computational efficiency, and (ii) can robustly estimate the memory of an

underlying low-order auto-regressive process for the data. The latter is in turn used to learn

an explicit systemic representation of the displayed dynamics, which allows for representation,

categorization and comparison of affective and behavioral displays on the basis of their dynamics.

Most importantly, we demonstrate for the first time that naturalistic human behavior and affect,

manifested by a single person or group of interactants, can be learned and predicted based on a

small amount of person(s)-specific observations, amounting to a duration of just a few seconds.

The proposed learning framework has been primarily designed to address smoothly-varying

dynamic phenomena. However, one could use our modeling paradigm to design extensions

that can achieve more comprehensive and localized both in time and frequency spectral

learning of the displayed dynamics by means of e.g., multi-linear or tensor decomposition. In

this way, one could identify multiple latent auto-regressive components manifested either in

parallel or consecutively in the sequential observations, thus tackling behaviors that involve

distinct, consecutive micro-behaviors or that necessitate more than one co-occurring frequency

components for accurate modeling of their dynamics. Also, one could employ dynamical system

learning in a sliding window approach on sequential data to perform anomaly detection. For

instance, meaningful events could be sought in moments when the corresponding system order
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rises or falls abruptly with respect to the neighboring windows. Another interesting direction

to explore would be to use more sophisticated features for the feature representation stage

compared to the PCA coefficients of facial tracking points employed herein. For instance, one

could employ variational autoencoders [109] or very deep CNN features (e.g., [204]) for the

visual representation learning on each time step and apply our dynamical learning framework

on these. Finally, one could employ the linear dynamical system representations learned for

different behaviors to perform behavior similarity estimation. In other words, one could first

identify a handful of sequences-templates to serve as typical examples of the behaviors of

interest in terms of their dynamics and classify never-before-seen sequences based on the

similarity its systemic representation bears to that of each one of the training behavioral

templates.
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Chapter 6

Conclusion and Future Work
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In this chapter, we provide a summary of the work presented in this thesis highlighting the

most significant research outcomes stemming from our study. We also identify areas of our

research that can be improved upon, thus offering valuable insights for future directions based

on our findings.

6.1 Thesis Summary

We have presented here our work on robust machine learning methods for human face, affect

and behavior analysis. Our contributions have been with respect to both static and dynamic

modeling of facial, affective and behavioral attributes in data captured under real-world,

unconstrained conditions. For the latter problem, we have also contributed in terms of

providing a new dataset suitable for analyzing subtle, spontaneous expressions of a social

attitude in continuous time.

In Chapter 2 we reviewed existing machine learning approaches to static face analysis and

dynamic behavior and affect analysis as well as databases of dyadic or multi-party social

interactions. A method for recovering mutually incoherent and structured components in

still face images, relying on discriminant information as well as structure-inducing norms

on the facial aspects, was presented in Chapter 3. A dictionary-based framework that uses

the extracted components corresponding to facial attributes such as facial identity, facial
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expression and AU activation, to jointly address interrelated multi-label classification tasks

for static face analysis, was also presented. By conducting experiments on four datasets, we

discovered that the proposed learning algorithm is i) robust in recovering low-dimensional

components associated with facial attributes in images corrupted by gross noise (e.g., non-

uniform illumination, contiguous occlusion) and ii) efficient in recognizing the attributes in a

variety of settings, namely joint face and expression recognition, face recognition under varying

percentages of training data corruption, subject-independent expression recognition, and action

unit detection. Overall, the proposed Discriminant Incoherent Component Analysis (DICA)

constitutes a robust framework that can generalize to classification of any number or type of

labeled affective or behavioral attributes that manifest themselves in the visual stream through

specific structures associated with mutually incoherent modes of variation.

Having identified a gap in the literature which is the lack of databases annotated in terms

of dimensional descriptions of social behavior in continuous time, we released the Conflict

Escalation Resolution (CONFER) Database to facilitate social, cognitive and computer science

studies on a preeminent social attitude, namely interpersonal conflict arising in naturalistic

dyadic or multi-party conversations. The CONFER Database, which we presented in Chapter 4,

is the first audio-visual database to have been annotated on a frame-by-frame basis in terms

of dimensional rather than categorical characterizations of a social attitude. To establish a

research platform for continuous-time and dimensional social behavior recognition, we went

one step further by using the CONFER Database to conduct the first systematic experimental

study on continuous-time conflict intensity estimation. In our experiments, the effectiveness of

various audio and visual features and fusion of them as well as classifiers was evaluated for

the problem at hand. Our findings validated previous evidence suggesting the importance of

the temporal aspect in recognizing spontaneous human affect and behavior and brought into

view the limitations of existing machine learning classifiers in capturing temporal dependencies

when assigned the task of modeling affect and social behavior at a finer granularity.

Motivated by the desire to describe the inherent dynamic structure of human affect and

behavior manifested in real-world scenarios, we steered the bulk of our research efforts into

devising a model that can explicitly model the temporal dynamics of affective and behavioral

displays. We approached this problem on the basis of the natural assumption that continuous-

time annotations characterizing the temporal evolution of smoothly-varying affect or behavior

phenomena can be viewed as outputs of a low-complexity linear dynamical system when

behavioral cues (features) act as system inputs. The dynamic behavior analysis framework

presented in Chapter 5 robustly learns the system describing this latent auto-regressive process.
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This is achieved by a novel structured rank minimization method for linearly (Hankel)-structured

data matrices which, unlike existing methods, can accurately estimate the most crucial hidden

variable, that is, the memory of this system, in the presence of grossly corrupted features and

annotations and (possibly) partially missing data. Having learned this dynamical system from

the training observations, unknown future values of dimensional affect or behavior (system

outputs) manifested in a video sequence can be predicted by applying the system equations for

the respective features (system inputs).

Aiming to evaluate the generalizability and effectiveness of the predictive framework proposed

in Chapter 5 in challenging scenarios, we conducted extensive experiments on three distinct

dynamic behavior analysis tasks, namely (i) conflict intensity prediction, (ii) prediction of

valence and arousal, and (iii) multi-(object/person) tracking from detection. In the first two

tasks, our method was evaluated as a supervised learning algorithm in recovering the functional

mapping of behavioral cues to real-valued annotations of affect and behavior, while in the last

task it was assigned the role of an unsupervised learning model in distinguishing dynamics

corresponding to motion trajectories of different objects/persons in visually cluttered scenarios.

All three tasks were posited as frame-by-frame regression problems, consisting of predicting

future values or ‘completing’ missing intermediate values characterizing human affect, behavior

or motion from a small amount of observations captured under ‘in-the-wild’ conditions. Our

experimental findings serve as a testament to a compelling research achievement in an era

where ‘big data’ is regarded as a prerequisite for the efficiency of a machine learning model.

Specifically, we demonstrated for the first time that complex human behavior and affect,

manifested by a single person or group of interactants, can be learned and predicted based on

small training sets of person(s)-specific observations, amounting to a duration of just a few

seconds.

6.2 Future Work

There are numerous possible extensions of this work with respect to both the conceptual

platform on the basis of which analysis of high-level affective displays and social behaviors

should be posited as well as the assets with which machine learning paragons should be endowed

to approach these tasks in a principled and efficient manner. In what follows, we list directions

that merit most attention for future investigation.

First of all, we regard as indispensable the need for the release of bigger and better datasets

comprising data that are (i) captured in real-world, ‘in-the-wild’ rather than laboratory
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conditions based on handy rather than intrusive acquisition devices (e.g., mobile devices)

and (ii) annotated rigorously by multiple experts in terms of spontaneous rather than posed

expression of affective and social internal states. In view of the multi-modal nature of human

affect and behavior signals, the datasets should include sensory information from multiple

modalities so as to facilitate the deployment of multi-modal interfaces. On the other hand,

human assessments of affect and behavior should also encapsulate contextual and temporal

information which is regarded as crucial in the human and machine perception of the relevant

subtle, highly-ambiguous cues. Motivated by our findings on automatic analysis of a social

attitude, namely conflict, we argue that the social signal processing community should imitate

the affective computing community in investing more research efforts in establishing dimensional

rather than categorical descriptions of social signals and behaviors to goad the development of

temporal modeling paradigms for the relevant problems. To this end, effective annotation tools

should be developed to ensure that continuous, real-time annotations devoid of meaningless

artifacts be generated with the minimum amount of effort from the human raters. Finally,

more sophisticated annotation fusion techniques should be devised to reduce the noise effects

naturally incurred by the process of combining multiple human characterizations of elusive

human affect and behavior phenomena into a single ground truth annotation.

Modeling naturalistic human affect and behavior based on real-world data and erratic human

annotations unavoidably comes with the expense of having to deal with various types of noise

that can be unbounded in magnitude and having a random support in the measurement domain,

thus rendering the assumption of a Gaussian model unrealistic. The presence of such outlying

measurements can lead to solutions that are arbitrarily skewed from the desired solution and

thus be detrimental to the performance achieved by classical machine learning approaches

based on least squares estimation techniques. Hence, it becomes evident that applications such

as face recognition facial expression recognition under contiguous occlusion and non-uniform

illumination or recognition of social signals and behaviors in multi-party conversations involving

extreme head pose angles and abrupt head, hand and body movements, necessitate machine

learning models that be robust to such gross but sparse noise. In this light, robustifying existing

approaches or employing robust statistics and optimization techniques to design new robust

models should be considered as one of the top priorities of research in machine analysis of

naturalistic human non-verbal behavior.

Regarding static face analysis, which is one of the two main application domains with which

this thesis has dealt with, we strongly believe that multiple future research avenues can have

as a starting point the Discriminant Incoherent Component Analysis (DICA) presented in
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Chapter 3. In particular, we have seen that discriminant dictionary learning and sparsity-

based recognition can serve as the main premises for the construction of an efficient, in

terms of both accuracy and computational load, unified learning framework that can jointly

address intertwined classification tasks of labeled facial attributes such as facial identity, facial

expression and activation of AUs. Future research could investigate the appropriateness of

alternative structures for the extraction of class-specific components related to other type

of facial attributes such as pose and illumination in a supervised manner as well as extend

the DICA to the temporal dimension, building on tensor rather than matrix decomposition.

Overall, ideas stemming from multi-task learning techniques could be applied to couple the

DICA with deeper, hierarchical architectures for the concurrent extraction of multiple, spatial

and temporal, components in video sequences capturing different aspects of spatio-temporal

(not just facial) human behavior.

Regarding dynamic affect and behavior analysis, we maintain that designing classifiers that

can explicitly model the temporal dynamics of non-verbal cues through which spontaneous

emotion and social behavior, characterized by means of dimensional descriptions, is manifested

in longer temporal intervals should be a top priority in the fields of affective computing

and social signal processing. More research efforts should be invested on devising classifiers

that can capture the hidden temporal structures, the synergy of multi-modal cues, and the

contextual information collectively signifying expressions of affective and social behavior internal

states displayed in data acquired under real-world conditions. The dynamic behavior analysis

framework presented in Chapter 5 can serve as a leading exemplar for the development of

automated frameworks capable of explicitly modeling temporal dynamics so as to address

dimensional affect and behavior analysis in continuous-time from small training sets, viewed as

a frame-by-frame regression problem rather than a sequence classification problem.

Various extensions to our dynamic affect and behavior analysis framework could be explored

in order to endow it with the aforementioned desirable properties. A natural extension would

be to equip it with the ability to recover a latent auto-regressive process describing highly

correlated temporal patterns of affect and behavior from various modalities, thus allowing it

to perform efficient model-level feature fusion for multi-modal settings. Furthermore, ideas

from factor analysis, tensor/multi-linear decomposition and source separation techniques could

be exploited in order to enable our method to decouple components describing affect- and

behavior-related temporal dynamics from components encoding contextual information related

to e.g., the identity or culture of person exhibiting an observed behavior or the stimulus that

caused it, in naturalistic, multi-party conversations. This property, aside from enhancing the
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accuracy of the our framework in highly context-dependent scenarios, could facilitate research

in social and cognitive studies targeting social role recognition and causality detection in social

interactions such as those arising in group meetings. On the other hand, we have seen that our

method can accurately learn a dynamical system describing the continuous-time annotations

characterizing person(s)-specific behavior or affect as outputs when behavioral cues (features)

act as system inputs from a single image sequence. Extending the proposed structured rank

minimization method, which is the core of this learning framework, so that it can learn such

a system from multiple sequences of different length portraying the same or even different

subjects, would have numerous benefits. First of all, this extension would make it possible for

our method to learn templates of prototypic subject(s)-dependent or subject(s)-independent

observed behaviors, which could be used for various applications such as behavioral biometrics,

personality recognition or group behavior and crowd analysis, respectively, to mention but

a few. Moreover, learning grammars of dynamic affect and behavior from multiple image

sequences and describing them explicitly in terms of the parameters of linear dynamical systems,

could open numerous possibilities for measuring behavior similarity. In other words, by using

metric learning techniques one could directly compare the learned systems to identify the

match/mismatch or the degree of similarity between two behavior prototypes or instances. This

way, one could use this approach to distinguish triple jump from long jump or ball dribbling

from ball shooting for sports video analytics, to identify early signs of depression in an observed

individual or to measure similarity in the responses of different individuals to machine-mediated

communication in the work environment. Finally, another fascinating research avenue would

be to use ideas inspired by the recent success of generative adversarial networks to combine

our system learning method with a generative neural network-based model where the space of

system parameters would act as the feature domain for both classifiers. A clear advantage of

this combined model would be its straightforward capability of learning systems from multiple

sequences as well as of generating new, synthetic instances of the same dynamical system.

It would be interesting to explore the discriminative power and data generating ability of

such unified adversarial learning framework as compared to generative- or discriminative-only

learning approaches, such as those employed in this thesis.

6.3 Epilogue

We hope that we have revealed new research avenues, provided valuable insights and inspired

eagerness for machine analysis of spontaneous affect and behavior. Our research journey

convinced us that endowing machines with emotional and social competence necessitates
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robust, scalable and interpretable models that can efficiently capture latent contextual and

temporal regularities in the observed affective and behavioral displays. We hope that the

machine learning techniques presented in this thesis have enlightened crucial aspects of this

modeling paradigm and will constitute the alpha for its future advancement.
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Appendix A

Appendices

A.1 Solution of Problem (3.8)

Let us consider the problem (3.8). In this step of ADMM, we are minimizing w.r.t. V(i) at

iteration t, with {U(i)}nc
i=1, {V(j)[t]}j 6=i, and O kept fixed. Let us re-write the problem for

clarity of presentation:

V(i)[t+ 1] = arg min
V(i)

L(V(i),Y[t], µ[t])

= arg min
V(i)

λ(i)‖V(i)‖(·) + η
∑
i 6=j
‖V(i)V(j)T ‖2F

+
µ[t]

2
‖X−

nc∑
i=1

U(i)V(i)XS(i) −O + µ[t]−1Y[t]‖2F

= arg min
V(i)

λ(i)‖V(i)‖(·) + f(V(i))

(A.1)

The minimizer (A.1) consists of a non-smooth term, induced by a norm function ‖·‖(·), and a

smooth, twice differentiable term described by the function f . It can easily be proved that the

gradient ∇f is Lipschitz-continuous.

By linearizing f in the vicinity of the current point V(i)[t], and by exploiting the Lipschitz-
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continuity of ∇f , we obtain the following equivalent problem

min
V(i)

λ(i)‖V(i)‖(·) + f(V(i)[t])

+ tr
(
∇f(V(i)[t])T (V(i) −V(i)[t])

)
+
L

2
‖V(i) −V(i)[t]‖2F

(A.2)

where L > 0 is an upper bound on the Lipschitz constant of ∇f . Problem (A.2) is re-written

as

min
V(i)

λ(i)‖V(i)‖(·) +
1

2
‖V(i) − (V(i)[t]− 1

L
∇f(V(i)[t])‖2F (A.3)

Having expressed the minimizer in this form, we now directly apply the SVT (shrinkage)

operator, in case the nuclear- (`1-) norm is chosen for the first term of (A.3). For the nuclear

norm, the solution is given by

V(i)[t+ 1]← Sλ(i)/L

[
V(i)[t]− 1

L
∇f(V(i)[t])

]
, (A.4)

whereas for the `1-norm the solution is given by

V(i)[t+ 1]← Dλ(i)/L

[
V(i)[t]− 1

L
∇f(V(i)[t])

]
(A.5)

The gradient ∇f(V(i)[t]) is computed as

∇f(V(i)[t]) =
(
−µ[t]U(i)[t]T

)(
X−

nc∑
i=1

U(i)[t]V(i)[t]XS(i)

−O[t] + µ[t]−1Y[t]

)
XT
S(i) + 2η

∑
j 6=i

V(j)[t]TV(j)[t] ,

(A.6)

whereas an upper bound on the Lipschitz constant of ∇f is given by

L = 1.02λmax

[
µ[t]XS(i)X

T
S(i) + 2η

∑
j 6=i

V(j)[t]TV(j)[t]

]
(A.7)

The respective closed-form solutions are obtained by substituting (A.6) and (A.7) into (A.4)

or (A.5).
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and Marc Schröder. ’feeltrace’: An instrument for recording perceived emotion in real

time. In ISCA tutorial and research workshop (ITRW) on speech and emotion, 2000. 8

[49] Gabriela Csurka. Domain adaptation for visual applications: A comprehensive survey.

arXiv preprint arXiv:1702.05374, 2017. 90

[50] Yuchao Dai and Hongdong Li. Rank minimization or nuclear-norm minimization: Are

we solving the right problem? In International Conference on Digital lmage Computing:

Techniques and Applications (DlCTA), pages 1–8. IEEE, 2014. 99, 100

[51] Navneet Dalal and Bill Triggs. Histograms of oriented gradients for human detection.

In IEEE Conference on Computer Vision and Pattern Recognition (CVPR), volume 1,

pages 886–893, 2005. 67

[52] Fernando De La Torre and Michael J Black. A framework for robust subspace learning.

International Journal of Computer Vision, 54(1-3):117–142, 2003. 4, 17

149



Bibliography

[53] Oscar Déniz, M Castrillon, J Lorenzo, L Anton, and Gloria Bueno. Smile detection for

user interfaces. In Advances in Visual Computing, pages 602–611. Springer, 2008. 3, 23,

26, 70, 92

[54] Caglayan Dicle, Octavia Camps, Mario Sznaier, et al. The way they move: tracking

multiple targets with similar appearance. In IEEE International Conference on Computer

Vision (ICCV), pages 2304–2311, 2013. 30, 97, 110, 124, 128

[55] Chris Ding, Ding Zhou, Xiaofeng He, and Hongyuan Zha. R 1-pca: rotational invariant l

1-norm principal component analysis for robust subspace factorization. InInternational

Conference on Machine Learning, pages 281–288. ACM, 2006. 17, 22

[56] Tao Ding, Mario Sznaier, and Octavia Camps. A rank minimization approach to fast

dynamic event detection and track matching in video sequences. In IEEE Conference on

Decision and Control (CDC), pages 4122–4127, 2007. 30, 110

[57] Tao Ding, Mario Sznaier, and Octavia Camps. Receding horizon rank minimization

based estimation with applications to visual tracking. In IEEE Conference on Decision

and Control (CDC), pages 3446–3451, 2008. 30, 110

[58] Tao Ding, Mario Sznaier, Octavia Camps, et al. A rank minimization approach to video

inpainting. In IEEE International Conference on Computer Vision (ICCV), pages 1–8,

2007. 30

[59] Piotr Dollár, Vincent Rabaud, Garrison Cottrell, and Serge Belongie. Behavior recognition

via sparse spatio-temporal features. In Joint IEEE International Workshop on Visual

Surveillance and Performance Evaluation of Tracking and Surveillance, pages 65–72,

2005. 23, 92

[60] David L Donoho. For most large underdetermined systems of linear equations the

minimal 1-norm solution is also the sparsest solution. Communications on pure and

applied mathematics, 59(6):797–829, 2006. 7, 17, 18, 45, 100

[61] P Ekman, WV Friesen, and JC Hager. Facial action coding system. Salt Lake City:

Research Nexus eBook, 2002. 7, 14

[62] Paul Ekman. Darwin, deception, and facial expression. Annals of the New York Academy

of Sciences, 1000(1):205–221, 2003. 26

150



Bibliography

[63] Rana El Kaliouby and Peter Robinson. Real-time inference of complex mental states from

facial expressions and head gestures. In Real-time vision for human-computer interaction,

pages 181–200. Springer, 2005. 3, 9, 28
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