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Abstract

Given the threat of re-identification in our growing
digital society, guaranteeing privacy while providing
worthwhile data for knowledge discovery has become
a difficult problem. k-anonymity is a major technique
used to ensure privacy by generalizing and suppress-
ing attributes and has been the focus of intense re-
search in the last few years. However, data mod-
ification techniques like generalization may produce
anonymous data unusable for medical studies because
some attributes become too coarse-grained. In this
paper, we propose a priority driven k-anonymisation
that allows to specify the degree of acceptable dis-
tortion for each attribute separately. We also define
some appropriate metrics to measure the distance and
information loss, which are suitable for both numeri-
cal and categorical attributes. Further, we formulate
the priority driven k-anonymisation as the k-nearest
neighbor (KNN) clustering problem by adding a con-
straint that each cluster contains at least k tuples.
We develop an efficient algorithm for priority driven
k-anonymisation. Experimental results show that the
proposed technique causes significantly less distor-
tions.
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1 Introduction

Agencies and other organizations often need to pub-
lish microdata, e.g. medical data or census data,
for research and other purpose. However, if indi-
viduals can be uniquely identified in the microdata
then their private information (such as their medical
condition) would be disclosed, and this is unaccept-
able. To avoid the identification of records in mi-
crodata, uniquely identifying information like names
and social security numbers are removed from the ta-
ble. Unfortunately, simply removing unique identi-
fiers (e.g., names or phone numbers) from data is not
enough, as individuals can still be identified when ex-
ternal data is linked to de-identified data, by using
a combination of non-unique attributes such as age
and postcode. Such non-unique attributes are often
called quasi-identifiers (QIDs).

A recent study estimated that 87% of the popula-
tion of the United States can be uniquely identified
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“linking attack” using the seemingly innocuous at-
tributes gender, date of birth, and 5-digit zip code
(Sweeney 2000). To avoid linking attacks, Sama-
rati and Sweeney (Samarati 2001, Sweeney 2002a)
proposed a privacy principle called k-anonymity. It
works by replacing a QID value with a more general
one, such that the generalized QID values of each tu-
ple are made identical to at least k − 1 other tuples
in the anonymized table. This generalization process
trades-off data utility for privacy protection. To illus-
trate this, consider Tables 1. Table 1(c) is a possible
2-anonymous view of Table 1(a). Here, queries such
as “how many people live in an area with a postcode
between 4350 and 4353 are male?” can no longer be
answered accurately, and it is also more difficult to in-
fer sensitive disease information about the individuals
contained in the table.

Although the idea of k-anonymity is conceptu-
ally straightforward, the computational complexity of
finding an optimal solution for the k-anonymity prob-
lem has been shown to be NP-hard, even when one
considers only cell suppression (Aggarwal et al. 2005,
Meyerson &Williams 2004, Sun et al. 2008b). The k-
anonymity problem has recently drawn considerable
interest from research community, and a number of
algorithms have been proposed (Bayardo et al. 2005,
Fung et al. 2005, Leferve et al. 2005, Sweeney 2002b,
Sun et al. 2008a). Current solutions, however, suffer
from high cost of information loss mainly due to re-
lying on pre-defined generalization hierarchies (Fung
et al. 2005, Leferve et al. 2005, Sweeney 2002b, Sun
et al. 2008a) or total order imposed on each attribute
domain (Bayardo et al. 2005). A more general view
of k-anonymisation is clustering with a constraint of
the minimum number of objects in every cluster (Ag-
garwal et al. 2006, Byun et al. 2006). A number
of methods approach identity protection by cluster-
ing (Agrawal 2001, Aggarwal 2005). However, these
methods are applicable to numerical attributes only.
A recent work (Domingo-Ferrer et al. 2005) extends a
clustering-based method (Domingo-Ferrer et al. 2002)
to ordinal attributes, but it does not deal with at-
tributes in hierarchical structures.

In this paper, we propose a priority driven k-
anonymisation that allows to specify the degree of ac-
ceptable distortion for each attribute separately. We
also define some appropriate metrics to measure the
distance and information loss, which are suitable for
both numerical and categorical attributes. Further,
we formulate the priority driven k-anonymisation as
the k-nearest neighbor (KNN) clustering problem by
adding a constraint that each cluster contains at least
k tuples. We develop an efficient algorithm for pri-
ority driven k-anonymisation. Experimental results
show that the proposed technique causes significantly
less distortions.
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Gender Age Pcode Problem
male middle 4350 stress
male middle 4350 obesity
male young 4351 stress

female young 4352 obesity
female old 4353 stress
female old 4353 obesity

Gender Age Pcode Problem
male middle 4350 stress
male middle 4350 obesity
* young 435* stress
* young 435* obesity

female old 4353 stress
female old 4353 obesity

Gender Age Pcode Problem
* middle 435* stress
* middle 435* obesity
* young 435* stress
* young 435* obesity
* old 435* stress
* old 435* obesity

Table 1: (a) Left: a raw table. (b) Middle: a 2-anonymous table by local recoding. (c) Right: a 2-anonymous
view by global recoding.

2 Preliminary Definitions

The objective of k-anonymisation is to make every tu-
ple of privacy-related attributes in a published table
identical to at least k − 1 other tuples. As a result,
no privacy-related information can be easily inferred.
For example, young people with stress and obesity
are potentially identifiable by their unique combina-
tions of gender, age and postcode attributes in Table
1(a). To preserve their privacy, we may generalize
their gender and postcode attribute values such that
each tuple in attribute set {Gender, Age, Postcode}
has two occurrences. The view after the generaliza-
tion is listed in Table 1(b).

Definition 1 A quasi-identifier(QID) attribute set is
a set of attributes in a table that potentially reveal pri-
vate information, possibly by joining with other tables.
A QI-group of a table with respect to the QID attribute
set is the set of all tuples in the table containing iden-
tical values for the QID attribute set.

For example, the attribute set {Gender, Age, Post-
code} in Table 1(a) is a QID and Tuples 1 and 2 in
Table 1(b) form a QI-group with respect to this QID
since their corresponding values are identical. Ta-
ble 1(a) potentially reveals private information of pa-
tients (e.g. young patients with stress and obesity).
If the table is joined with other tables, it may reveal
more information of patients’ disease history. Nor-
mally, the QID set is understood by domain experts.

Definition 2 (k-anonymity) A table is called k-
anonymous with respect to a QID if the size of every
QI-group with respect to the QID set is at least k.

k-anonymity requires that every occurrence within
an attribute set has the frequency at least k. For
example, Table 1(a) does not satisfy 2-anonymity
property since tuples male, young, 4351 and female,
young, 4352 occur only once. Table 1(b) is a 2-
anonymous view of Table 1(a) since the size of all
QI-group with respect to the QID is 2.

Another objective for k-anonymisation is to min-
imize distortions. A table may have more than one
k-anonymous views, but some are better than others.
For example, we may have another 2-anonymous view
of Table 1(a) as in Table 1(c). Table 1(c) loses much
more information than Table 1(b).

In the literature of k-anonymity problem, there
are two main models. One model is global recoding
(Fung et al. 2005, Leferve et al. 2005, Sweeney 2002a,
Samarati 2001), while the other is local recoding (Ag-
garwal et al. 2005, Sweeney 2002b). Here, we assume
that each attribute has a corresponding conceptual
generalization hierarchy or taxonomy tree. A lower
level domain in the hierarchy provides more details
than a higher level domain. For example, Postcode
4350 is a lower level domain and Postcode 435* is a
higher level domain. We assume such hierarchies for
numerical attributes too. In particular, we have a hi-
erarchical structure defined with {value, interval, *},
where value is the raw numerical data, interval is the
range of the raw data and * is a symbol represent-
ing any values. Generalization replaces lower level

domain values with higher level domain values. For
example, Age 27, 28 in the lower level can be replaced
by the interval (27-28) in the higher level. Examples
of global and local recoding are shown in Table 1(b)
and Table 1(c).

Definition 3 ((Li et al. 2006)) Let h be the height
of a domain hierarchy, and let levels 1, 2, · · · , h− 1,
h be the domain levels from the most general to most
specific, respectively. Let the weight between domain
level j − 1 and j be predefined, denoted by wj,j−1,
where 2 ≤ j ≤ h. When a cell is generalized from level
p to level q, where p > q. The weighted hierarchical
distance of this generalization is defined as:

WHD(p, q) =

∑p
j=q+1 wj,j−1∑h

j=2 wj,j−1

In the following, we discuss two simple but typical
schemes to define wj,j−1.

(1). Uniform Weight: wj,j−1 = 1 (2 ≤ j ≤ h)
This is the simplest scheme where all weights are

equal to 1. In this scheme, WHD is the number of
steps a cell being generalized over all possible gener-
alization steps. For example, let birth date hierarchy
be {D/M/Y, M/Y, Y, 10Y, C/Y/M/O, *}, where 10Y
stands for 10-year interval and C/Y/M/O for child,
young, middle age and old age. WHD from D/M/Y to
Y is WHD(6,4)=(1+1)/5=0.4. In gender hierarchy,
{M/F, *}, WHD from M/F to * is WHD(2,1)=1/1=1.
This means that the distortion caused by the gener-
alization of five cells from D/M/Y to Y is equivalent
to the distortion caused by the generalization of two
cells from M/F to *.

(2). Height Weight: wj,j−1 = 1
(j−1)β (2 ≤ j ≤ h,

β ≥ 1).
For a fixed β, the intuition of this scheme is

that the generalization near to the top should give
greater distortion compared with the generalization
far from the top. Thus, we formulate the height
weight scheme, where the weight near to the top is
larger and the weight far from the top is smaller. For
example, consider a hierarchy: {D/M/Y, M/Y, Y,
10Y, C/Y/M/O, *} for birth date. Let β = 1. WHD
from D/M/Y to M/Y is WHD(6,5)=(1/5)/(1/5 +
1/4 + 1/3 + 1/2 + 1) = 0.087. In gender hierarchy
{M/F, *}, WHD from M/F to * is WHD(2,1)=1/1=1.
The distortion caused by the generalization of one cell
from M/F to * in gender attribute is more than the
distortion caused by the generalization of 11 cells from
D/M/Y to M/Y in birth date attribute.

In some cases, attributes should be generalized
only up to a certain degree or not transformed at all.
Otherwise, their values become useless for an applica-
tion domain. Priorities are used to specify the degree
of desired anonymisation of attributes. In some ap-
plications, exact values for a specific attribute may
be favored while the generalization degree of others is
negligible. By specifying priorities the user is able to
determine the degree of generalization and informa-
tion loss s/he is willing to cope with. Attributes with
lower priorities are generalized first while attributes
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Equally Scaled Attribute Priority: PGender = 0, PtextrmPostCode = 0.5, PAge = 1

Figure 1: Generalization Hierarchy with Equally Scaled Attribute Priority

with higher priorities are only generalized when no
other solution may be found. Priorities have values
in the range [0,1]. The most important attribute has
the highest priority value and the differences between
any two consecutive priorities values are determined
by a pre-defined weight w′j,j−1.

Definition 4 (Attribute Priority) A priority
Pj ∈ [0, 1] is assigned to each attribute αj. Suppose
attributes α1, α2, · · · , αm sorted by their priorities,
where α1 is the highest and αm is the lowest one
and let the weight between attribute αj−1 and αj be
predefined, denoted by w′j,j−1, where 2 ≤ j ≤ m.
Then, the priority Pi of attribute αi is defined as:

Pj =
{

1 if j = 1
1− w′j,j−1 · j−1

m−1 if 2 ≤ j ≤ m

We can similarly define w′j,j−1 as wj,j−1. For the
sake of simplicity, in this paper, we discuss the equally
scaled attribute priority, i.e., when w′j,j−1 = 1 (2 ≤
j ≤ m). The following example illustrates the equally
scaled priority values: PGender = 0, PtextrmPostCode =
0.5, PAge = 1. According to this priority scheme,
Gender is generalized first, Postcode next and Age
the last. Because the anonymous solution is obtained
after the generalization of Gender and Postcode, so
no generalization needed for Age. (see Table 1(b)).

Priorities are used to weight the information loss
(distortion) quantifiers of generalized attribute val-
ues. Hence, in the final generalization solution the
information loss for attribute Age should be much
smaller than for attribute Gender. In other words,
attribute Gender might be transformed to a more gen-
eral value than attribute Age, which is the case in our
example.

In the following, we define distortions (information
loss) caused by the generalization of tuples and tables.

Definition 5 (Weighted Tuple Distortions)
Let t = {v1, v2, · · · , vm} be a tuple and
t′ = {v′1, v′2, · · · , v′m} be a generalized tuple of t.
Let level(vj) be the domain level of vj in the attribute
hierarchy of αj and Pj is the attribute priority of αj.
Then, the distortion of this generalization is defined
as:

Distortion(t, t′) =
m∑

j=1

Pj ·WHD(level(vj), level(v′j))

Different from (Li et al. 2006), our distortion func-
tion is the weighted version which specifies the at-
tribute priority. For example, let the weights of
WHD be defined by the uniform weight, attribute
Gender be in hierarchy of {M/F, * } and attribute
Postcode be in hierarchy of {dddd, ddd*, dd**,

d***, * }. PGender = 0, PtextrmPostCode = 0.5,
and PAge = 1 are the equally scaled priority val-
ues. Let t3 be tuple 3 in Table 1(a) and t′3 be tu-
ple 3 in Table 1(b). For attribute Gender, WHD=1.
For attribute Postcode, WHD=1/4=0.25. For at-
tribute Age, WHD=0. Therefore, Distortion(t3,
t′3)=1*0+0.25*0.5+0*1=0.125. Compare with (Li
et al. 2006), our measurement causes less distortion.

Similar with (Li et al. 2006), we can define the
total distortion for the table.

Definition 6 Let T ′ be generalized from table T , tj
be the jth tuple in T and t′j be the jth tuple in T ′.
Then, the distortion of this generalization is defined
as:

Distortion(T, T ′) =
|T |∑

j=1

Distortion(tj , t′j)

where |T | is the number of tuples in T .

From Table 1(a) and (b), Distortion(t1, t′1)
=Distortion(t2, t′2)=Distortion(t5, t′5)=Distortion(t6,
t′6)=0, and Distortion(t3, t′3)=Distortion(t4,
t′4)=0.125. So, the total distortion between the
two tables is Distortion(T ,T ′)=0.125+0.125=0.25.

Definition 7 All allowable values of an attribute
form a hierarchical value tree. Each value is repre-
sented as a node in the tree, and a node has a number
of child nodes corresponding to its more specific val-
ues. Let t1 and t2 be two tuples. tc is the closest
common generalization of t1 and t2 for all attributes
αj (1 ≤ j ≤ m). Then, tc is defined as:

vj
c =

{
vi
1 if vi

1 = vi
2

the closest common ancestor Otherwise

For example, Figure 1 shows a hierarchical struc-
ture with four domain levels. Let t1={male, young,
4351} and t2={female, young, 4352}, then tc={*,
young, 435*}. Now, we define the distance between
two tuples.

Definition 8 Let t1, t2 be two tuples and tc be their
closest common generalization. Then, the distance
between t1 and t2 is defined as:

Dist(t1, t2) = Distortion(t1, tc) + Distortion(t2, tc)

For example, let the weights of WHD be defined
by the uniform weight, attribute Gender and Post-
code be in hierarchy shown in Figure 1. t1={male,
young, 4351} and t2={female, young, 4352}. Then,
tc={*, young, 435*} and Dist(t1,t2)=Distortion(t1,
tc)+Distortion(t2,tc)=0.125+0.125=0.25. We discuss
some properties of the distance metric in the follow-
ing.



Theorem 1 The distance between two tuples t1 and
t2 Dist(t1, t2) satisfies the following properties:

(1)Dist(t1, t1)=0;

(2)Dist(t1, t2)=Dist(t2, t1);

(3)Dist(t1, t3)≤Dist(t1, t2)+Dist(t2, t3)

3 KNN-Clustering Problem

Typical clustering problems require that a specific
number of clusters be found in solutions. However,
the k-anonymity problem does not have a constraint
on the number of clusters; instead, it requires that
each cluster contains at least k tuples. Thus, we pose
the k-anonymity problem as a clustering problem,
referred to as k-Nearest Neighbor(KNN) Clustering
Problem.

Definition 9 (KNN Clustering Problem) The
k-Nearest Neighbor(KNN) Clustering Problem is to
find a set of clusters from a given set of n tuples such
that each cluster contains k (k ≤ n) data points and
that the average intra-cluster distances is minimized.

The distance functions that measure the similar-
ities among data points and the cost function which
the clustering problem tries to minimize are the heart
of every clustering problem. The distance functions
are usually determined by the type of data being clus-
tered, while the cost function is defined by the specific
objective of the clustering problem. In this section,
we describe our distance and cost functions which
have been specifically tailored for the priority driven
k-anonymisation problem.

Distance Function: A distance function in a clus-
tering problem measures how dissimilar two data
points are. As the data we consider in the k-
anonymity problem are person-specific records that
typically consist of both numeric and categorical at-
tributes, we need a distance function that can han-
dle both types of data at the same time. We are
aware that the distance metric Dist() defined in Sec-
tion ?? can deal with both categorical and numeric
attributes, so we introduce a density metric called k-
Nearest Neighbor(KNN) distance which is defined as
follow:

Definition 10 (KNN Distance) Let T be a set of
tuples and t be a tuple in T , and DistK(i)(i =
1, 2, · · · , k) be the minimal k values in all Dist(t,
tj)(1 ≤ j ≤ |T |). Then, the KNN distance of t is
defined as:

DistKNN(t) =
∑k

i=1 DistK(i)
k

where |T | is the number of tuples in T .

Definition 11 (Density) Let DistKNN(t) be the
KNN distance of tuple t ∈ T . Then, the density of t
is defined as:

Density(t) =
1

DistKNN(t)

The smaller the distances between t and other
records around it are, the larger the density of t is.
The tuple (record) with larger density will be made
as a cluster center with high probability because the
cluster has a smaller distortion. Next, we discuss the
cost function which the KNN Clustering Problem.

Cost Function: As the ultimate goal of our cluster-
ing problem is the k-anonymisation of data, we for-
mulate the cost function as in Definition 6 to repre-
sent the amount of distortion (i.e., information loss)
caused by the generalization process. Note that in
the rest of the paper, for a table T , to make the
notions simple, we use Distortion(T ) rather than
Distortion(T ,T ′) to represent the distortion between
T and its generalized form T ′.

As in most clustering problems, an exhaustive
search for an optimal solution of the KNN-clustering
problem is potentially exponential. Since the k-
anonymity problem is shown NP-hard (Aggarwal
et al. 2005, Meyerson &Williams 2004, Sun et al.
2008b), and it is also a special case of priority driven
k-anonymity problem when each attribute has the
same priority, so the priority driven k-anonymity
problem is NP-hard as well. Because of the hard-
ness of the problem, we propose a simple and efficient
density-based clustering algorithm. The idea is as fol-
lows. Given a set T of |T | records, the choice of cluster
center points can be based on the distribution density
of data points. We pick a record t ∈ T whose density
is the maximal and make it as the center of a cluster
C. Then we add k − 1 records which have minimal
distance with t to C. Choose the next cluster cen-
ter and repeat the clustering process until there are
less than k records left. We then iterate over these
leftover records and insert each record into a cluster
with respect to which the increment of the distortion
is minimal.

How to choose the next cluster center is another
important issue when one iteration has finished, be-
cause we consider that the next cluster center is a
record which has the maximal density in remainder
records. The next cluster center is not in the k-
nearest-neighbor records of this center, thus a princi-
ple of choosing the next cluster center is needed.

Definition 12 Let T be a set of records, tC be a cen-
ter of cluster C and t′C be the next cluster center.
The choice of t′C ∈ T \ C must satisfy the follow two
requirements:

Density(t′C) = max{Density(ti), ti ∈ {T \ C}}
Dist(tC , t′C) > DistKNN(tC) + DisKNN(t′C)

As the algorithm finds a cluster with exactly k
records as long as the number of remaining records is
equal to or greater than k, every cluster contains at
least k records. If there remain less than k records,
these leftover records are distributed to the clusters
that are already found. That is, in the worst case,
k − 1 remaining records are added to a single clus-
ter which already contains k records. Therefore, the
maximum size of a cluster is 2k − 1. The total time
complexity is in O(n2).

The focus of most k-anonymity work is heavily
placed on the QID, and therefore other attributes
are often ignored. However, these attributes deserve
more careful consideration. In fact, we want to mini-
mize the distortion of QID not only because the QID
itself is meaningful information, but also because a
more accurate QID will lead to good predictive mod-
els on the transformed table. In fact, the correlation
between the QID and other attributes can be signif-
icantly weakened or perturbed due to the ambiguity
introduced by the generalization of the QID. Thus,
it is critical that the generalization process does pre-
serve the discrimination of classes using QID. Iyen-
gar (Iyengar 2002) proposed the classification metric
(CM) as:

CM =
∑

all rows Penalty(row r)
|T |



Attribute Distinct Values Generalizations Height
Age 74 5-,10-20-year range 5

Work class 8 Taxonomy Tree 3
Education 16 Taxonomy Tree 4
Country 41 Taxonomy Tree 3

Marital Status 7 Taxonomy Tree 3
Race 5 Taxonomy Tree 3

Occupation 14 Taxonomy Tree 2
Gender 2 Suppression 21

Salary class 2 Suppression 1

Table 2: Features of Adult Dataset

where |T | is the total number of records, and
Penalty(row r)=1 if r is suppressed or the class label
of r is different from the class label of the majority in
the QI-group.

Inspired by this, the algorithm is now forced to
choose clusters with the same class label for a record,
and the enforcement is controlled by the row penalty.
We show the results in Section 4 that our modified
algorithm can effectively reduce the cost of classifica-
tion metric without increasing much distortion.

4 Empirical Study

The main goal of the experiments was to inves-
tigate the performance of our approach in terms
of data quality, efficiency. To evaluate our ap-
proach, we also compared our implementation with
another algorithm, namely the median partitioning
algorithm(MPA) proposed in (Leferve et al. 2006).
We conduct the experiments with two type of distor-
tion measurement discussed in Section ??-weighted
hierarchical distance and attribute priority.

In our experiment, we adopted the publicly avail-
able data set, Adult Database, at the UC Irvine
Machine Learning Repository1, which has become
the benchmark for evaluating the performance of k-
anonymity algorithms adopted by (Leferve et al. 2005,
2006, Fung et al. 2005, Sun et al. 2008c). We elimi-
nated the records with unknown values. The resulting
data set contains 45222 tuples. For k-anonymisation,
we considered {age, work class, education, marital
status, occupation, race, gender, and native coun-
try} as the QID. In addition to that, we also retained
the salary class attribute to evaluate the classification
metric (CM). The feature of QIDs is shown in Table
2.

We report experimental results on the Density-
Based Clustering Algorithm(DBCA) and its modifi-
cation to reduce classification error(DBCA:CM) for
data quality and execution efficiency.

Figure 2 reports the Total distortion of the three
algorithms (MPA, DBCA, and DBCA:CM). For in-
creasing values of k. As the figure illustrates, the
DBCA:CM algorithm results in the least distortion
for all k values. Note also that the distortion of DBCA
is very close to the modified DBCA:CM. The superi-
ority of our algorithms over the MPA results from the
fact that the MPA considers the proximity among the
data points only with respect to a single dimension at
each partitioning.

Figure 3 shows the experimental result with re-
spect to the CM metric. As expected, the DBCA:CM
modified to minimize classification errors outperforms
all the other algorithms. Observe that even without
the modification, the DBCA still produces less clas-
sification errors than the MPA for every k value. We
also measured the execution time of the algorithms
for different k values. The results are shown in Fig-
ure 4. Even though the execution time for the DBCA

1available at www.ics.uci.edu/~mlearn/MLRepository.html

is higher than the MPA, we believe that it is still ac-
ceptable in practice as k-anonymisation is often con-
sidered an off-line procedure.

5 Conclusion and Future Work

In this paper, we propose a priority-driven anonymi-
sation technique that allows to specify the degree of
acceptable distortion for each attribute separately.
We define generalization distances between tuples
to characterize distortions by generalizations, which
works for both numerical and categorical attributes.
Further, we propose a density-based clustering tech-
nique to minimize information loss and thus ensure
good data quality. We experimentally show that the
proposed method is more scalable and causes signif-
icantly less distortions than an optimal k-anonymity
method.

In the future work, we focus on two important
extensions. First, we would try to extend this pri-
ority driven anonymisation framework to other pri-
vacy requirements, like (p+, α)-sensitive k-anonymity
(Sun et al. 2008c), l-diversity (Machanavajjhala et al.
2006), (α, k)-anonymity (Li et al. 2006) and t-
closeness (Li et al. 2007), etc, to make it a system-
atic approach. Second, we could like to do more ex-
perimental studies to compare the performance with
other clustering methods (Byun et al. 2006).
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