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Abstract

The Fourier integrals representing linearised disturbances arising from an initially
localised source are evaluated numerically for natural and mixed convection flows
between two differentially heated plates. The corresponding spatio-temporal insta-
bility patterns are obtained for strongly non-Boussinesq high-temperature convec-
tion of air and are contrasted to their Boussinesq counterparts. A drastic change
in disturbance evolution scenarios is found when a large cross-channel temperature
gradient leads to an essentially nonlinear variation of the fluid’s transport properties
and density. In particular, it is shown that non-Boussinesq natural convection flows
are convectively unstable while forced convection flows can be absolutely unstable.
These scenarios are opposite to the ones detected in classical Boussinesq convec-
tion. It is found that the competition between two physically distinct instability
mechanisms which are due to the action of the shear and the buoyancy are respon-
sible for such a drastic change in spatio-temporal characteristics of instabilities. The
obtained numerical results confirm and complement semi-analytical conclusions of
[1] on the absolute/convective instability transition in non-Boussinesq mixed con-
vection. Generic features of the chosen numerical approach are discussed and its
advantages and shortcomings are reported.
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1 Introduction

Convection between differentially heated vertical plates has been actively stud-
ied over several decades. After the analysis of such flows was pioneered in [2–4]
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more than a half of a century ago, various aspects of this problem have since
been addressed by many authors: experimentally in [5], numerically in [6] and
[7], from a stability point of view in [8] and [9] just to name a few. More re-
cently the current author conducted a comprehensive investigation of stability
of such flows under the non-Boussinesq conditions [10–13]. In such regimes the
temperature difference between the channel walls is so large that the fluid’s
transport property and density variations in the flow domain become strongly
nonlinear and reach up to 30% of the average values [14]. This in turn leads to
a qualitative change in flow characteristics such as, for example, the drift speed
of convection rolls which was detected experimentally [15–17]. The correspond-
ing analysis was enabled by employing the Low-Mach-number approximation
of the compressible Navier-Stokes equations suggested in [18–20]. As a result
a new physical parameter, the non-dimensional difference between the walls
characterising the strength of non-Boussinesq effects is introduced along with
the conventional Reynolds, Grashof and Prandtl numbers characterising the
strength of the forced through-flow, the role of the buoyancy and the ratio of
the thermal and viscous fluid properties, respectively.

In brief, the flows in the considered geometry exhibit the following features
(the reader is referred to [11,12,21] for details). A steady basic flow exists away
from the channel ends. It results from the competition between the buoyancy
forces associated with nonlinear (non-Boussinesq) density variations and the
imposed pressure gradient. The basic flow becomes linearly unstable with re-
spect to two-dimensional shear-driven disturbances associated either with the
inflection point of the basic velocity profile (at small Reynolds numbers) or
with boundary layers (at larger Reynolds numbers) [11]. The pressure gradient
defines the preferred drift direction of the disturbances. For large temperature
differences between the walls the basic flow loses its symmetry and a new
buoyancy-driven instability mode occurs near the cold wall. It has a preferred
downward propagation direction. The interplay and interaction between these
instability modes renders the problem interesting and challenging for the anal-
ysis.

The most recent semi-analytical study reported in [1] and concerned with
the influence of non-Boussinesq effects on the physical mechanisms driving
linear spatio-temporal instabilities of mixed convection revealed an enormous
diversity of possible flow evolution scenarios: ten parametric regions have been
identified for strongly non-Boussinesq regime alone, each corresponding to its
own instability pattern. This wealth of flow behaviours is due to the existence
of two physically distinct mechanisms of instabilities discovered earlier [10,11]:
shear-driven and buoyancy-driven. Depending on the chosen values of the gov-
erning physical parameters each instability mode results in either convectively
or absolutely unstable wave envelopes.

The conventional definitions of absolute and convective instabilities relate to
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the dynamics of initially localised disturbances at a fixed spatial location (in
a stationary frame). If the growing disturbances spread and eventually occupy
the complete flow domain, then the instability is absolute. On the other hand,
if growing disturbances propagate away leaving an undisturbed field behind,
then the instability is convective. In other words, if in a stationary frame the
edges of a disturbance envelope move in the same direction, then instability is
convective, while if they propagate in the opposite directions the instability is
absolute. Typical examples of a convectively and absolutely unstable systems
are plane Poiseuille flow [22] and natural convection in a vertical fluid layer in
the Boussinesq limit [13], respectively.

The investigation reported in [1] identified a complete range of theoretically
possible instability scenarios. However some of the instability regions have
been found to occupy very small areas of the parameter space. Therefore
the question arises on the likelihood of detecting and distinguishing the corre-
sponding instability structures in direct numerical simulations or experiments.
Thus the goals of the present work are to compute the actual disturbance fields
and to identify their characteristic features as relevant to DNS and experimen-
tal investigations. In pursuing these goals we will also identify the major dif-
ferences between typical shear- and buoyancy-driven instability patterns and
will contrast the patterns existing in the Boussinesq limit and in strongly non-
Boussinesq conditions. It will be shown that the differences are drastic and
the values of the governing parameters will be chosen for our computations to
demonstrate them in the clearest way.

The above goals are fully achieved via the direct numerical evaluation of the
Fourier integrals describing evolution of disturbances. This approach is chosen
because it is less computationally demanding than direct numerical simula-
tions of a full set of the governing equations. Its other important advantage
is that it enables a straightforward separation of competing instabilities so
that their individual features can be analysed. However since only linearised
equations are integrated, the method has its obvious limitations: it cannot
predict the saturation of the computed instability patterns or nonlinear in-
teractions between instability modes. Thus only initial stages of instability
development are simulated. In section 3.1 we also discuss a number of general
issues associated with the unavoidable truncation of the integration interval
which have to be dealt with carefully. Subsequently, we report on specific com-
putational measures which have been implemented to guarantee the correct
interpretation of the spatio-temporal characteristics of computed disturbance
fields.

The overall structure of this paper is as follows. Section 2 formulates the
physical problem and introduces a set of non-dimensionalised linearised Low-
Mach Number equations. This is followed by the derivation of the Fourier
integrals describing the evolution of disturbances superposed onto the parallel
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basic flow. Section 3 proceeds with a discussion of the numerical procedure
and subsequently presents and discusses the results for two thermal regimes:
the classical Boussinesq limit of small temperature differences and the strongly
non-Boussinesq regime corresponding to the temperature difference of 360K
between the channel walls. Section 4 summarises the reported findings.

2 Problem definition and linearised equations

We consider a mixed convection flow in a tall vertical channel of the width H
and height L ≫ H with isothermal vertical walls maintained at the different
temperatures T ∗

h and T ∗
c (asterisks denote dimensional quantities). A uniform

downward gravitational field g is parallel to the walls. In the case of finite
temperature differences ∆T = T ∗

h − T ∗
c ≫ 0 the flow is described by the low-

Mach-number momentum and thermal energy equations [20,18] complimented
by the ideal gas equation of state relating the fluid density ρ∗ and the tem-
perature T ∗ and the constitutive equations for the specific heat at constant
pressure c∗p, the dynamic viscosity µ∗ and the thermal conductivity k∗. The
properly non-dimensionalised form of these equations is discussed in [1] and
references therein and will not be repeated here for brevity.

As discussed in [1] the problem is characterised by the Prandtl number Pr ≡
µrcpr/kr = 0.71 (for air), the non-dimensional temperature difference between
the walls ǫ ≡ ∆T/(2Tr), the Grashof number Gr ≡ 2ρ2

rgǫH3/µ2
r, and the the

Reynolds number Re = ρrUrH/µr. These parameters are defined using the
reference temperature Tr ≡ (T ∗

h + T ∗
c ) /2 and the characteristic longitudinal

speed

Ur = −H2
(

Π∗
top

− Π∗
bottom

)

/(12µrL) ,

where Π∗ is the dynamic pressure in the channel. The subscript r signifies that
all physical fluid properties used to define the above governing parameters
correspond to air at the reference temperature of Tr = 300K. Two thermal
regimes of ǫ = 0.005 (Boussinesq limit) and ǫ = 0.6 (strongly non-Boussinesq
regime) which correspond to the dimensional temperature difference between
the walls of 3 and 360K will be considered.

As discussed in [11] the steady parallel basic flow with velocity components
u0 = 0, v0 = v0(x), temperature profile T0 = T0(x), and constant pressure
gradient dΠ0/dy = const. in the longitudinal y-direction can exist in a chan-
nel sufficiently far away from the ends. Figure 1 shows typical mixed con-
vection basic flow parallel velocity and temperature profiles. This flow be-
comes unstable with respect to two-dimensional disturbances u′ = u′(x, y, t),
v′ = v′(x, y, t), T ′ = T ′(x, y, t), Π′ = Π′(x, y, t). The disturbances satisfy the
homogeneous boundary conditions u′ = v′ = T ′ = 0 at the left and right walls
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Fig. 1. Typical mixed convection velocity (a) and temperature (b) basic flow pro-
files: solid and dashed lines correspond to strongly and weakly forced convection at
(Re,Gr, ǫ) = (2000, 13000, 0.005) and (Re,Gr, ǫ) = (260, 46000, 0.6), respectively.

located at x = 0 and x = 1, respectively. Upon linearisation about the ba-
sic flow (which is found numerically using the integral Chebyshev collocation
method of [23] as discussed in [11]), the non-dimensional momentum, thermal
energy and continuity equations governing infinitesimal disturbances become

ρ0

(

∂u′

∂t
+ v0

∂u′

∂y

)

+
∂Π′

∂x
−

2

3

∂

∂x

[

µ0

(

2
∂u′

∂x
−

∂v′

∂y

)]

(1)

−µ0

(

∂2u′

∂y2
+

∂2v′

∂x∂y

)

−
∂µ′

∂y
Dv0 = Fu ,

ρ0

(

∂v′

∂t
+ u′Dv0 + v0

∂v′

∂y

)

+
∂Π′

∂y
+

Gr

2ǫ
ρ′ −

2

3
µ0

(

2
∂2v′

∂y2
−

∂2u′

∂x∂y

)

(2)

−
∂

∂x

[

µ0

(

∂v′

∂x
+

∂u′

∂y

)

+ µ′Dv0

]

= Fv ,

ρ0

(

∂T ′

∂t
+ u′DT0 + v0

∂T ′

∂y

)

−
1

Pr

[

∂

∂x

(

k′DT0 + k0
∂T ′

∂x

)

+ k0
∂2T ′

∂y2

]

= FT ,

(3)
∂ρ′

∂t
+ u′Dρ0 + v0

∂ρ′

∂y
+ ρ0

(

∂u′

∂x
+

∂v′

∂y

)

= Fc , (4)

where D ≡ d
dx

, Fu,v,T,c are forcing terms and non-dimensional quantities ρ0,
µ0 and k0 are given in terms of the non-dimensional basic flow temperature
T0(x) as

ρ0 =
1

T0
, µ0 = T

3/2
0

(

1 + Sµ

T0 + Sµ

)

, k0 = T
3/2
0

(
1 + Sk

T0 + Sk

)

.

According to [24], the non-dimensional Sutherland constants for air are Sµ =
S∗

µ/Tr = 0.368 and Sk = S∗
k/Tr = 0.648 for Tr = 300K. Note that even
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though the Reynolds number does not appear in system (1)–(4) explicitly it
is an important problem parameter which implicitly defines the magnitude of
the basic flow velocity v0. Disturbances of fluid properties are then given by

ρ′ =
dρ0

dT0
T ′ = −

T ′

T 2
0

, (5)

µ′ =
dµ0

dT0

T ′ =
1 + Sµ

2

T0 + 3Sµ

(T0 + Sµ)2

√

T0T
′ , (6)

k′ =
dk0

dT0

T ′ =
1 + Sk

2

T0 + 3Sk

(T0 + Sk)2

√

T0T
′ . (7)

Introduce the Fourier transform in y and the Laplace transform in t of the
disturbance quantities and the corresponding inverse transforms so that

f̃(α, x, t) =
∫ ∞

−∞
f ′(x, y, t)e−iαy dy , f ′(x, y, t) =

1

2π

∫ ∞

−∞
f̃(α, x, t)eiαy dα ,

ˆ̃
f(α, σ, x) =

∫ ∞

−∞
f̃(α, x, t)e−σt dt , f̃(α, x, t) =

1

2πi

∫ L+i∞

L−i∞

ˆ̃
f(α, σ, x) eσt dσ .

Then the forced system corresponding to (1)–(7) becomes

ρ0(σ + iαv0)ˆ̃u + D ˆ̃Π −
2

3
D
[

µ0

(

2D ˆ̃u − iαˆ̃v
) ]

+ α

[

µ0

(

αˆ̃u − iDˆ̃v
)

− i
dµ0

dT0

ˆ̃TDv0

]

= ˆ̃Fu ,
(8)

ρ0

(

σˆ̃v + ˆ̃uDv0 + iαv0
ˆ̃v
)

+ iα ˆ̃Π −
Gr

2ǫ

ˆ̃T

T 2
0

− D

[

µ0

(

Dˆ̃v + iαˆ̃u
)

+
dµ0

dT0
Dv0

ˆ̃T

]

+
2

3
αµ0

[

2αˆ̃v + iD ˆ̃u
]

= ˆ̃Fv ,

(9)

ρ0

(

σ ˆ̃T + ˆ̃uDT0 + iαv0
ˆ̃T
)

−
1

Pr

[

D2
(

k0
ˆ̃T
)

− α2k0
ˆ̃T
]

= ˆ̃FT , (10)

ρ0

(

σ ˆ̃T + ˆ̃uDT0 + iαv0
ˆ̃T
)

− D ˆ̃u − iαˆ̃v = ˆ̃Fc , (11)

where the right-hand sides are the Fourier-Laplace transforms of the forc-
ing terms. In this work we focus on determining asymptotic spatio-temporal
dynamics caused by initially localised disturbances. Thus it is convenient to
consider impulse excitation of the form

Fu = au(x)δ(y)δ(t) , Fv = av(x)δ(y)δ(t) ,

FT = aT (x)δ(y)δ(t) , Fc = ac(x)δ(y)δ(t) ,
(12)

where δ denotes the Dirac delta function and au,v,T,c(x) are unspecified at this
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stage functions. Then

ˆ̃
F =

(

ˆ̃Fu,
ˆ̃Fv,

ˆ̃FT , ˆ̃Fc

)T

= (au(x), av(x), aT , ac(x))T . (13)

System (8)–(11) is solved numerically using the integro-differential Chebyshev
collocation method of [25,23] as described in [11]. After discretisation the
problem reduces to a linear algebraic system written in a matrix form as

Lα,σw ≡ (A(α) − σB)w = f , (14)

where w is a discretised version of a vector of unknowns
(

D2 ˆ̃u, D2ˆ̃v, D2 ˆ̃T, ˆ̃Π
)T

,

see [11], and f is the discretised version of ˆ̃
F. Once the second derivatives of

the disturbances are found the actual flow fields are obtained at the collo-
cation points xn = cos[π(n − 1)/(N − 1)], n = 1, 2, . . . , N , where N is the
total number of the collocation points, by multiplying the vectors of second
derivatives by a standard integration matrix [23]. This procedure enables a
higher accuracy of the results with negligible additional computational cost.
For further convenience we implicitly choose functions au,v,T,c(x) in such a way
that their discretised versions are non-zero only at a single collocation point
(discrete version of the Dirac delta function in x) so that the discrete forcing
term becomes

f = (

nu
︷ ︸︸ ︷

0, . . . , bu, . . . , 0
︸ ︷︷ ︸

N

,

nv
︷ ︸︸ ︷

0, . . . , bv, . . . , 0
︸ ︷︷ ︸

N

,

nT
︷ ︸︸ ︷

0, . . . , bT , . . . , 0
︸ ︷︷ ︸

N

,

nc
︷ ︸︸ ︷

0, . . . , bc, . . . , 0
︸ ︷︷ ︸

N

)T . (15)

Constants bu,v,T,c are equal to 0 or 1 and may be chosen independently so that
the influence of the disturbances on the individual momentum, thermal energy
or continuity equations may be studied. Values of nu,v,T,c (2 ≤ nu,v,T,c ≤ N−1)
define the collocation point at which the disturbances are introduced and may
be chosen independently as well. Although the asymptotic solution does not
depend on this choice (assuming that the eigenfunctions of the linearised prob-
lem (16), see below) do not have any singularities within the computational
domain) it might be of interest to look at the initial stages of the disturbance
development (receptivity) when the solution does depend on the values of
nu,v,T,c.

If f = 0 then (14) reduces to an algebraic generalised eigenvalue problem

Lα,σw = 0 (16)

which defines the dispersion relation σj = σj(α), where the complex eigenval-
ues σj = σR

j + iσI
j , j = 1, 2, . . . are the complex temporal amplification rates

of the corresponding disturbance eigenmodes wj whose longitudinal structure
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is given by wavenumber α. We also define the corresponding adjoint problem
and adjoint eigenfunctions by

L†
α,σw

† ≡ (A∗T (α) − σ∗B∗T )w† = 0 , (17)

and normalise them so that 〈w†
i ,Bwj〉 = δij , where the angle brackets denote

a standard inner product for discrete complex 4N -component vectors a and
b: 〈a,b〉 =

∑4N
k=1 a∗

kbk and stars denote complex conjugate.

It is usually suggested (see, for example, [26]) to look for the solution of (14) via
the eigenfunction expansion. Strictly speaking this is not rigorously justified.
Indeed, operator Lα,σ is not self-adjoint, its eigenfunctions are not orthogonal
and the completeness of eigenfunctions is hard, if possible at all, to establish.
So instead we look for a projection of solution of (14) onto a space spanned
by M distinct eigenfunctions of the corresponding eigenvalue problem

ˆ̃wp(α, σ, xn) =
M∑

j=1

Aj(α, σ)wj(α, σ, xn) . (18)

Projection coefficients Aj are determined from the inner product of (14) with

w
†
j using the orthogonality of adjoint and direct eigenfunctions:

Aj(α, σ) =

〈

w
†
j(α), f

〉

σj − σ
. (19)

The projection of a solution in a physical space is obtained by applying the
inverse Laplace and Fourier transforms to (18) which leads to expression (20)
below. The theoretical details are quite involved and the interested reader
is refereed to [1] for a comprehensive discussion. Here we just mention in
passing that since the algebraic eigenvalue problem (16) has a finite number
of eigenvalues σj , the inverse Laplace transform integration contour can be
chosen as a vertical line σR = L in the complex σ-plane to the right of all
eigenvalues σj , i.e. L > maxj σR

j (α). The contour is closed by an infinite semi-
circle from the right for t < 0. Since in this case (18) does not have any
singularities within the closed contour the inverse Laplace transform results
in zero solution as required by the causality condition (no disturbances for
t < 0). For t > 0 the contour is closed by an infinite semi-circle from the
left of L. Now the contour encloses the finite number of pole singularities
associated with eigenvalues σj . Application of the residue theorem then leads
to

w̃p(α, xn, t) =
M∑

j=1

〈

w
†
j(α), f

〉

wj(α, xn)eσjt .

The projected solution in a physical space then is given by the inverse Fourier
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(c)(a) (b)

Fig. 2. Instability amplification rates σR
j for various modes in (a)

mixed convection at (Re,Gr, ǫ) = (2000, 13000, 0.005), (b) natural con-
vection at (Re,Gr, ǫ) = (0, 10000, 0.6) and (c) mixed convection at
(Re,Gr, ǫ) = (260, 46000, 0.6). In plot (c) the buoyancy- and shear-driven in-
stabilities are found for wavenumbers to the left and to the right of the vertical
dotted line, respectively.

transform

wp(xn, y, t) =
1

2π

M∑

j=1

∫ ∞

−∞

〈

w
†
j(α), f

〉

wj(α, xn)eσj(α)t+iαy dα . (20)

As discussed in [1] the integrand in (20) evaluated at −α is a complex conju-
gate of that evaluated at α. Thus we use the following equivalent form of (20)
to reduce the cost of numerical integration:

wp(xn, y, t) =
1

π
Re







M∑

j=1

∫ ∞

0

〈

w
†
j(α), f

〉

wj(α, xn)e
σj (α)t+iαy dα






(21)

Since the asymptotic behaviour of wp(xn, y, t) as t → ∞ is determined by
the modes with the largest amplification rates σR

j , it is sufficient to perform
integration only for M linearly unstable modes for which σR

j (α) > 0 for some
range of wavenumbers α if only a long-term solution is of interest (for this
purpose choosing M = 2 suffices in the current physical problem). However,
this low order truncation is inaccurate for small time when contributions to the
projected solution from the unaccounted decaying modes are not negligible.
Implications of this aspect will be discussed below.
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3 Numerical evaluation of the Fourier integrals

3.1 General issues

Direct evaluation of the inverse Fourier transform integral (21) has been per-
formed at selected points in the parameter space to confirm the analytical
results obtained in [1] and to achieve further insight into the physics of non-
Boussinesq mixed convection instabilities as contrasted to their counterparts
in the Boussinesq limit. The integration has been performed over the inter-
val of wavenumbers 0 ≤ α ≤ 4 which in all cases contained all modes with
σR

j (α) ≥ 0, see Figure 2. The NAG library subroutine D01GAF was used with
the wavenumber step ∆α = 0.01. This choice guarantees unaliased solution
[27] which is accurate for considered time intervals (discussion of the influence
of the integration step size on the accuracy of the results is given, for example,
by [26]). All computations were performed with M = 3, see equation (18). This
ensures slightly better accuracy for small times than in a traditional approach
when only one linearly unstable mode is considered (see, for example, [22]). In
addition, this enables capturing both growing shear and buoyancy modes and
at least one decaying mode, see figure 2. Unless stated otherwise in the text
the initial disturbance pulses were chosen to be in the middle of the channel
at xnu

= xnv
= xnT

= xnc
= 0.5 and y = 0. The forcing contributions to all

governing equations were equal bu = bv = bT = bc = 1 (see equation (15)).

We note however that although the major goal of this numerical investigation
is to trace the spatio-temporal evolution of initially localised (ideally, pulse-
like) flow disturbances, the finite truncations of the Fourier wavenumber inter-
val in the longitudinal direction and of the eigenfunction expansion series (18)
make it practically impossible to consider initial conditions with strictly finite
support. Inevitably the numerical initial condition is given as a combination
of a localised structure whose evolution is of major interest and the low-level
background noise distributed throughout the computational domain. In both
convectively and absolutely unstable regimes this spatially distributed noise is
amplified and tends to obscure the spatio-temporal dynamics of the localised
structure of interest. Thus its dynamics can only be resolved for a limited
time while the structure-to-noise ratio within the observed domain remains
sufficiently large. An attempt to perform time integration after the initially
localised structure dominating the noise has propagated away (in convectively
unstable regimes) or after the initial noise is sufficiently amplified through-
out the computational domain (in absolutely unstable regimes) leads to the
appearance of an extended spatially periodic pattern with a wavenumber ap-
proaching that of the most amplified wave and with an exponentially growing
amplitude. It has nothing to do with the dynamics of a localised structure of
interest. Therefore care should be taken when interpreting numerical integra-
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T0

0v

Fig. 3. Snapshots of the disturbance velocity (arrows) and temperature (shade plot)
fields for (Re,Gr, ǫ) = (0, 8100, 0.005). Light areas correspond to the higher temper-
ature. Solid circle shows the location of the inflection point of the basic flow velocity
profile. Absolute instability.

tion results as will be shown in section 3.3.

3.2 Boussinesq convection at ǫ = 0.005

To demonstrate the adequate resolution of the employed integration technique
we first consider disturbance dynamics in two classical flow situations, namely,
low-temperature natural and mixed convection flows whose spatio-temporal
instability character has been investigated elsewhere [13,22].

Figure 3 shows the development of instability in a Boussinesq natural convec-
tion flow in a vertical channel with differentially heated walls. The basic flow
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0

T0

v

Fig. 4. Same as Fig. 3 but for (Re,Gr, ǫ) = (2000, 130000, 0.005). Convective insta-
bility.

velocity profile in this case is centro-symmetric with fluid rising along the left
hot wall and descending along the right cold wall as sketched in the rightmost
plot in figure 3. The asymptotic instability takes the form of counter-rotating
cells centred along the mid-plane of the channel. Even if the initial distur-
bance is introduced at (x, y) = (0.1, 0) (see the leftmost plot) its maximum
shifts quickly to the centre of the channel where the inflection point of the
cubic basic flow velocity profile is located. This confirms the classical inviscid
(shear) [28] nature of instability in Boussinesq natural convection. As time
progresses the magnitude of disturbances grows and the edges of the distur-
bance envelope propagate in the opposite directions. Therefore the instability
is absolute.

The situation is qualitatively different in mixed convection flow at higher val-
ues of the Reynolds number and relatively small values of the Grashof num-
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ber as seen from figure 4. In this case the basic flow velocity profile is of the
Poiseuille type, i.e. close to parabolic with unidirectional upward flow, see the
solid line in figure 1(a). The deviation from a parabolic shape is due to the
buoyancy forces which encourage upward motion near the hot wall and sup-
press it near the cold one. As a result the basic velocity profile in figure 4 still
has an inflection point which however moves closer to the cold wall. As seen
from the rightmost plot in figure 4 the location of the disturbance maximum
coincides with that of the inflection point of the basic velocity profile. How-
ever a somewhat weaker disturbance pattern now is seen near the cold wall
as well. In contrast to the inflection point instability observed closer to the
cold wall, the instability that arises near the hot wall is of a boundary-layer
(Tollmien-Schlichting) type. When the ratio Re/Gr increases the inflection
point of the basic velocity profile disappears and Tollmien-Schlichting insta-
bility becomes dominant. Regardless of whether the instability arises in the
boundary layer or near the inflection point, the unidirectional upward primary
flow is sufficiently strong so that it carries the growing localised disturbances
away leaving an undisturbed field at any fixed spatial location. This is an
example of a convective instability.

Note that as discussed in section 3.1 the low-dimensional projection of the
pulse-like initial condition leads to a situation when the initial fields shown
in the leftmost plots in figures 3 and 4 for t = 0 do not appear as highly
localised structures. This is a direct consequence of the fact that only M = 3
eigenfunctions are used here to represent the complete solution. The fact that
the Fourier integral (21) over a semi-infinite interval is approximated by an
integral over a finite range 0 ≤ α ≤ 4 also contributes to the appearance of a
small amplitude y-periodic component in the projected initial condition. These
are the fundamental difficulties in simulating spatially localised structures us-
ing their Fourier decomposition. Increasing the number of modes M and the
integration α interval can reduce such a spatial spread of an initial field but
cannot remove it completely. Thus one has to be very careful in interpret-
ing the numerical results which are supposed to distinguish between spatially
extended and localised dynamics. Only when the neglected modes decay suf-
ficiently quickly in comparison with the ones which are used in integration
can one hope to obtain a direct visual confirmation of absolute or convective
nature of a long-term instability by inspecting a series of field snap-shots such
as the ones shown in figures 3 and 4. The difficulties with representing lo-
calised structures do not obscure the spatio-temporal nature of the developing
instabilities in the two limiting cases considered above, but a more delicate
procedure will be required to distinguish between the types of instabilities in
non-Boussinesq mixed convection regimes discussed next.
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3.3 Strongly non-Boussinesq convection at ǫ = 0.6

As discussed in [10,11,1] at this large value of the non-dimensional temperature
difference between the walls a physically different instability mode is present.
It is not found in low temperature regimes (see figure 2(a)) and is an essen-
tially non-Boussinesq effect. It has been shown in [10,11] that it is this new
mode which destabilises the basic natural and near-natural convection flow at
large values of ǫ. This occurs for significantly smaller values of the Grashof
number than those at which the shear-driven instability settles in. The typi-
cal disturbance field arising in natural convection flows at large values of ǫ is
depicted in figure 5. The following drastic differences are evident from com-
parison of figures 3 and 5. The instability arising in strongly non-Boussinesq
natural convection has a much larger wavelength. The non-Boussinesq distur-
bance pattern is shifted toward the cold wall so that its maximum is located
between the inflection point of the basic flow velocity profile and the right
channel boundary, see the third plot in figure 5. Therefore this type of in-
stability is not brought about by the classical shear-driven (inflection point)
mechanism. As was argued by the author in [12,21] the physical reason for this
instability is a highly nonlinear dependence of fluid density on the tempera-
ture: as seen in figure 5, the disturbance maximum is located in the region
where the basic flow temperature gradient is steepest. The strong thermal
non-uniformity of fluid near the cold wall creates favourable conditions for the
formation of thermal disturbances. In addition, since the thermal conductivity
and the viscosity of air decrease with temperature the dissipation effects are
suppressed near the cold wall and the formed disturbance structures are more
likely to survive. In turn these disturbances lead to the formation of denser
lumps of overcooled fluid which subsequently drift down due to their negative
buoyancy. Therefore we refer to this type of instability as buoyancy-driven.
In contrast to natural convection in the Boussinesq limit the non-Boussinesq
buoyancy disturbances have a preferred propagation direction. A major new
feature of the non-Boussinesq instability demonstrated in figure 5 is that the
propagation speed of buoyancy-driven disturbances is sufficiently large so that
the initially localised disturbances move down faster than they extend. Thus
a continuous source of perturbations is required in order to maintain this
instability. This is the signature of convective instability which sets in non-
Boussinesq natural convection in contrast to an absolute instability detected
in the low-temperature regimes.

In mixed non-Boussinesq convection at moderate Reynolds numbers the buoy-
ancy and shear-driven instabilities are found to co-exist [1]. The typical dis-
turbance amplification rate diagram is shown in figure 2(c) which now has
two positive maxima with substantially different magnitudes. To increase nu-
merical accuracy and analyse the dynamics of two modes individually we split
integral (21) into the sum of two partial integrals. These are taken over the
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Fig. 5. Same as Fig. 3 but for (Re,Gr, ǫ) = (0, 10000, 0.6). Convective instability.

adjacent wavenumber ranges separated by the wavenumber at which the two
top σR(α) curves forming the left and right maxima intersect in figure 2(c).
This wavenumber value corresponds to the vertical dashed line. The two in-
tegrals then represent asymptotic contributions of different instability modes
into the overall pattern. Note that it is possible that, instead of two inter-
secting σR(α) curves containing one positive maximum each, the two leading
eigenvalues of a linearised problem (16) form two continuous non-intersecting
lines. In this case the upper σR(α) curve would contain both positive max-
ima separated by a negative minimum and would be of interest. As noted in
[1] the difference between the shear and buoyancy modes in such situations
is somewhat blurred, yet we continue to distinguish between them by taking
the “buoyancy mode” integral over the range from α = 0 up to the minimum
point of the top σR(α) curve and the “shear mode” integral over the interval
to the right of this point. This is justified because for all values of the gov-
erning parameters the value of α at which the so-defined wave envelopes are
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separated corresponds to σR < 0. Therefore asymptotically one will observe
two well separated disturbance structures with different characteristic wave-
lengths propagating with different speeds. Each of these structures will be fully
described by their own part of the overall Fourier integral (21). Figures 6–9
correspond to such individually computed wave envelopes.

The shear instability envelope in the strongly non-Boussinesq regimes depicted
in figure 6 is very similar to those that exist in Boussinesq regimes. The lo-
calised disturbance initially introduced near the centre plane of the channel
(see the leftmost plot) moves quickly toward the cold wall where the inflection
point of the basic flow velocity profile shifts, see the rightmost plot. Then it
forms a well defined wave envelope which propagates in the dominant direc-
tion of the primary flow (upwards in figure 6) determined by the direction
of the applied pressure gradient. Note that the ripples seen in the two left
plots in figure 6 are due to the truncation of the integration interval discussed
above. These ripples disappear with time because the neglected part of the
wave envelope which causes them initially has a negative amplification rate.

The series of computed snapshots presented in figure 6 illustrate the most typ-
ical features of shear-driven instability: its spatial patterns are most prominent
in the vicinity of the inflection point of the basic flow velocity profile and they
propagate in the direction of the primary flow. However in contrast to flow
fields depicted in figures 3–5 it is difficult to establish the spatio-temporal
character of the instability presented in figure 6. A superficial inspection of
this figure might suggest that disturbances propagate away from their ini-
tial location so that the instability appears to be convective. Yet a thorough
theoretical investigation conducted by the author in [1] showed that a set of
parameters (Re, Gr, ǫ) = (260, 46000, 0.6) for which the flow fields are shown
in figure 6 actually corresponds to the absolute instability regime (see stability
diagrams in figures 13(a) and 14(a) in [1]). In order to resolve this apparent
contradiction we proceed to examine the computed fields for the disturbance
temperature T ′ and the disturbance kinetic energy

E ′
k =

u
′2 + v

′2

2T0
−

v2
0T

′

2T 2
0

near y = 0 where the disturbances are originally introduced. We define the
corresponding time-dependent disturbance norms as

Tm = max
0 ≤ x ≤ 1

y = 0

(T ′)− min
0 ≤ x ≤ 1

y = 0

(T ′) and Em = max
0 ≤ x ≤ 1

y = 0

(E ′
k)− min

0 ≤ x ≤ 1

y = 0

(E ′
k) . (22)

The difference between the global maximum and minimum values of the dis-
turbance quantities along the crossection is chosen because zero of such norms
unambiguously indicates the decay of disturbances. The temporal evolution of
these norms is shown in figure 7 for three sets of parameters. Even though the
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Fig. 6. Same as Fig. 3 but for (Re,Gr, ǫ) = (260, 46000, 0.6). Absolute instability.
Shear mode.

curves obtained for the parameter set of figure 6 (dashed lines) indicate the
norms decrease over the shown (transient) time interval they never decay to
zero completely. This means that while the growing envelope of shear-driven
disturbances moves away from its initial location as seen in figure 6 it leaves
a non-decaying tail behind which is a characteristic feature of absolute insta-
bility. This cannot be seen in figure 6 directly because of the large difference
between the disturbance amplitudes at y = 0 and at the centre of the prop-
agating envelope: the relatively small amplitude disturbances near the origin
cannot be graphically resolved within the used linear shade scale.

For comparison the time evolution of disturbance norms for two smaller values
of the Grashof number are shown in figure 7 by the solid and dash-dotted lines.
For both Gr = 39000 and Gr = 42000 the decay of disturbances at y = 0
is very quick while otherwise the instability patterns (not presented here) are
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Fig. 7. Time history of norms Tm and Em for the shear mode at (Re, ǫ) = (260, 0.6)
and Gr = 39000 (solid lines, convective instability), Gr = 42000 (dash-dotted lines,
convective instability) and Gr = 46000 (dashed lines, absolute instability).

very similar to those shown in figure 6. This is typical for convectively unstable
systems. Indeed the analytical investigation reported in [1] demonstrated that
both Gr = 39000 and Gr = 42000 regimes correspond to convective instability
of non-Boussinesq shear-driven disturbances at Re = 260.

The dynamics of the buoyancy mode envelope is shown in figure 8 for the
same set of governing parameters as in figure 6. It differs drastically from
that of the shear mode. The buoyancy wave envelope propagates downwards
i.e. in the direction opposite to that dictated by the applied pressure gradient.
This is possible because buoyancy-driven instability arises near the cold wall
i.e. in the region where basic flow is descending. As discussed earlier in this
section the buoyancy-driven mode is characterised by a much longer wave
length and a substantially smaller linear amplification rate σR. For this reason
both the spatial scale and the observation time interval are much larger in
figure 8 than those in figure 6. It can be seen from the rightmost plot in
figure 8 that disturbances occupy the complete flow region even after a long
observation time. This demonstrates the absolute character of the buoyancy-
driven instability for (Re, Gr, ǫ) = (260, 46000, 0.6). The time history of norms
(22) presented in figure 9 also confirms this conclusion.

The absolute character of a non-Boussinesq buoyancy-driven instability in
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Fig. 8. Same as Fig. 3 but for (Re,Gr, ǫ) = (260, 46000, 0.6). Absolute instability.
Buoyancy mode.

mixed-convection regimes (at Re 6= 0) is in contrast to the convective charac-
ter found in the natural convection regime (Re = 0) depicted in figure 5. The
transition between these two spatio-temporal instability scenarios is therefore
due to the applied pressure gradient. While the buoyancy disturbances tend
to propagate downwards the applied pressure gradient “pushes” these distur-
bance structures upwards. When the applied pressure gradient is sufficiently
strong it sweeps the tail of a dropping buoyancy wave envelope upwards thus
defining the transition to absolute instability. This conclusion is fully consis-
tent with theoretical findings reported in [1] (specifically, see the discussions
of zones CAI1 and CAI2 in figures 13 and 14 in [1]). It was found there
that absolute instability of the buoyancy mode can only be observed when
the pressure gradient forces the flow in the direction opposite to the gravity
i.e. upwards.
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Fig. 9. Time history of norms Tm and Em for the buoyancy mode at
(Re, ǫ) = (260, 0.6) and Gr = 39000 (solid lines, convective instability), Gr = 42000
(dash-dotted lines, absolute instability) and Gr = 46000 (dashed lines, absolute
instability).

For the fixed pressure gradient (Reynolds number) but reduced Grashof num-
ber, the buoyancy mode undergoes transition from absolute to convective in-
stability, see solid lines in figure 9. The reasons for this transition are less
obvious. Indeed there are two competing processes taking place when the
Grashof number is reduced while the Reynolds number remains fixed. On the
one hand, the basic flow velocity profile becomes more parabolic as the degree
of the flow reversal due to the negative buoyancy near the cold wall decreases.
Therefore the maximum downward basic flow velocity is decreased which cre-
ates better conditions for the the tail of the buoyancy wave envelope to move
upwards as required for absolute instability. On the other hand the distur-
bance amplification rate σR, which is the major quantity related to the wave
envelope extension rate [13], decreases with the decreasing Grashof number.
The interplay between these two processes results in the observed transition
from absolute to convective instability. This is also in agreement with [1].

The individual disturbance norms computed for Re = 260 and presented in
figures 7 and 9 illustrate an intricate interplay between shear- and buoyancy-
driven instabilities which results in a wealth of flow patterns in the considered
non-Boussinesq mixed convection problem despite its very simple geometry.
Indeed, for relatively low Grashof numbers (Gr = 39000) both shear and
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buoyancy disturbances are convectively unstable and propagate in the op-
posite directions. Therefore it should be possible to detect these individual
disturbance patterns experimentally or using direct numerical simulations of
full equations. For intermediate values of the Grashof number (Gr = 42000)
the buoyancy-driven instability becomes absolute while the shear-driven one
remains convective. However the amplification rate of the buoyancy-driven dis-
turbances is much smaller than that of the shear-driven ones, see figure 2(c).
Therefore again it should be possible to observe both disturbances experi-
mentally and numerically. It is expected that one would first observe a fast
growing and moving upwards shear-driven envelope. However, once it prop-
agates away, it will be replaced by a long-wave buoyancy-driven disturbance
pattern eventually occupying the complete flow domain. In contrast, at larger
values of the Grashof number (Gr = 46000) both instability modes are ab-
solutely unstable and eventually should occupy the complete flow domain.
However since the shear-driven mode has a much larger amplification rate it
is unlikely that experimental observation or direct numerical simulations will
be capable of clearly distinguishing between these two instabilities. It is possi-
ble though that some analytical progress can be made for such regimes using
weakly non-linear reduction as was outlined in [29].

As a side remark, note that in figure 9 the dashed lines representing a quickly
developing absolute buoyancy-driven instability at Gr = 46000 are truncated
at t ≈ 4.7. This is because, as discussed in Section 3.1, the low level noise
in the initial conditions distributed throughout the computational domain is
amplified exponentially. It obscures the evolution of the localised structure
of interest for large times. Due to such exponential noise amplification the
accurate direct numerical evaluation of integral (21) for a fixed spatial location
can only be performed for a limited time no matter how accurate the chosen
integration scheme is. This conclusion is in accord with the discussion given
in [26].

4 Conclusions

By evaluating directly the Fourier integrals representing linearised distur-
bances arising from an initially localised source the theoretical conclusions
made in the previous work [1] on the spatio-temporal nature of instabilities ap-
pearing in mixed convection flows of air between vertical differentially heated
planes have been re-affirmed and extended. The flow patterns computed for a
number of representative regimes confirm that in the Boussinesq limit of small
temperature differences between the channel walls the natural convection is
absolutely unstable and forced convection is convectively unstable when the
Grashof and Reynolds numbers are sufficiently large and a linear instability is
triggered. The physical nature of instabilities found in the Boussinesq limit is
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the shear of the flow. The conducted investigation revealed that in contrast to
Boussinesq flows the instabilities in high-temperature non-Boussinesq convec-
tion can be triggered by two distinct physical mechanisms: shear and buoy-
ancy. The interplay between these two modes defines a remarkable variety of
the spatio-temporal instability patterns. The most interesting of them, convec-
tively unstable natural convection due to the buoyancy mode and multi-mode
convective/convective, convective/absolute and absolute/absolute instabilities
due to the combined action of the shear and buoyancy modes are presented
and contrasted with their Boussinesq counterparts. The current computations
are in full agreement with the previously published semi-analytical results of
[1] and provide a physical insight into instability phenomena which would be
hard or impossible to obtain using DNS or experimental observations.

We have also discussed the limitations and shortcomings of the numerical inte-
gration technique which are of a generic nature and are relevant to applications
beyond the physical scope of the present investigation. It is shown that spe-
cial care should be taken in interpreting spatio-temporal patterns computed
by direct numerical evaluation of the Fourier integrals in order to obtain a
true description of the character of instabilities especially when they develop
on substantially different time scales.

This work was partially supported by a computing grant from the Australian
Partnership for Advanced Computing.
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