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A New Class of Parallé Data Convolutiond Codes

Waei Xiang and Steven S. Pietrobm

Abstract— We propose a new class of parallel data convolu-
tional codes (PDCCg) in this paper. The PDCC encodes inputs
are composel of an original block of data and its interleaved ver-
sion. A novd single self-iterative soft-in/soft-out a posterioi prob-
ability (APP) decode structure is proposed for the decodirng of
the PDCCs Simulation results are presented to compare the per-
formance of PDCCsto that of parallel concatenatel convolutional
codes (PCCCs)

Index Terms—PDCCs Self-iterative, APP.

|. INTRODUCTION

The origind turbo codes proposé by Berrau et al. [1] are
binary turbo codesin tha thos codes accep only single binary
inputs The so-callel non-binay turbo codes are basel on a
parallé concatenatio of RSC componehcodes with m inputs
(m > 2) [2]. Theadvantageof non-binay turbo codesinclude
bette convergene in iterative decoding large minimum dis-
tancesless sensitiviy to puncturirg patterrs and suboptimum
decodimy algorithns and reducel lateny [2]. Double-binay
turbo codes[3] (m = 2) usually possesbette error-correctig
capabilities than binary turbo codes for equivale implementa-
tion complexily ard coding rate Thisobservatio led totheuse
of circular recursive systemat convolutiond (CRSQ codes by
Berrau et al. [4]. CRSC codes hawe the advantag of a grace-
ful degradatia to increasimy coding rate and is less suscepti-
ble to puncturirg and suboptim& decodirg algorithns [5]. As
a consequengea CRSC codke was chosa for the DVB-RCS
standad for retum channé via satellie [6] as an alternative to
concatena@Reed-Solomn (RS) ard non-systematiconvolu-
tiond codes due to their outstandig performance

Inspired by a pape submittel recenty to Electront Let-
ters[7], we propo® a new class of parallé dat convolution&
codes (PDCC3 in this paper The PDCC encode inputs are
composé of an origind block of data and its interleavel ver-
sion A novd single self-iterative soft-in/soft-ou a posterioi
probability (APP) decode structue is propose for the decod-
ing of the PDCCs

The remainde of this pape is organisd as follows. Sec-
tion II- A briefly reviews the circular recursie systemat con-
volutiond code adoptel inthe DVB-RCS standardA new clas
of paralld convolutiondcodesispropose in Sectim II-B . Sec-
tion I discussethe MA P decodirg ard self-iterative decodiry
of PDCCs Sectio |V is dedicaté to simulatian results The
concludirg remarls are presentd in Sectian V.

I1. PARALLEL DATA CONVOLUTIONAL CODES
A. Circular Recursie Systemati Convolutiond Codes

Fig. 1 depicsthe CRSC code adopte in the DVB-RCS stan-
dad [6]. The data sequene to be encode consiss of a block
of N bits groupel into M couples (N = 2M). The incomirg
data is first demultiplexel and fed into A ard B of a CRSC
encode (the first bit to A, secom bit to B and so on). A
ard B are two systemat bits, wherea Y and W are two par-
ity bits. Since a CRSC encode has two inputs ard four out-
puts it can provide an ampk sé of seven codirg rates i.e,
R = 1/3,2/5,1/2,2/3,3/4,4/5 ard 6/7. The rates are
achievab throudh puncturirg the parity bits.

We shaw the derivatio of the parity chedk equatios and its
canonicaform for the CRSC code adoptel by the DVB-RCS
standad as shown in Fig. 1.

Systematic part

Y Redundancy part

Fig. 1. CRSC componehcoce structure

Throuch some mathemat derivation it is not difficult to
shav tha the parity chedk equatiors of the parity outpu bits
Y ard W are expressé by (1) and (2) as follows:

(1+D*+ DA+ (1+ D+ D*+ D*B
+(1+D+D*Y =0
(1+D*)A+ (1+D*)B+ (1+ D+ D> W =0.

@
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Furthermorethe canonichform [8] of the CRSC depictal in
Fig. 1 can be derived which isillustrated in Fig. 2. Refe to [9]
for detailed derivatian of the canonicaform shown in Fig. 2.

B. Parallel Data Convolutiond Codes

we propo® a new class of parallé data convolutiond codes
Fig. 3 depics a PDCC encode in its canonica form which
adops the CRSC code describé in Sectian II-A as the con-
stituert convolution code It is assumd that S} is the MSB
(mod significart bit) and S’ = 457 + 255 + S.

As depicta in Fig. 3, the block of data sequene to be en-
codad A and its interleavel versian A’ constitue two inputs
into the encoderThe fact tha aPDCC encode hastwo parallé
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Fig. 2. Canonicasystematt convolutiond coce of codirg rate 1/2.
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Fig. 3. PDCC encoder

datinputsis the reasa tha we nane it parallé dat convolu-
tiond codes X and X’ are two systemati outputs wherea Y’
ard W are two parity bits. The parity ched relationshig of Y
ard W resemblig (1) and (2) are given by
(1+D*+ DA+ (1+ D+ D*+ D*)A
+(1+D+D*)Y =0
(1+ DA+ (1+D*»A +(1+ D+ D> W =0.

3
(4)

The data strean A and itsinterleavel versin A’ are fed into
the decode at the sane time. However A’ isdecorrelatd rela-
tiveto A duetothe presene of theinterleaver For areasonalyl
godd interleaverlik e the S-interleave usel in our simulations
this shoutl nat adversef affea the performane of the code
The systemat bit X’ isnat transmittel as X’ isthe interleavel
versian of X. Thus thePDCC encode shownin Fig. 3 can typ-
ically provide acocerate of 1/2 by transmittirg the systemati
bit X ard the parity bit Y, and a code rate of 1/3 by transmit-
ting the systemat bit X and the parity bitsY and W. It cen
also provide othe coding rates through puncturirg the parity
bitsY and W if needed

It is noted tha the idea of self-concatenatioin [10] is dif-
ferert from tha of PDCCs For the idea of self-concatenatign
dat X ard its interleavel versian X’ are joined togethe and
encodéd as a single data stream In othe words the erd stae
of X isthe startirg stae of X’. However this is quite differ-
ert from the idea of PDCGs where X and X’ are fed into the
decode at the sanetime.

I11. SELF-ITERATIVE DECODING OF PDCGCs
A. MAP Decodirg of PDCCs
The key differene betwea the MA P algorithm for PDCG
and the MAP algorithm presentd in [11] istha the PDCC en-
code has two input bits and four outpu bits, including two

systemat bits A, A’ and two parity bits Y, W. The MAP al-
gorithm describd in [11], however is applicabé to the soft

decodimgy of rate 1/2 systematt convolutian codes which hawe
one input bit and two outpu bits, including one systemat bit
ard one parity bit. Fig. 4 illustrates the trellis diagran of the
PDQCC presentd in Fig. 3. It is an 8-stae trellis. The numbes
shown on the left of ead stake represeha forma of system-
atic bits/pariy bits, i.e, AA’/YW. The numbes from top to
bottom correspod to the stat transitiors diverging from eadh
stak from top to bottom
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Fig. 4. PDCC5s8-staetrellis diagram

Assune tha the outpus of the PDCC encode depictel in
Fig. 3 at time index k are the systematt bit A, and the par-
ity bits Y3, and W;.. Thes outpus are BPXK modulatel ard
transmittel through an AWGN channel At the receive end
the receival symbok at timeindex k are definal as

Ra, = (1 —2A4;) +n} (5)
Ry, = (1—2Y;) +nj (6)
Ry, = (1= 2Wy) + nj, @

with n}, n2 ard n3 beirng three independennormally dis-

tributed Gaussia randam variables with variane o2. A}, the
interleavel versian of the receivel symbd Ay, is obtainal by
interleavirg A, at thereceive end

Asshown in Fig. 4, ead brand in the PDCC trellis diagran
isassociatéwith two input bitsard four output bits. Therefore

the brand metric 7™, which denots the brand exiting from



S = m with A, = i, can be expressd as
im0 S8 (L L g —2a)) R
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= &gl em (-

+Rw W),

wher x; isaconstantél = Pr(Ay = i), & = Pr(A}, = j),
L.=2/c? arddR,,, dRy; , dRy, ard dRWk aredifferentiak
of RAk, RA;C, Ryk and ka.

The forward stak metric o} at time k& ard stae m can be
shown as

3
m i,b(i,m) b(i,m
A = Z%ﬁ ) k(f )a )

i=0
where b(i, m) denots the backwad stat whos nex statism

giveninput ; at the previowstime. Likewise, the backwad stae
metric 3" at time k& and stae m can be expresse as

3
m _ i,m f(z,m)
ﬁk = Yk ﬁk+1 )
=0

(10

wher f(i, m) denote the forward stak given currert input 4
and stat m.

The likelihood ratio )\, associatd with eat decodé bit A,
isdefinal as

Pr(Ak = 1|RA7Ry,Rw)
Pr(Ag = 0|Ra, Ry, Rw)

Z Z f(ivm)

ay’ Wk Bt
= ; (1D

im of(i,m)
> Z ag' vy ﬁkJrl
m =0

A =

wher: = 0, 1,2, 3 correspondto A, A’ inputs of 00, 01, 10
ard 11 Similarly, the log-likelihood ratio A}, of the interleavel
bit A} can be written as

PIF(A;c = 1|RA7 Ry, Rw)
Pr(Aj, = 0|Ra, Ry, Rw)
m bm of(i,m
> 21:30% Vi k-(&-l )
_ m i (12)
m z ,m i,m)’
> oy ﬂk(

m 1=0,2

Decisiorson decodd bits Ek arethen mack by thePDCC MAP
decode by comparirg A\, to athreshotl equa to one

B. Self-iterative Decodirg

The novelly of decodirg the PDCGs lies in self-iterative de-
coding The self-iterative PDCC decode operatslikeanormad
MAP decode excep it feeds the extrinsic outpus after inter-
leaving or deinterleavig bad as a priori inputs Fig. 5 shows
aschemat of aself-iterative PDCC decoder

LcRa () A z m
L Z
MAP
Decoder
LeRy Y
4"—0\1[
LcRw Y

Fig. 5. Self-iterative PDCC decoder

The inputs to the decode are the soft outpus of a noisy
channé L.R4, L.Ry ard L Ry, respectively The decode
reconstruat L. R/, by interleavirg L. R 4. Theideaof the self-
iterative decodirg comes from the fact tha R’, is the inter-
leaved versian of R 4, so tha the extrinsic information of R4
can be fed bad as the a priori information for R', after inter-
leavirg and the extrinsic information of R/, can be fed bad as
the a priori information for R 4 after deinterleaving

We denoethea priori information of R4 and R, by Z and
Z4%, whilethe extrinst information of R4 and R/, are denotel
by Z4 ard Z¢,, respectively The self-iterative MA P decode
compute the APP of the information bit A. The LLR outpu of
the decode can be expressd as

Lowt = LeRa+ LRy + 24+ 25+ Z% +Z5,. (13)

The self-iterative PDCC decode proceed as follows. At the
first decodiry iteration Z¢ ard Z¢4, areinitialised to zera For
the subsequeriterations Z¢ isinterleavel and fed bad as the
a priori information for A’, i.e, Z%, = n(Z5) wher «(-) de-
notes an interleavirg mapping Likewise, Z¢, is deinterleavd
ard fed badk as the a priori information for A, i.e, Z§ =
n~1(Z4,) where 7=1(-) denots a deinterleavig mapping At
the final iteration the decode delivers the log-likelihood out-
put L..t. The self-iterative decodirg proces can be clearly
sea from the two feed badk connectios betwea Z4 ard Z¢,,
ard Z4, ard Z4 in Fig. 5.

IV. SIMULATIO N RESULTS

In this section we compae the performane of the propose
PDCC to aparallé concatenattt CRSC coding systen usel in
the DVB-RCS standad ard presetsimulation results The sys-
tem functiond block diagran is graphicaly shown in Fig. 6.

The horizontad and verticd constituet codes usal in Fig. 6
are the sane as the CRSC presentd in Fig. 1. The incom-
ing information dat sequene consiss of a blodk of N bits
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Fig. 6. Parallé concatena@CRSC encoder

groupea into M couples (N = 2M). The horizontd con-
stituert encode is fed with the information bits in the natu-
ral orde of the datg wherea the verticd constitueh encode
is fed with the sane information bits in an interleavel order
of thedata A’ and B’ bits are not transmitte since they can
be reconstructé by interleavirg the A and B bits at the re-
ceive side The paralld concatena CRSC encode can pro-
vide seven cock rates as definal in the DVB-RCS standardli.e.,
R =1/3, 2/5, 1/2, 2/3, 3/4, 4/5, 6/7 [6]. The decode
structue is similar to tha of turbo codes [1] excep that the
MAP decodes for arate 1/2 systemati convolutiond coce are
replacel by the MA P decodes for the CRSC describé in Sec-
tionlI-A.

Simulatiors were conducte to compae the performane for
the propose PDCC systen shown in Fig. 3 to the paralld con-
catenatd CRSC system shown in Fig. 6. The simulatian con-
figuratiorsare asfollows. An S-typeinterleave [12] isadoptel
with S equa to 47. Randomy generatd dai of lengh 8K
(8192 bits is usda for both systems The channé coding rate
for both systens is 1/2. Simulatian resuls are presentd in
Fig. 7, where the PCCC curve refers to the performane of the
paralld concatenaCRSC system

As depictel in the figure, the performane of the PDCC is
very close to tha of the parallé concatenai CRSC at low
E, /Ny up to 0.6 dB. However PDCC perforns at leag 0.2 dB
worse than the paralld concatenat CRSC at low BERs We
conjectue the relatively poa performane of PDCGs at low
BER may be due to the self-terminatiig phenomea with one
input bit. Fig. 8 illustrates the trellis terminatirg properties of
the PCCG (turbo code$ ard PDCCs For the PCCCsan errar
bit could caug the trellis pah to divert from the two all-zeo
patls as shown in Fig.8—(a) The same bit is interleavel ard
fed into the secoml encoder That bit would not cau® the di-
verted trellis path to re-emerg earlier On the othe hand for
the PDCCs an errar causs a diversian from the all-zero trellis
path The same bit is interleavel and then fed into the sarre
PDQCC encoder That bit could cau® an earlieg trellis remerg
as shown in Fig.8—(b) The decodirg complexity of PDCGsis
similar to that of the PCCCs This is becaus the PDCC de-
code consiss of one constitueh MA P decode which decods
ore bit in ead iteration wherea the PCGC decode consiss of

T T T
—8— PDCC: 8 iterations

—*— PDCC: 16 iterations

A PDCC: 8 iterations + trellis termination

10*" e S U —w— PDCC: 16 iterations + trellis termination | |
H : —#— PCCC: 8 iterations

Bit Error Rate (BER)

Fig. 7. Simulation results

two constituen MA P decodes which decoak two bits in eah
iteration

(b)

Fig. 8. Self-terminatirg propery of (a) PCCGC (b) PDCC

A way of overcomimgy the self-terminatilg propery may be
by designimg the interleave so as to avoid self-terminations
For example if Ay = 1, with zeres elsewhee excep at
Al.s = 1, then we would hawe a self-terminatig sequene
going throudh states Sy — S3 — Sy — Sy. Thus we could de-
sign the trellis such that if the interleave maygs position i to j,
then (¢ — j) mod 3isnat equd to zera Thiswill remowe mary
self-terminatiy sequenceand hopefully lower the errar floor.
Anothe possibilily is designirg the convolution code so tha
thes periad 3 terminatiors do not occur It may be possibé to
increag the self-terminatim lengh to 2 — 1 = 7, which isthe
maximum that can be expecte with aprimitive divisor polyno-
mial. Thes longe lengtls shout be easie to desig out of the
interleaver

Neverthelesgheideaof self-iterative decodimg could be use-
ful in some casese.g, space-tine coding We could combire



thetwo trellises of aspace-tine coce into asupe trellis. Subse-
quently self-iterative decodirg could be applied to sudh atrellis
with non modulo2 operation

V. CONCLUSIONS

In this paperanew class of paralld dat convolutiondcodes
ispresentedThe PDCC encode takes two parallé datainputs
with one being the origind data ard the othe being the inter-
leavel data The PDCC decode has an innovative self-iterative
decoding structure Unlike aturbo decode whete the extrinscc
outpu of one MAP decode is passd on to the othe asthe a
priori input, the PDCC decode operatslikeanormd MAP de-
code but feeds the extrinsic outpus badk asits own interleavel
a priori inputs

The performane of PDCGs was compare to that of a paral-
lel concatenat CRSG equivale to the one used in the DVB-
RCS standard The two scheme performel close to eat othe
at low SNRs howeve the paralld concatenaig CRSC outper-
formed PDCGshy at leag 0.2 dB at low BERs Also, the PDCC
has a highe erra floor than the PCCC We conjectue thisis
due to the self-terminatirg propery of PDCGs with single bit
errors Although the performane of PDCGs is not encourag-
ing, the idea of self-iterative decodirg is worth exploring ard
can be applied to sore codes lik e space-tine codes

REFERENCE

[1] C.Berrou A. Glavieux and P. Thitimajshima “Near Shanna limit error
correctirg coding ard decoding turbo-code$, in Proc. IEEE Int. Conf
Commun(ICC’'93), GenevaSwitzerland May 1993 pp. 1064-1070

[2] C.Berror, M. Jezeque| C. Douillard, and S. Kerowedan “The advantage
of non-binay turbo codes), in Proc. IEEE Information Theoly Worksh@
(ITW’01), Cairns Australia Sept 2001, pp. 61-63

[3] C. Berrau ard M. Jezequel“Non-binaty convolution codes for turbo
coding; Electron Lett, vol. 35, no. 1, pp. 39-4Q Jan 1999

[4] C. Berrouy C. Douillard, and M. Jezequel“Multipl e paralld concate
nation of circular recursive convolutiond (CRSQ codes, Annab of
Telecommunicationsol. 54, no. 3-4, pp. 166—172 Mar.-Apr. 1999

[5] M.R.SoleymaniY. Gaq and U. Vilaipornsawaj Turbo Coding for Satet
lite and Wireles Communications Norwell, MA: Kluwer Academée
Publishers2002

[6] ETS EN 301 790, Digital Video Broadcastig (DVBY); Interaction chan
nd for satellitedistribution systems ETS referene EN 301 790, v.1.3.],
Mar. 2003

[7] Y.-H.Li and D. Li, “Two-dimension&log-MAP decodirg algorithm and
its applications, Submittel to Electron Lett., Mar. 2003

[8] G. D. Forney “Convolutiond codes I: Algebrat structure, IEEE Trans
Inform. Theory vol. IT-16, pp. 720-738 Nov. 197Q

[9] W. Xiang, “Joint source-channecoding for image transmissia ard re-
lated topics; Ph.D. dissertationUniversity of Souh Australig Adelaide
Australig 2003

[10] C. Berrouy “Some clinical aspecs of turbo codes), in Proc. Int. Sympon
Turbo Codes & Relatel Topics Brest France Sept 1997, pp. 26-31

[11] S. S. Pietrobon “Implementatioy and performane of a Turbo/MAP de-
coder; Int. J. Satellie Commun.vol. 16, pp. 23—-46 Jan.-Feb1998

[12] D. Divsala and F. Pollara “Multipl e turbo codes for deep-spae com-
munications, in JPL TDA Progres Report vol. 42-121 May 1995 pp.
66—77



	I Introduction
	II Parallel Data Convolutional Codes
	II-A Circular Recursive Systematic Convolutional Codes
	II-B Parallel Data Convolutional Codes

	III Self-iterative Decoding of PDCCs
	III-A MAP Decoding of PDCCs
	III-B Self-iterative Decoding

	IV Simulation Results
	V Conclusions
	References

