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Zusammenfassung

Sprache ist eines der prominentesten Beispiele für komplexe Systeme. Obwohl sie ein Grund-
werkzeug der Menschheit ist, wirft sie noch immer viele Rätsel auf. Die Phänomene, die
der Entstehung und Entwicklung der Sprache zugrunde liegen, haben sich in den letzten zwei
Jahrzehnten zunehmenden Interesses von Seiten der Physikergemeinschaft erfreut. Am Anfang
dieser Arbeit steht daher die Diskussion einer Reihe von mathematischen und numerischen
Modellen für Sprachdynamik.

Um die Prozesse zu begreifen, die fortlaufend auf unseren Wortschatz einwirken, können wir
uns auf unseren eigenen Sprachgebrauch und dessen zeitliche Änderung konzentrieren. Dabei
stellen wir fest dass Wörter entstehen, ihre Form ändern und verschwinden, und manchmal
auch ihre Konnotation oder gar ihre Bedeutung ändern. Die Gründe dafür sind vielfältig.
Um eine Botschaft möglichst effizient und unmissverständlich zu übermitteln, neigt ein Spre-
cher dazu, die Konventionen seiner Sprache zu benutzen. Allerdings werden unterschiedliche
linguistische Varianten verwendet, da Sprache nicht nur Information vermittelt, sondern da-
bei auch den kulturellen und sozialen Hintergrund der Sprecher reflektiert. Weil Sprache mit
der Zeit geht, können neue Ausdrucksarten als Innovationen ihrer Sprecher in die Sprache
einer Gemeinschaft eingehen. Dadurch gehen linguistische Varianten einen Wettbewerb um
Sprecher ein. Mit diesem Aspekt der Sprachänderung werden wir uns im zweiten Kapitel
befassen, indem wir die Auswirkungen des Utterance Selection Model [1] diskutieren. Wir
untersuchen dieses Modell auch anhand eines aus Mobiltelefondaten konstruierten Netzwerks
als Modellsystem echter sozialer Netzwerke.

Wenn Sprecher mit unterschiedlichen Hintergründen zu einer Gruppe vereint werden, ent-
wickeln sie mit der Zeit einen gemeinsamen Wortschatz, um erfolgreich kommunizieren zu
können [2]. Da unsere Gesellschaft aus vielen Gruppen besteht, die durch Wohnort, Alter,
Beruf oder andere Kriterien definiert werden, bemerken wir zwei gegensätzliche Tendenzen,
welche die Sprachdynamik dominieren: auf der einen Seite versuchen Sprecher, die der glei-
chen Gruppe angehören, sich auf eine linguistische Variante zu einigen, um eine bestimmte
Situation zu beschreiben. Auf der anderen Seite, da diese Variante von Gruppe zu Gruppe
unterschiedlich sein kann, entsteht eine Rivalität unter Varianten aus den Wechselwirkun-
gen zwischen Sprechern, die unterschiedlichen Gruppen angehören. Im dritten Kapitel dieser
Arbeit ist es unser Ziel zu verstehen, wie der Wettbewerb zwischen Varianten in einer Ge-
sellschaft mit Gruppenstruktur entschieden wird, und welchen Einfluss die Stärke der Ver-
bindung zwischen den Gruppen darauf hat. Konkret wollen wir herausfinden, wie lange es
durchschnittlich dauert, bis das System in einen Zustand gelangt, in dem eine einzige Vari-
ante in der gesamten Sprachgemeinschaft benutzt wird, und welche Bedingungen erfüllt sein
müssen, damit Konsens ein realistischer Ausgang ist. Wir erhalten Skalengesetze mit nicht-
trivialen Abhängigkeiten von den Modellparametern und zeigen hiermit die Wichtigkeit der
Gruppenstruktur.



Ein anderes weitverbreitetes Beispiel von komplexen Systemen sind semiflexible Polymer-
netzwerke wie das Zytoskelett, das die Struktur und Stabilität von lebenden Zellen, sowie
deren Mobilität bestimmt. Im letzten Teil dieser Arbeit untersuchen wir die lineare Ant-
wort eines transient quervernetzten Netzwerks auf eine makroskopische Scherkraft, wobei die
Polymerfilamente mithilfe wurmartiger Ketten beschrieben werden. Die Bindungskinetik der
transienten Querverbindungen bewirkt einen Relaxationsmechanismus aus, der nach experi-
mentellen Ergebnissen die viskoelastischen Eigenschaften des Netzwerks deutlich verändert.
Mit einer analytischen Herangehensweise wollen wir herausfinden, wie viel von diesem Effekt
bei kleinen angewandten Kräften sichtbar ist.



Abstract

Language is one of the most prominent examples of complex systems. It is one of the basic
tools of humanity, and yet many of its aspects still puzzle a broad range of scientists. The
phenomena underlying the emergence and evolution of language, as well as cultural change,
have been subject to increased interest from the physics community over the past two decades.
We begin this work by discussing a number of mathematical and computational models of
language dynamics.

Confining our attention to the ongoing processes acting on vocabulary, we only need to
monitor our own use of language as it changes over time to see that words emerge, modify
their shape and disappear, and sometimes even alter their meaning or functionality. The
reasons for these changes are diverse. In order to transmit a message in as efficient and
unambiguous a way as possible, a speaker will tend to use the conventions of her language.
However, due to the fact that language not only communicates meaning, but does this in
a way that reflects the speakers’ cultural and social background, different linguistic variants
(“different ways of saying the same thing” [1]) are used depending on the situation in which the
speakers find themselves [3]. Also, because language “needs to keep pace with new realities,
new technologies and new ideas, from ploughs to laser printers, and from political-correctness
to sms-texting” [4], new means of expressing an idea can enter the language of a community
via innovations from its members. Thus linguistic variants enter a competition for speakers. It
is this aspect in the change of languages which we have a closer look at in the second chapter,
by discussing various implications of the Utterance Selection Model of language change [1].
We also study this model on a network constructed from a mobile phone call data base as a
surrogate of a real-life social network.

If speakers coming from distinct backgrounds find themselves united in a group, in time they
will develop a common vocabulary in order to communicate successfully [2]. As our society
consists of many groups, defined either by geographical location, age, profession or other
criteria, we notice two antithetic tendencies that dominate the dynamics of the language: on
the one hand, speakers affiliated with a social group will try to reach consensus on a variant
in order to describe a particular situation. On the other hand, since this variant can differ
from group to group, an element of rivalry between various forms stems from the interactions
between speakers belonging to distinct social groups. In the third chapter of this work, our
aim is to understand how the competition among word variants is resolved in such a society
composed of several groups of speakers connected with each other, and how the strength of
the connection between the groups influences the dynamics. To this end we want to find
out how long it takes, on average, until the system relaxes to a state where only one variant
is being used throughout the speech community, and which conditions have to be met for
consensus to be a realistic outcome. We obtain scaling laws with nontrivial dependence on
the parameters of the model and thereby demonstrate the importance of group structure.



Another ubiquitous example of complex systems are semiflexible polymer networks like the
cytoskeleton, which is responsible for the structure and stability of living cells, as well as
for their motility. In the final part of this work, we study the linear response to an applied
macroscopic shear strain of a transiently cross-linked actin network, in which the filaments
are modeled as wormlike chains. The binding kinetics of the transient cross-linkers provides
a stress relaxation mechanism that has been shown experimentally to seriously alter the
viscoelastic properties of the network. Our analytic approach serves the purpose of finding
out how much of this effect is visible in the regime of low applied forces.
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1 Language dynamics

Looking at the dynamics of language from the perspective of a natural scientist implies, beside
making use of experimental data (which in this case means linguistic field studies, text corpora
and speech records), the reformulation of linguistic theories in a mathematical framework,
making use of known results from fields like evolutionary biology [5] and statistical physics [6].
Attempting to characterize a system as complex as language invariably means that one has to
make simplifying assumptions, and finding the right balance between a realistic representation
of a certain linguistic feature and a mathematically tractable form can prove to be a difficult
task. Since we do not know how language emerged in the first place and how long this
process took [7], models of language formation cannot be tested as such. However, one can
try to establish some conditions under which a coherent communication system could emerge,
since some of the forces involved are still acting on language as it is evolving today. Among
these prerequisites is the ability of recognizing recurrent patterns in linguistic samples, as well
as assigning them a meaning and finally using them in the appropriate context, this being
the first step in the extraction of abstract rules. Whether faculties like processing linguistic
structures with a complex hierarchy are directly inherited genetically or rather derived from a
more general cognitive ability is still subject to controversy, reflected in the various modeling
approaches.

From a distinct point of view, language is not only a tool used to communicate meaning,
but can also be an asset of economical and even political importance, if we consider areas
all around the world where several languages coexist, thus preserving in a certain sense the
identity of the groups using them. An important question in the study of language dynamics
is therefore the “competition” of languages for speakers. Due to various incentives or restric-
tions, speakers learn new languages and sometimes stop using the old ones, and in the long
run there is even the possibility that the entire population will switch from its initial language
to one better suited to its current needs. The perceived status of a language, depending on
the social and economic benefits enjoyed by its speakers, as well as the number of speakers
using it, are crucial factors in determining whether a language is endangered. However, it
is not entirely understood how small groups can maintain their language for long periods of
time, even though surrounded by a much more numerous community, as observed in various
situations [8].

An account of the insight gained from the study of various mathematical and computational
models can be found in [9, 10, 11, 12, 13, 14, 15]. In this chapter we will discuss a series
of models of grammar formation, language change and competition between languages, from
various points of view concerning the innate abilities of the individuals and the role of the
interactions they are engaged in. The review of Castellano et al. [9] was used as a starting
point for the account given in this chapter.



2 1. Language dynamics

1.1 Language evolution

There are two schools of thought attempting to explain how language developed. The sociobio-
logical approach rests on the hypothesis that successful communicators enjoy a reproductive
advantage, and transmit their strategy genetically across generations. The sociocultural ap-
proach views language as a self-organizing system emerging from interactions between agents
and the need of constructing a shared communication system. As Castellano et al. [9] remark,
the dispute between these two communities goes along the lines of the debate “nature versus
nurture”, the innate qualities of individuals (nature) are weighed against personal experience
(nurture) in determining differences in physical and behavioral traits. In the following we will
have a closer look at these two directions and some of the mathematical models they gave
rise to.

1.1.1 Sociobiological approach

The aim of this line of argumentation [16] is to explain the emergence of a coherent communi-
cation system by ascribing individuals endowed with high communication abilities a selective
advantage over worse communicators. This is because successful communication is essential
for cooperation, which increases the survival and reproduction probability of an individual.
A main assumption, following the nativist approach of Chomsky (outlined in [17]), is that
communication strategies are innate, and are thus transmitted genetically to the offspring.
The poverty of stimulus argument states that children are exposed to a finite sample of lan-
guage, but still end up speaking the same language. This is only possible if they choose from
a finite set of candidate grammars, which are expressions of a Universal Grammar (UG). In
order to achieve this, a Language Acquisition Device is needed, a set of internal rules on how
knowledge is to be acquired systematically. Language change is in this context a result of the
interactions between the UG and environmental conditions [18].

In [19, 20, 21], various strategies for learning the lexicon of a language are described. They
comprise the development of a transmission and a reception mechanism (where the two are not
necessarily correlated) from the communication samples that the individuals are exposed to.
The formalism for these processes, based on evolutionary game theory, is presented by Nowak
et al. [21, 22], relying on ideas formulated by Hurford [19]. Here, a population of individuals
can produce a number of m signals to refer to n objects. Each individual is characterized
by two matrices, P and Q, called the transmission and reception matrices. These define the
language L of the individual, in other words its behavior as speaker and listener, respectively.
The entries pij of the n ×m matrix P represent the probabilities that for describing object
i, the individual will use the signal j. The entries of the m × n matrix Q, qji, denote the
probabilities that a listener will associate signal j with object i. The rows of the two matrices
are normalized:

m∑
j=1

pij =

n∑
i=1

qji = 1. (1.1)

In a typical communication scenario, an individual I1 using language L1 wants to transmit
information about an object i to another individual I2 who uses language L2. For this, he will

use signal j with probability p
(1)
ij . The listener will infer object i with probability

∑m
j=1 p

(1)
ij q

(2)
ji .
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One can obtain a measure of I1’s ability to convey information to I2 by summing over all n

objects:
∑n

i=1

∑m
j=1 p

(1)
ij q

(2)
ji . When both I1 and I2 communicate information to each other,

the success of the interaction can be expressed as a payoff function:

F (L1, L2) =
1

2

n∑
i=1

m∑
j=1

(
p

(1)
ij q

(2)
ji + p

(2)
ij q

(1)
ji

)
. (1.2)

As can be derived from Eq. (1.2), the highest payoff is obtained when P is a binary matrix
with at least one entry equal to 1 in every column (if n ≥ m) or every row (if n ≤ m), and
Q a binary matrix with qij = 1 if pij is the largest entry in a column of P . For n = m, i.e.
the number of objects equals the number of signals, the optimal solution is a matrix P with
one 1 in every row and column, and the matrix Q the transposed matrix of P . The maximal
payoff that can be obtained is Fmax = min{m,n}.

In the transient period of language learning, when individuals are exposed to samples of
language, they construct an association matrix A, an n×m matrix whose entries keep count
of how many times I1 has heard object i being referred to with signal j by I2, out of a total
of k samples. The active and passive matrices P and Q are then derived from this matrix by
normalizing the rows and columns:

pij = aij

/
m∑
l=1

ail, qji = aji

/
n∑
l=1

alj . (1.3)

If the sample number k is very large (k → ∞), A1 will be the transmission matrix P2. If
k = 1, the association matrix will be binary, and therefore already normalized, so P2 = A2.
Since the sampling is finite, language learning is a probabilistic process. If there are no errors
in learning, eventually an absorbing state is reached. By definition (from the normalization of
the transmission and reception probabilities), in this model one signal might describe several
objects, thus homonymy is allowed, whereas several signals cannot always refer to the same
object, synonymy therefore being excluded.

The population dynamics is as follows: having N individuals, one “generation” (meaning
one step of the algorithm) ends after each of them interacts with every other individual and
accumulates a total fitness

FI =
N∑

J=1,J 6=I
(FI , FJ). (1.4)

This is equivalent to the reproductive fitness of the individual, the offspring being produced
proportional to this payoff. Reproduction is asexual, meaning that each new individual has
only one parent. The next generation learns the language using one of several strategies before
replacing their parents’ generation. These strategies define the peers for language sampling,
which can be the parent, an individual with a high reputation or some randomly chosen
individual. If the “teacher” belongs to one of the first two categories, the next generation
will perform better than they would if they learned from random individuals. Small errors
in learning are favorable, since they prevent the system from getting trapped in suboptimal
situations where a signal is used to refer to several objects. Large errors however impair the
optimization process and can lead to complex and unpredictable changes in language [23].
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A way to reduce these learning errors is increasing the number of samples presented to the
offspring. For the population to converge to a coherent language, there is a minimal number
of samples that each individual has to be exposed to [24]. Another type of errors are the
ones in perception [25]. Here a probability of misinterpreting a signal i for another signal
j can be defined depending on the similarity between these sounds. In order to overcome
the limitations that these errors impose on the number of objects that can be described with
a given number of signals, sounds can be combined to form words, which can then be put
together to produce sentences [26]. From this model it results that grammatical rules only
evolve if the number of events to be described is larger than the number of words (see also
[5, 27, 28, 29]). In addition to that, an upper limit for the number of words in an orally
transmitted language can be found, if the distribution of words in this language follows Zipf’s
law1 [30].

The model described above can also be formulated in terms of replicator-mutator equations
[14, 31]. Again, we have an n×m matrix A, with entries aij which are nonzero if there is an
association between object i and sound j. In the following, the matrix A is considered to be
binary, therefore there are M = 2nm such matrices. Within a population of N individuals, a
fraction xk have association matrix Ak, with

∑M
k=1 xk = 1. The evolution of the fraction xk

can then be described through the equation

ẋk =
∑
l

flxlQlk − φxk, l = 1, . . . ,M = 2nm, (1.5)

where fl =
∑

k F (Al, Ak)xk represents the fitness of individuals having association matrix
Al. φ =

∑
l flxl denotes the average fitness of the population, and Qlk is the probability

that someone learning the language from an individual with Al will end up using Ak. In
the equation above, the second term on the right hand side ensures the constant size of the
population. This equation is similar to the quasi-species equation [32, 33], but in this case
the fitness values are frequency-dependent. In the limit of error-free learning, the replicator
equations [34], known from evolutionary game theory, are obtained. In the case of imperfect
learning, the error rate has to be below a certain threshold for linguistic coherence to be
ensured, and the accuracy of language learning can be enhanced by long learning periods.
However, learning involves certain costs which affect the fitness of the individual, so accuracy
and learning speed have to be balanced against each other. It can be shown that there is an
evolutionarily stable finite number of sampling events [35] that ensure a coherent language.
In finite populations, accuracy of learning has to be higher than in infinite populations to
maintain coherence [36]. A version of the model where individuals can change strategies is
described in [37].

1.1.2 Sociocultural approach

In this class of models, a communication system that constantly evolves and self-organizes
emerges due to simple interactions between agents. Good strategies do not ensure a higher

1This law states that the frequency of a word is inversely proportional to the rank it occupies in a list of
words ordered by decreasing frequency, i.e. the highest ranking word is twice as frequent as the second,
three times as frequent as the third etc.
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biological fitness, but only better communication abilities. New rules crystallize due to col-
lective action rather than inherent mechanisms. This framework is more flexible regarding
innovations, agents being endowed with inventing abilities.

A paradigmatic model for this category, the Naming Game formulated by Steels [38], shows
how complex self-organization can emerge from simple rules. Agents start developing their
own vocabularies in a random fashion. In the course of interactions with other agents they
exert a number of tasks like perceiving a particular object, drawing the interlocutor’s attention
to an object, ascribing meaning to an utterance. Afterwards they adjust their vocabularies
according to the response of the other agent. The more successful communication is, the
less the language changes, and thus a shared vocabulary evolves. A similar model is the
one of Ke et al. [39], which describes the formation of a common vocabulary through simple
local interactions, where the agents imitate either a random agent they interact with, or
the behavior of the majority. Their interaction model, like the one presented by Lenaerts
et al. [40], uses a probabilistic description of vocabulary, similar to the evolutionary game
theory approach. However, in this case the matrices are changing after each interaction: if
communication is successful, i.e. if the listener ascribes to the received signal the meaning
that the speaker intended to convey, the corresponding entry in the speaker’s production and
the listener’s reception matrix is increased by an amount ∆. Due to normalization, the other
entries of the two matrices are decreased. This means that in further interactions, the speaker
will rather use a signal that she has produced before when referring to a certain meaning,
whereas a listener will be more likely to relate a heard signal to a meaning that has been
expressed in the same way before.

A minimal version of the Naming Game introduced by Baronchelli et al. [41] comprises N
agents on a fully connected network, trying to establish a common name for a given object.
Every agent has an inventory of words for referring to the object, which is empty at the
beginning. For each interaction, two players are chosen at random, one of them acting as
speaker and the other one as listener. The speaker chooses a word from her2 inventory, or, if
this is empty, she invents a word. If the listener knows the word, communication is successful,
and both erase from their inventories all words except for the one just used. If the listener
does not know the word, he adds it to his inventory, and the interaction is classified as a
failure (Figure 1.1).

The parameters of interest are the total number Nw of words known by the population (the
sum of all words known by each speaker), the number of different words Nd, and the success
rate S(t). In the initial phase, the number of words increases, up to a certain point when
order starts emerging spontaneously. The system undergoes a disorder-order transition to an
asymptotic state of consensus, where the same word is used by all agents. Power laws as a
function of the system size are found for the convergence time and the maximal number of
words. The influence of the network topology on the outcome of this minimal Naming Game
is discussed by Dall’Asta et al. [42].

Considering an even simpler model with only two possible words, one can formulate a deter-
ministic description for the fraction of agents knowing one of the two words, or both of them
[9]. Depending on the initial conditions, one or the other word can take root in the system.

2Throughout this work we will use the convention that when referring to the speaker, the female pronoun is
used, whereas for the hearer we employ the masculine.
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Figure 1.1: An interaction step in a minimal version of the Naming Game. If the listener does not
have the uttered word in his inventory, he adds it, and the interaction is considered to
be a failure (top). If he knows the word, both agents erase every other word from their
inventories, keeping only the one that has been uttered by the speaker and recognized
by the listener. The conversation is then considered to be successful (bottom). In the
beginning, the agents’ inventories are empty, so when they act as speakers for the first
time, they invent a word.

The state where the initial fractions are equal is unstable, a perturbation would make the
system reach one of the two states where one word dominates. An extension of this idea
was treated by Blythe [43], a hybrid model unifying the Naming Game and the Voter Model,
one of the most well-known models of opinion dynamics [9, 44]. Here also, the phase space
displays two phases, depending on the parameters of the model: one in which consensus on
one word is reached, and the other where, only in the deterministic limit, the two words co-
exist with equal frequency. Similar ideas are found in [45]. These models resemble language
competition models, like the one of Abrams and Strogratz [46], which we will have a closer
look at in the next section.

Starting from models of cultural transmission such as the one of Cavalli-Sforza et al. [47],
Nettle [48] uses social impact theory to describe language change. In his model, individuals
have a choice between two words, p and q. The agents are characterized by their age, which
can take values from 1 to 5, hereby defining children, teenagers, young adults etc. They are
placed on a two-dimensional lattice, each agent being influenced by the ones around him,
this influence decreasing with distance. In each life stage, agents sample the language of
the agents surrounding them, provided these are not aged 1, and the end of the stage, the
agents grow one unit older. The individuals that were previously aged 5 die and are replaced
by children. At the beginning, everyone uses word p. In the first two life stages, errors in
learning can occur, opening a path for innovations. In this context, it means that the agent
learns word q instead of p with a small probability. If the error happens in stage 1, there
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is a good chance that it will be corrected in the next life stage. Errors acquired in stage 2
however are preserved until death. From stage 3 on the learning process stops, and the only
way that agents contribute to language evolution is by influencing younger speakers. One
of the findings is that tuning the mutation rate within reasonable limits does not produce
linguistic change, so word q will not impose itself through this mechanism only. To simulate
situations in which the consensus variant changes, differences in status and functional bias are
introduced. By drawing the status of the agents from a Poisson distribution, a society with a
few very influential individuals is created, who can spread the rare variant in the community.
Functional bias means there is some inherent bias against some variant, for instance because
it is hard to learn. It appears that a small functional bias without social differences does not
lead to linguistic change.

In a second paper [49], Nettle uses the same model to show that the rate of language change
decreases as the speech community increases, eventually reaching a stable asymptote. Lin-
guistic borrowing is simulated by placing in the community a few young adults (aged 3) with
high status, who speak the less preferred variant. One can observe that small communities
are more likely to borrow the variant of the immigrants than larger ones, if the number of
foreigners is fixed. This does not hold however if the proportion of foreigners with high status
is fixed. Finally, smaller communities seem to be a more fertile ground for structures against
which there is a bias, here they can evolve and survive longer than in large communities.

Ke et al. [50] explore the model proposed by Nettle on various types of networks. They
find that, when functional bias is sufficiently high, innovations spread linearly in regular and
small-world networks, and very quickly, following an S-shaped curve, in random and scale-free
networks. However, the success rate of change is lower in the latter category. By introducing
statistical learners who use both variants according to their frequency and impact in the
sample they collect, a variant with a small functional advantage can diffuse easily.

Another approach coming from computational linguistics is the Iterated Learning Model
(ILM) developed by Kirby et al. [51, 52]. Here, individuals infer rules from samples offered by
a teacher, incorporate new rules into the grammar and then generalize these rules. Through
this self-organizing mechanism, the poverty of stimulus issue can be overcome. Irregularities
in languages can be accounted for by considering pressures on language, like choosing the
shortest signal out of a set of equivalent alternatives, or failing to pronounce all sounds of a
word (erosion).

Niyogi and Berwick [53] compare the ILM with Social Learning (SL), where individuals sample
utterances of several teachers, for example two parents. They show that whereas the ILM
only allows for linear dynamics, in the case of social learning the dynamics is nonlinear and
thus displays a wider set of possible outcomes. Applying the SL model to a situation of two
languages in contact, they find that it correctly predicts an observed phase transition that
results in the loss of some types of syntactic constructions. With the linear ILM, this could
not have been achieved.

Griffiths et al. [54, 55] incorporate Bayesian learners into the Iterated Learning paradigm of
Kirby et al. These have some a priori expectations about the structure of language, which
are expressed in a prior probability distribution. By sampling utterances of other users, they
use Bayes’s rule to infer the structure of language used in the community. The first agent
to provide samples is assumed to have already learned the language. By making particular
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choices regarding the prior distribution, they find that the speakers’ word usage frequencies
are governed by neutral evolutionary dynamics. In [55] this theory is used to explain S-
shaped curves in language change, power law distributions of word frequencies and the effect
of frequency in word change rates.

Croft [3] suggested an evolutionary language change approach, which was cast into a mathe-
matical framework by Baxter et al. [1]. This model, which we will discuss in detail in Chapter
2, is based on utterance selection. This means that word variants replicate through speakers’
utterances, and genetic drift is due to the stochasticity of utterance production.

A somewhat more “experimental” course in explaining changes in language was taken by
Lieberman et al. [56] and Pagel et al. [57]. By studying corpora of texts spanning very long
time periods, they show that the rate of word evolution is strongly related to the frequency of
word use. Words used rarely are more susceptible to change, and Lieberman et al. motivate
in this way the regularization of verbs in the English language. They find the half-life of
irregular verbs to scale as the square root of the frequency with which they are used.

On shorter time scales, Altmann et al. [58] show that the word niche (quantifying the dis-
semination of words across speakers) is more important for the success of words than usage
frequency when considering the dynamics of the whole vocabulary. By analyzing data from In-
ternet discussion groups, they conclude that poor dissemination of words leads to a reduction
of their usage frequency.

Ferrer and Solé [59, 60, 61, 62] investigate the validity of Zipf’s law with the aid of large text
corpora. They find two different scaling regimes [59] for a kernel lexicon consisting of common
words and a large lexicon used for specific communications, respectively. Their conclusion is
that the standard Zipf’s law describes with high accuracy words that are known to a very
large number of speakers. In [61], a mathematical framework based on a simple optimization
process applied to a binary association matrix (as the ones discussed in the previous section)
is employed to model effort minimization of both speaker and hearer. The findings show
that the optimal solution for maximizing the transmission of information under constraints
of speaker effort is precisely Zipf’s law.

1.2 Language competition

There are roughly 6000 languages spoken today, and they are disappearing at a rate of two a
month [63, 8]. This means that by the end of the 21th century, between half and three-quarters
of today’s languages will go extinct, most of them being the languages of very small, often
isolated societies. There are many reasons which cause languages to disappear, among them
colonization and economic globalization, but generally speaking one can say that languages
are threatened by extinction in the same way as biological species [64, 65, 66]. In the attempt
of understanding how this process takes course and which would be the crucial points where
one could intervene, an avalanche of models has been initiated by the work of Abrams and
Strogatz [46].

In models of language competition, language is mostly simplified to the extent that it has no
intrinsic structure. There are two categories of models where various languages compete for



1.2 Language competition 9

speakers, one of them studying the evolution of macroscopic parameters such as fractions of
the population, and the other the fate of individual agents.

We begin with discussing the model of Abrams and Strogatz [46], where speakers are monolin-
gual in one of two possible languages and highly connected. A language becomes increasingly
attractive with the number of speakers and its perceived status. The latter is a parameter
describing social or economical opportunities that its speakers enjoy, as perceived by soci-
ety. The probability per unit time of a speaker to change from language X to language Y
is Pyx(x, s), where x is the fraction of speakers using language X, and the relative status of
language X, denoted by s, takes values in the interval [0, 1]. Then the speaker dynamics is
given by the following equation:

dx

dt
= yPyx(x, s)− xPxy(x, s), (1.6)

where y = 1− x is the fraction of speakers of language Y . If a language has status s = 0 or
no speakers, it will never be used again. The transition probabilities are assumed to be of
the form Pyx(x, s) = cxas and Pxy(x, s) = c(1 − x)a(1 − s) respectively, with the exponent
a = 1.31±0.25 obtained by fitting various data sets. From the analysis of the model it results
that the coexistence of the two languages is not a stable solution, and thus one language will
eventually drive the other one to extinction.

In [67], Patriarca and Leppänen enrich the model of Abrams and Strogatz by a geographical
component. Generalizing Eq. (1.6) to a reaction-diffusion equation and dividing the total
area in two “influence zones” where the status of one or the other language is higher, they
find that the languages can coexist, each language being spoken mainly in its own influence
area, and the two languages interacting at the interface. In [68], the population is allowed to
grow. If there is no geographical barrier between the two languages, one language survives.
Which of the two it is depends on the initial distribution of the speakers and the boundary
conditions. In the presence of geographical inhomogeneities, the two languages can coexist in
different areas, as in [67].

The approach of Pinasco and Romanelli [69] explains coexistence of languages in the setting
of a Lotka-Volterra type [34] extension of the Abrams-Strogatz model. The conversion rates
are proportional to xy rather that yxa, which however does not result in qualitative changes
of the dynamics. The carrying capacities in the absence of competition (c = 0), Sx and Sy,
are determined by the environmental conditions. The equations for language competition are
then

dx

dt
= cxy + αxx

(
1− x

Sx

)
and (1.7)

dy

dt
= −cxy + αyy

(
1− y

Sy

)
, (1.8)

where the coefficient c is the rate of conversion from y to x (i.e. the status of language
x), and αx and αy are positive parameters including natality and mortality rates of each
population. Eqs. (1.8) describe a combination of a predator-prey model, where the prey
mutates into a predator after being captured (a “vampire-type” predator, as the authors call
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it), and an epidemics model, where infected individuals do not recover, but also do not die
immediately. This model is asymmetric, in that one language is more prestigious and attracts
speakers of the other language, but there is no incentive for its speakers to change to the other
language. The non-attractive language can survive in the same area as the other if it fulfills
certain conditions, like having a high growth rate and a low switching rate to the attractive
language, and if the carrying capacity of the latter is small (and thus the speakers of the
attractive language have to fight for resources).

Another extension of the Abrams-Strogatz model, allowing for speakers to become bilingual,
was studied by Mira and Paredes [70]. They modify Eq. (1.6) to

dx

dt
= yPyx + bPbx − x(Pxy + Pxb), (1.9)

where b denotes the fraction of bilingual speakers. They further include a parameter quantify-
ing similarity between languages, k, which takes values between 0 and 1, with k = 0 meaning
that monolingual speakers of a language cannot communicate with monolingual speakers of
the other. In this context, the transition probabilities change to Pxb = ck(1 − s)(1 − x)a

for monolingual speakers of X becoming bilingual, and Pxy = c(1− k)s(1− x)a for speakers
completely changing from language X to Y . The probabilities for monolingual speakers of Y
to become bilingual or switch to language X are Pyb = cks(1−y)a and Pyx = c(1−k)s(1−y)a

respectively. The transition from bilingual to monolingual speakers is given by Pbx = Pyx and
Pby = Pyx. From studying these equations, one learns that if languages are similar enough,
i.e. the parameter k is higher than a particular value (which depends on the relative status
s), the two languages can coexist.

Minett and Wang introduced bilingual speakers in a slightly different way in [13, 71]. Here,
the two languages do not have to be similar to each other to survive, but the transmission rules
are different. On the one hand, there is vertical transmission from parents to children, where
children of monolingual parents inherit the only language of their parents, whereas children
of bilingual parents can learn one or both languages. With rate µ, parents are replaced in this
way by their children. With rate 1−µ, the language transmission is horizontal, implying that
monolingual adults can also learn the other language and thus become bilingual, or they can
remain monolingual in their language, but they will never completely switch from one language
to the other. The transition rates of the Abrams-Strogatz model are modified according to
these rules. Their findings are that a state where both languages survive, be it through
bilingual speakers or monolingual speakers of each language, is unstable, and thus one of the
languages is prone to go extinct. Formulating their model in an agent-based setting, they
find that in strongly connected networks, the extinction of a language can be prevented more
easily than if connections are sparse, and the way of doing this is by increasing the status
of the language when the fraction of speakers falls beyond a certain threshold. A further
generalization of these ideas is presented in [72], where the status of the endangered language
can be tuned to take values in a continuous interval, in order to preserve the coexistence of
the two languages.

The Abrams-Strogatz model was also the starting point for numerous agent-based models.
In [73], the differences between a mean-field and a stochastic version of the Abrams-Strogatz
model are discussed, namely the role of fluctuations in the fixation of a language. In the
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microscopic model, coexistence of the two languages is never achieved, since fluctuations will
always drive the system into one of the two absorbing states where only one language is
spoken.

Castelló et al. [74] map the Abrams-Strogatz model on the Voter Model [44] with an additional
state representing bilingual speakers. This bilingual state changes the coarsening dynamics
of the Voter Model and speeds up the extinction of one of the languages. Both the Abrams-
Strogatz model and the one including bilingual speakers, presented in [74] are studied in [75]
and [76] on scale-free random networks, the results show that language coexistence is lost more
easily in the model with bilingual individuals. Also, coexistence is more stable in strongly
connected networks, as connectivity is decreased, one language dominates. In networks with
community structure, the presence of bilingual individuals can help minority languages to
survive for longer time periods.

The Schulze model [12] describes a society in which the language of each speaker has F
independent features, each of them taking one out of Q values. In the case of Q = 2,
language is a bit string, as in the quasi-species model [33]. Language can change through
three processes: on the one hand, there can be spontaneous mutations in the value of a
feature with probability p. There can be word transfer from one language to the other, this
happening when a feature takes over the value of the same feature of a neighbor’s language
with probability q or a value at random otherwise. Finally, the agent can learn a new language:
with probability (1 − x)2r, the speaker switches to another language spoken by a fraction x
of the population. Placing the agents on a network, only the immediate neighbors have an
influence on a speaker’s language. In a variant of this model [77], communities are allowed
to grow, individuals can reproduce and die. For low spontaneous mutations (small p), the
majority will speak one language, whereas for high values of p, many languages coexist and
show a log-normal distribution. In [78], the authors find better agreement with real data by
sampling the distribution over a long time interval including transient times.

Zanette [79] presents an analytical formulation of the Schulze model, which resembles the
quasi-species models discussed in Section 1.1.1. Here, however, there is no intrinsic fitness of
language, but the fitness grows with the spreading of the language. In [80], Zanette argues
that the log-normal distribution of language sizes can be understood as a consequence of
demographic growth.

In another work, Schulze and Stauffer analyze language switch in a region that has been
conquered by speakers of a different language. On a Barabási-Albert network, the language
of the conquerors always imposes itself, whereas on a two-dimensional lattice the time for this
language to take over diverges.

Another type of language competition model is introduced by de Oliveira et al. [81]. Here,
starting with an ancestral language, the population spreads from an initial site across a
geographically inhomogeneous territory, modeled by a two-dimensional lattice with different
fitness values per lattice site. The fitness of a language is given by the “friendliness” of
the landscape, i.e. the amount of resources available on the occupied territory. The more
unfriendly the environment is, the faster the language mutates, hereby giving birth to new
languages. The number of languages grows as a power law with respect to the occupied area.
As soon as the whole territory is occupied, the language creation process comes to a halt.
The various different populations engage in a competition for territory, with the languages
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existing in friendlier environments having a higher fitness. In time, languages occupying a
larger territory will gain more and more fitness, and in the end only very few languages
survive.

1.3 Concluding remarks

When confronted with the complexity of language as we know it, we realize that in order for
it to have evolved this far, the individuals using it need to be endowed with mental abilities
like the understanding of temporal order, causality, locality or abstraction, apart from certain
physical requirements like the lowering of the larynx [82, 83] that made it possible to produce
sounds in the first place. Therefore, when considering the arguments of the sociobiological
approach to language evolution, a certain amount of innate qualities can be accounted for.
In this sense, a language that can express statements with a higher degree of complexity has
a higher fitness than a language that can only express one idea at the time by being able
to convey more information in an efficient way, and therefore speakers will continue to refine
the language as long as it reduces ambiguity. This way, one can imagine the emergence of
syntax. However, the implication that the speakers of a “fit” language will all be successful
reproducers is not entirely justified. That speakers should inherit the successful strategies
from their ancestors is a very strong assumption, this approach leaving too little room for
the features of the individual, and maybe the aspect of learning the language is not ascribed
enough importance.

In this respect, the sociocultural approach leaves the most room for the creativity of agents,
since structured communication emerges from interactions on the microscopic scale, without
speakers or a language being endowed with a priori fitness. Language change can be studied
on various levels and therefore on different timescales, from alterations in vocabulary, which
happen in the course of months or few years, to the regularization of verbs, which has been
going on for centuries.

Most models of language competition simplify language up to the point where it becomes
just another feature of the speakers, like eye color or political preference, hereby losing all
attributes that are specific to it. Estimating the parameters that are introduced, like the
perceived status, or in some cases the carrying capacity of a language, is nontrivial in a
real-life situation, so the insight gained from the analysis of various models is not necessary
applicable to other situations. As Krauss [63] argues, it is very difficult to state when a
language is dying, but even if one could predict from available data when a language will
go extinct, there are many other external factors like politics, environment, etc., which can
render the implementation of suggestions on how to prevent language death very complicated.
Also, in most models, new languages are either not allowed for, or they can only emerge in
an initial transient phase. There is a discrepancy between this constraint and the observation
that new languages appear, for example, as a result of a difficult sociopolitical situation, as in
the case of Serbo-Croatian, which gave birth to three distinct languages: Serbian, Croatian
and Bosnian [8].

Since nowadays linguistic data is readily accessible even for non-linguists in the form of
collections of scanned books spanning enormous periods of time, archives of publications from



1.3 Concluding remarks 13

the last decades, as well as data from various social networks, it would be desirable to construct
more “experiments” in order to enhance models until they withstand the confrontation with
real data.

In the following chapters we will pursue the aim of capturing the effects of forces acting on
short timescales that can be observed in the course of a human lifetime. We will focus on the
changes experienced by the vocabulary of a language.
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2 Utterance Selection Model of language
change

If we were to study someone’s vocabulary along the years, we would notice a lot of changes.
Not only are words continually added, but some of them fall into disuse for long periods of
time, and many of them eventually disappear. The language use pattern of an individual
varies due to many reasons like aging, a change of residence, media influence. The particular
situation in which the speaker finds herself can have a strong influence on the choice of words
[84]. The frequencies with which words are used are a way of quantifying language change on
the word level. To get a general idea about how these change in time, one can explore text
corpora available online with interfaces like Google Ngram Viewer [85]. In Figure 2.1 we show
the change in frequency of the words computer, PC and calculator in a time span of 72 years.
The plot only reflects the usage of these words in written language, since the text corpus
behind this application consists of millions of books. We see that the curves experience an
increase around the time when objects known under that name (or acronym) became popular
in wide parts of the society.

Figure 2.1: Google Ngram Viewer [86]: the evolution of the frequencies of the words computer, PC
and calculator from 1940 to now, obtained from sampling books appeared in this period.

From now on, we will use the term “language” to describe spoken language. This differs from
written language insofar as it changes on a faster time scale, observable in the course of a
human lifetime. The records of written language often do not capture the whole spectrum of
changes in a language over shorter periods, the reason being that some of them are alterations
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in pronunciation, which take a long time until they become reflected in the way the words
are written, and others are short-lived vogue words.

Baxter et al. [1] formulated an evolutionary model of language change based on the ideas
presented by Croft [3]. It describes a very simple language, consisting of a single replicable
structure called lingueme (the linguistic analogue of a gene, in the example presented in Figure
2.1 it is the computer concept), with V variant forms (the equivalent of alleles, in Figure 2.1
the words computer, PC and calculator). Selection steps in when speakers interact and utter
these variants, hereby leading to the replication of the lingueme.

The underlying social network consists of N speakers who use these variants according to
their knowledge of language, with certain frequencies, which are stored in the vectors xi =
(xi1, xi2, ..., xiV ), with i = 1, ..., N . These frequencies are normalized to 1 for each speaker:

V∑
v=1

xiv(t) = 1, ∀i, t.

The state of the system can be characterized at any time t through the entirety of agents’
vocabularies X(t) = (x1(t), ...,xN (t)). The initial conditions can be chosen arbitrarily, giving
the possibility to start with each speaker knowing only one variant or all speakers using several
variants with different frequencies.

Figure 2.2: A social network for the Utterance Selection Model can have weighted links, if one wants
to model heterogeneous communication patterns of speakers, or all links can have the same
weight, which would give the speakers equal changes to interact.

The interaction algorithm between individuals relies on the following steps: first, two speakers
are chosen at random, with the condition that they are connected by a link. The probability
of choosing a particular pair corresponds to the weight of the link, Gij (if the links have equal
weights, then also the probabilities of choosing each of them for an interaction are equal).
In the next step, each of the speakers produces a string of tokens of length T . The tokens
are instances of the V variants, uttered according to frequencies x′iv. The numbers ni1(t),
..., niV (t) of tokens of each variant produced by speaker i are drawn from the multinomial
distribution

P (ni,xi) =

(
T

ni1 · · · niV

)
(x′i1)ni1 · · · (x′iV )niV , (2.1)

where xi is the frequency vector of speaker i and
∑V

v=1 niv = T . If the token production
is unbiased, these frequencies are equal to the entries in the speaker’s vocabulary vector,



17

x′iv = xiv. If there is a bias in production, the probabilities to utter tokens of a particular
variant are a linear transformation of the stored frequencies: x′iv =

∑
wMwvxiw(t), where

the matrix M , same for all speakers, can be seen as the effect of universal forces such as
articulatory constraints, according to [1], and its columns sum up to 1 so that the production
frequencies are properly normalized. One of the effects of bias is that the speaker can also
produce tokens of a variant which in her vocabulary has frequency zero. The case where
Mwv = 0 ∀v 6= w corresponds to no bias. After both speakers have uttered the tokens, their
vocabularies are updated, taking into consideration the old entries of the frequency vectors,
the utterances of the speaker herself, as well as those of her interlocutor:

xi(t+ δt) =
xi(t) + (λ/T )[ni(t) +Hijnj(t)]

1 + λ(1 +Hij)
. (2.2)

cup cup cup 
mug cup

mug mug cup 
mug cup

{cup, mug}

cup! mug
  xj1   xj2

cup! mug
  xi1   xi2

Figure 2.3: Interaction between two speakers: Here the number of variants V = 2 (cup and mug), and
each speaker produces T = 5 tokens according to the frequencies she has stored (cartoon
inspired by Figures 2-4 in [1]).

The update rule (2.2) ensures the correctness of normalization. The parameter λ describes
the magnitude of the change occurring in the vocabulary of a speaker due to an interaction,
whereas Hij is the weight given by a speaker to her interlocutor’s utterances relative to her
own. The steps of the algorithm are repeated until either there is only one variant spoken in
the community (for unbiased token production) or another stationary distribution is reached
(for biased production).

In the limit Hij → ∞, one can consider an asymmetric version of the two-variant Utterance
Selection Model where in an interaction each agent behaves either as a speaker or as a listener.
If the speaker produces only one token, the dynamics corresponds to the Voter Model [43], one
of the simplest models of opinion formation. In contrast, the symmetric Utterance Selection
Model, which we are considering, exhibits a much richer dynamics stemming from each agent
being both speaker and listener at the same time.

In order to understand the frequency distribution of the linguistic variants, in [1] the authors
analyze the Utterance Selection Model in the continuous-time limit with the aid of a Fokker-
Planck equation obtained via a Kramers-Moyal expansion [87]:
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∂P (x, t)

∂t
= −

V−1∑
v=1

∂

∂xv
{αv(x)P (x, t)}+

1

2

V−1∑
v=1

V−1∑
w=1

∂2

∂xv∂xw
{αvw(x)P (x, t)}+ · · ·. (2.3)

Here, αv and αvw are the first and second jump moment of the change in vocabulary that
occurs during one iteration of the algorithm, δx(t) ≡ x(t+ δt)− x(t):

αv(x) = lim
δt→0

〈δxv(t)〉
δt

, (2.4)

αvw(x) = lim
δt→0

〈δxv(t)δxw(t)〉
δt

. (2.5)

In the following two sections we will go through the calculations of Baxter et al. [1], beginning
with the single speaker case due to its simpler form. Later on we will complete the picture
by numerical results obtained from our Monte Carlo simulations.

2.1 Single speaker dynamics

When considering only one speaker, the term preceded by Hij in Eq. (2.2) no longer exists,
so the update rule has the form

x(t+ δt) =
x(t) + (λ/T )n(t)

1 + λ
. (2.6)

Then the change in vocabulary occurring during one algorithm iteration is

δx(t) =
λ

1 + λ

(
n(t)

T
− x(t)

)
. (2.7)

If the token production is unbiased, then x′ = x. From Eq. (2.1) we obtain 〈n(t)〉 = Tx′, and
therefore the first jump moment of δx(t) vanishes, whereas the second is found to be

〈δxv(t)δxw(t)〉 =
λ2

(1 + λ)2

1

T
(xvδv,w − xvxw). (2.8)

When moving from a discrete model to a continuous one, the time step has to be defined.The
model parameters that one can make use of are T or λ. Since taking δt = 1/T would make
the approximation valid only for a large number of words uttered per interaction, λ is a better
choice, and so:

λ = (δt)1/2. (2.9)

The parameters Hij and Mij need to be rescaled too:
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Hij = hij(δt)
1/2, (2.10)

Mvw = mvw(δt)1/2 for v 6= w. (2.11)

In the biased reproduction case, taking into account the fact that the columns of the matrix
M are normalized to 1, we see that all but one element in each column are independent.
Choosing this element to be the diagonal one (given by Mvv = 1−

∑
w 6=vMwv), we can write

x′v − xv =
∑
w

Mvwxw −
∑
w

Mwvxv =
∑
w 6=v

(Mvwxw −Mwvxv). (2.12)

Then the first jump moment is

αv(x) =
∑
m 6=n

(mvwxw −mwvxv). (2.13)

From (2.8) we see that 〈δxv(t)δxw(t)〉 is of the order δt, so in the limit δt→ 0 all off-diagonal
entries of the matrix M vanish, and hence bias can be ignored. Then the second jump moment
is given by

αvw(x) =
1

T 2
(〈nvnw〉 − 〈xv〉〈xw〉). (2.14)

The variance of the multinomial distribution (2.1) is

〈nvnw〉 − 〈nv〉〈nw〉 =

{
Tx′v(1− x′v), v = w,

−Tx′vx′w, v 6= w,
(2.15)

so equation (2.14) turns into

αvw(x, t) =
1

T
(xvδv,w − xvxw). (2.16)

Since all higher jump moments are of higher order than δt, they vanish, and therefore the
Fokker-Planck equation for the single speaker model is obtained with the aid of the first two
moments only:

∂P (x, t)

∂t
=−

V−1∑
v=1

∂

∂xv

∑
w 6=v

(mvwxw −mwvxv)P (x, t)

+
1

2T

∑
v,w

∂2

∂xvxw
(xvδv,w − xvxw)P (x, t). (2.17)

What we can already anticipate is that if there is no bias in the token production, eventually
all but one variant will die out, so the only possible stationary distribution is one where a
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variant has frequency 1 and all others are absent. We will now study Eq. (2.17) first in the
unbiased, and then in the biased production case.

2.1.1 Unbiased token production

If the speaker utters tokens with probabilities corresponding to the frequencies xv stored in
her “grammar”, what remains of (2.17) is

∂P (x, t)

∂t
=

1

2T

V−1∑
v=1

V−1∑
w=1

∂2

∂xv∂xw
(xvδv,w − xvxw)P (x, t). (2.18)

Since T appears as a time scale, in the following it will be set to 1 without loss of generality.
The exact solution of Eq. (2.17) can be found through a change of variables [88]:

ui =
xi

1−
∑

j<i xj
. (2.19)

Inserting this into Eq. (2.18) results in

∂P (u, t)

∂t
=

1

2

V−1∑
v=1

∂2

∂u2
v

uv(1− uv)∏
w<v

(1− uw)
P ≡ D̂V (u1, ..., uV−1)P. (2.20)

Separating the time and space variables, for a given initial condition u0 we have

P (u, t) =
∑
λV

CλV (u0)ΦλV (u)e−λV t, (2.21)

where λ and ΦλV are the eigenvalues and eigenfunctions of the operator D̂, and CλV (u0) the
expansion coefficients to be determined from the initial condition.

Now the variables u can be separated recursively:

D̂V+1(u1, ..., uV ) = D̂2(u1) +
1

1− u1
D̂V (u2, ..., uV ). (2.22)

Assuming that Φ(u1, ..., uV−1) is an eigenfunction and λ an eigenvalue of D̂V (u1, ..., uV−1),
the following ansatz is made for an eigenfunction of D̂V+1(u1, ..., uV ), with the eigenvalue
λV+1 to be determined:

ΦλV +1
(u1, ..., uV ) = ψλV +1,λV (u1)ΦλV (u2, ..., uV ). (2.23)

Using this expression in (2.22) leads to

1

2

d2

du2
u(1− u)ψλV +1,λV (u) =

(
λV+1 −

λV
1− u

)
ψλV +1,λV (u), (2.24)
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which has to be solved for the function ψ. If there are only two variants (i.e. V = 2), only
the variable u1 is independent, and the solution of (2.24) with λ1 = 0 is the eigenfunction
D̂(u1) with eigenvalue λ2. Inserting this into (2.23) and reiterating, the eigenfunction of the
Fokker-Planck equation (2.18) is

ΦλV−1
= ψλV ,λV−1

(u1)ψλV−1,λV−2
(u2) · · · ψλ2,λ1(uV−1). (2.25)

The eigenvalues of (2.24) can be found, after an appropriate substitution, by bringing the
equation into a standard hypergeometric form with Jacobi polynomials as solution [88]:

λV =
1

2
LV−1(LV−1 + 1), Lv =

v∑
w=1

(lw + 1), (2.26)

where lw are non-negative integers.

The eigenvalues are positive, which means that the function P (u, t) decays with time. This
happens because for unbiased token production a variant with frequency zero can never be
uttered again, so eventually all but one variant will go extinct. Due to the conservation of
the mean of the distribution, the probability for a particular variant to fixate equals that
variant’s mean frequency in the initial distribution.

2.1.2 Biased token production

If there is bias at work during token production, the calculations become more difficult.
Analytical results can be obtained if one imposes the condition that mwv = mv, i.e. the
mutation rates depend only on the variant that the others mutate into. In order to calculate
the moments of xv(t), the Fokker-Planck equation is rewritten as a continuity equation:
∂P/∂t +

∑
i,v ∂Jiv/∂xiv = 0. Imposing the condition that the current on the boundaries is

zero, the equation for the moments reads

d〈xv(t)k〉
dt

=

∫
dx xkv

∂P (x, t)

∂t
= −

∑
w

∫
dx xkv

∂Jw
∂xw

= k

∫
dx xk−1

v Jv(x, t), (2.27)

with the probability current

Jiv(X, t) =−
V∑
w 6=v
w=1

(mwvxiv −mvwxiw)P (X, t) (2.28)

− 1

2

V−1∑
w=1

∂

∂xiv
(xivδv,w − xivxiw)P (X, t). (2.29)

The equation for the first moment is then
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d〈xv(t)〉
dt

= −
∑
w 6=v

(mw〈xv〉 −mv〈xw〉) =
(
−
∑
w 6=v

mw

)
〈xv〉+mv(1− 〈xv〉)

= mv −R〈xv〉, (2.30)

where R =
∑V

v=1mv. The solution of Eq. (2.30) is

〈xv(t)〉 =
mv

R
+

(
xv,0 −

mv

R

)
e−Rt. (2.31)

The full time-dependent solution of the Fokker-Planck equation (2.18) can be found by the
same change of variables as in the unbiased case (2.19). One has to replace

1

2

∂

∂uv
uv(1− uv)→

1

2T

∂

∂uv
uv(1− uv) + (Rvuv −mv), (2.32)

where Rv =
∑V

w=vmw in (2.20), and then the eigenvalues become

λV =
1

2T
L′V−1(2TR+ L′M−1 − 1), L′v =

v∑
w=1

lw, (2.33)

with lw non-negative integers as before. Here there is a zero eigenvalue when lw = 0 ∀w.
The eigenfunction corresponding to it is the stationary state

P ∗(x) = Γ(2R)
V∏
v=1

x2Tmv−1
v

Γ(2mv)
, (2.34)

which for V = 2 is a β distribution. This is convex when m1 and m2 are less than 1/2, and
concave otherwise. If m1 6= m2, the distribution is asymmetric.

2.2 Dynamics of N speakers

Returning to the initial model with N interacting speakers, the calculation goes on similar
lines as for one speaker.

From the update rule (2.2),

δxiv =
λ

1 + λ(1 +Hij)

[
niv
T
− xiv +Hij

(
njv
T
− xiv

)]
. (2.35)

Given that 〈niv〉 = Tx′iv,
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〈δxiv〉 =
λ

1 + λ(1 +Hij)
[x′iv − xiv +Hij(x

′
jv − xiv)]

= λ

(∑
w 6=v

(Mvwxiw −Mwvxiv) +Hij(xjv − xiv)

)
+O(λHM,λ2H,λ2M).

For the N -speaker model, the variance of the multinomial distribution is

〈nvnw〉 − 〈nv〉〈nw〉 =


Tx′iv(1− x′iv), v = w, i = j

−Tx′ivx′iw, v 6= w, i = j,

0, i 6= j.

With this the second moment is found:

〈δxivδxjw〉 =
λ2

T
(xivδv,w − xivxiw) +O(λ2H,λ2M,λ3)〉 (2.36)

for i = j and 〈δxivδxjw〉 = 0 otherwise.

Since the Fokker-Planck equation consists of a deterministic and a stochastic term, both 〈δxiv〉
and 〈δxivδxiw〉 have to be of order δt in the limit δt→ 0. This is ensured by the rescaling of
variables (2.9) and (2.11). Again, as in the single speaker case, all higher order terms vanish, so
by inserting the calculated jump moments into (2.3), taking into consideration the interaction
probabilities Gij and averaging over all pairs of speakers, the general Fokker-Planck equation
reads:

∂P (X, t)

∂t
=
∑
i

Gi[L̂(bias)
i + L̂(rep)

i ]P (X, t) +
∑
〈ij〉

GijL̂(int)
ij P (X, t), (2.37)

where Gi =
∑

j 6=iGij is the probability that speaker i takes part in an interaction with any
other speaker.

The term

L̂(bias)
i =

V−1∑
v=1

∂

∂xiv

V∑
w=1
w 6=v

(mwvxiv −mvwxiv) (2.38)

represents the effect of bias in the reproduction of variants.

Due to the fact that the number of utterances produced in an interaction is finite, stochasticity
is present in the Fokker-Planck equation through the term

L̂(rep)
i =

1

2T

V−1∑
v=1

V−1∑
w=1

∂2

∂xiv∂xiw
(xivδv,w − xivxiw). (2.39)
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The last term,

L̂(int)
ij =

V−1∑
v=1

(
hij

∂

∂xiv
− hji

∂

∂xjv

)
(xiv − xjv), (2.40)

arises from the influence of the interlocutor’s utterances on the speaker’s vocabulary.

In order to be able to gain some insight by means of analytical calculations, the number of
parameters is reduced by setting all Hij equal to a constant h, the number of variants is
restricted to two, and all weights on the links connecting speakers are equal:

Gij ≡ G =
1

2N(N − 1)
∀i, j. (2.41)

The Fokker-Planck equation (2.37) becomes

∂

∂t
P = (N − 1)G

∑
i

(
∂

∂xi
(Rxi −m1) +

1

2T

∂2

∂x2
i

xi(1− xi) + h
∂

∂xi

(
xi −

1

N − 1

∑
j 6=i

xj

))
P

= (N − 1)G
∑
i

(
∂

∂xi
(Rxi −m1) +

1

2T

∂2

∂x2
i

xi(1− xi) +
N

N − 1
h
∂

∂xi
(xi − x)

)
P, (2.42)

where x represents the average frequency of the first variant throughout the population,
x ≡

∑
i xi/N , m1 ≡ m12 and R = m1 +m2 = m12 +m21.

In the same way as above, one can find equations for the moments xi:

d

dt
〈xi〉 = −(N − 1)G

(
(R+ h)〈xi〉 −m1 −

h

N − 1

∑
j 6=i
〈xi〉

)
. (2.43)

Writing the sum over j as N〈x〉 − 〈xi〉, with 〈x〉 = 1/N
∑

i〈xi〉 and summing (2.43) over all
speakers, we obtain

d

dt
〈x〉 = −G(N − 1)(R〈x〉 −m1). (2.44)

Then, subtracting this from (2.43), we arrive at

d

dt
〈xi − x〉 = −G[(N − 1)(R+Nh)〈xi − x〉. (2.45)

These decoupled equations have the following solution:

〈xi(t)〉 =
m1

R
+

[(
x0 −

m1

R

)
+ (xi,0 − x0)e−ht/2(N−1)

]
e−Rt/2N , (2.46)

〈x(t)〉 =
m1

R
+

(
x0 −

m1

R

)
e−Rt/2N , (2.47)
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with x0 = x(0) =
1

N

∑
i

xi,0.

In the unbiased case, this gives

〈xi(t)〉x0 + (xi,0 − x0)e−ht/2(N−1) (2.48)

and
〈x(t)〉 = x0, (2.49)

so the average frequency of a variant throughout the population is conserved.

Eventually one of the variants will die out, leaving the speech community in consensus over
the other one. This time can be calculated by using the method of the coalescent. The time
until a particular variant (e.g. the second) dies out is found to be

τ2[X(0)] =
1− x0

x0

(
N(N − 1)

2h
F [X(0)]− TN2 ln(1− x0)

)
. (2.50)

The function F depends on the initial configuration of the system, so if all speakers start with
the same initial proportion of a variant, xi(0) = x0 ∀i,

F [X(0)] =
N−1∑
m=1

xm0
m
− x0

N

1− xN−1
0

1− x0
, (2.51)

and if M = Nx0 of the speakers start with xi = 1 and N −M start with xi = 0,

F [X(0)] =
M∑
m−1

(
M
m

)(
N
m

) 1

m
. (2.52)

For large N , the values of F can be approximated by

F [X(0)] ∼ − ln(1− x0), (2.53)

which then leads to

τ2 ∼ −
1− x0

x0
ln(1− x0)

(
N(N − 1)

2h
+ TN2

)
. (2.54)

The fixation time of any of the variants is then found by taking a weighted average of the
time for each variant:

tc = x0τ2 + (1− x0)τ1 ∼ −[(1− x0) ln(1− x0) + x0 lnx0]

(
N(N − 1)

2h
+ TN2

)
. (2.55)
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2.3 Monte Carlo simulations

We will now explore the Utterance Selection Model with complementary tools, namely nu-
merical simulations. For this, we will restrict the number of variants to V = 2, as in the
last part of the previous section. Since the numerics seldom provides round numbers, we
define consensus to be reached when the average frequency of one of the two variants is
within an error range to either 0 or 1. The error value we use is 10−8, which means that if
0.9999999 < x ≤ 1, then for us x = 1.

2.3.1 Unbiased production

In the analytical approach presented in the previous section, by taking the continuous-time
limit, one of the parameters of the model, λ, was fixed in order to define the time step. The
parameter λ gives the change pressure exerted by an interaction on the vocabulary of the
speaker. For very small λ, the new frequency values differ only slightly from the old ones,
and the time to consensus is very large. From fitting the numerical data in Figure 2.4, for
small λ we find that the average time to consensus is proportional to 1/λ2. Since a speaker’s
vocabulary does not undergo dramatic changes in the course of an interaction, the value of λ
should be small, but still large enough to enable us an adequate number of simulation runs.
Baxter et al. [1] indicate that for λ ∼ 10−3, the analytical findings and the simulation results
show a good match. For most of our simulations we will use λ = 0.01, which provides results
that agree with previous findings. At the other end of the spectrum, for λ� 1, the dynamics
becomes independent of λ (Figure 2.4) and the old frequencies only play a role through the
uttered tokens, so the update rule turns into

xi(t+ δt) ≈

1

T

(
ni(t) +Hijnj(t)

)
1 +Hij

. (2.56)

If T is large, ni/T ≈ xi, therefore the new frequencies of speaker i will be composed of her
old frequencies and those of her interlocutor (with weight Hij). If T is small, meaning that
the utterances are short, then the preferred variants of the speaker and of her interlocutor
have good chances of being the only ones to contribute to the new frequencies.

We will now explore the role of another parameter of the Utterance Selection Model, namely
Hij . It stands for the weight given by a speaker to her interlocutor’s utterances relative to
her own. As in the analytic approach, first we will set all Hij equal to a constant h. From Eq.
(2.55) we see that the time until a variant fixates in the speech community is proportional
to 1/h. This approximation holds for small values of h, when the interlocutor has a lower
status than the speaker herself. Increasing h, we see that the curves display a plateau around
h = 1. Here, the utterances of the two speakers have the same weight, and the update rule
(2.2) becomes

xi(t+ δt) =
xi(t) + (λ/T )[ni(t) + nj(t)]

1 + 2λ
. (2.57)
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Figure 2.4: The average time to consensus in a group of N speakers as a function of the change
pressure λ. If λ is small, tc ∝ 1/λ2, whereas for large values of the parameter the dynamics
becomes independent of λ. Other parameter values are T = 1, h = 0.01, the data points
are averages over 1000 simulation runs.

Moving towards higher values of h, we discover that when λ · h ≈ 1, the average time to
consensus reaches a minimum (Figure 2.5). Under these circumstances, Eq. (2.2) has the
form

xi(t+ δt) = xi(t) + nj(t)/T. (2.58)

This means that the most favorable conditions for consensus to be reached are when the
utterances of the interlocutor have the same weight as the speaker’s old set of frequencies,
and the vocabularies of the speakers are aligned as much as allowed in one interaction. Letting
h take higher values, the time to consensus increases again. Now the old frequencies are no
longer important, the update rule now turning into

xi(t+ δt) ≈ nj(t)/T. (2.59)

This is because in this regime, the speaker adopts the utterances of her interlocutor as her new
set of frequencies, with her old vocabulary being neglected. As the interaction is symmetric,
the same happens for the interlocutor. Since they “swap” frequencies and by this adjust their
vocabularies in different directions, reaching an agreement becomes an increasingly difficult
task, for h→∞ even impossible. In this regime, the time to consensus is proportional to h.
The laws governing the small-h and large-h regimes are symmetric, reflecting how a certain
amount of influence ascribed to a speaker can determine a vocabulary, be it her own (h� 1)
or the one of her interaction partner(h� 1).

Since in a real society not all speakers have the same social status, some of them might have
more influence than others on the community’s vocabulary. A question that arises at this
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Figure 2.5: The average time to consensus for N speakers as a function of Hij = h. In the case of
small h, tc ∝ 1/h. When λ ·h ≈ 1, the average time to consensus reaches a minimal value.
If h is large, tc increases proportional to h. Other parameter values: λ=0.01, T = 1, data
averaged over 1000 simulation runs.

point is how the time to consensus changes if the values of Hij are not equal, but drawn from
a distribution. We will first consider a uniform distribution around a particular value, which
in this case we choose to be Hij = h = 0.01 ∀i, j. Although the differences between the
curves are not very pronounced, the simulation results suggest that a broader distribution
favors faster consensus (Figure 2.6a).

In a different scenario, the values Hij are drawn from a Gaussian distribution. For a narrow
distribution, we recover the case of constant Hij ’s. The numerical results show that with
broadening distribution the consensus time becomes shorter (Figure 2.6b).

Finally, we draw Hij from a Pareto distribution [89]. If the parameter α is between 1 and 2,
one can easily generate numbers with a predefined expectation value. What we see here is
that the flatter the distribution is (i.e. the lower α), the faster consensus is reached (Figure
2.6c). This means that speakers with intermediate values of Hij have a considerable weight
in the process of agreeing on a particular variant.

From these three cases we learn that the more heterogenous a society is, the faster it will find a
linguistic variant accepted by all its members. As for the various distributions we considered,
although it is difficult to compare them with each other, the Pareto-distributed values of Hij

have induced, for large systems, a time to consensus almost one order of magnitude lower
than the ones drawn from the uniform and the Gaussian distributions respectively.

The parameter T , i.e. the length of the strings of words uttered by the speakers, contributes to
the stochasticity of the process, since a large T returns the average frequencies of the speaker,
whereas a small T usually promotes the more frequent variant. From simulations we recover
the result of Baxter et al, namely that the dependence of the time to consensus on T is linear
(Figure 2.7).
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Figure 2.6: Hij ’s drawn from various distributions. (a) Uniform distribution around h = 0.01 (b)
Gaussian distribution with mean h = 0.01 (c) Pareto distribution with expectation value
E[Hij ] = 0.01. In all three cases, a broader distribution favors a shorter time to consensus.
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Figure 2.7: Average time to consensus as a function of the length of utterances T for systems of N = 4
and 16 speakers. The simulation data coincides with the analytic linear dependence. Data
points are averages over 1000 runs, the other parameters are h = 0.01 and λ = 0.01.
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2.3.2 The role of the network topology

Finally, we ask how the topology of the speaker network influences the time to consensus. For
this, we run simulations on a well-mixed network, on a square lattice with periodic boundaries,
and on an uncorrelated scale-free random network (the details on the algorithm for generating
these networks are presented in Appendix A). From Figure 2.8 we learn that on the well-mixed
networks, consensus is the fastest. On a square lattice it is still faster than on the random
network. It appears however that on all three networks, the dependence on the system size is
squared. These results for finite sized networks are in good agreement with those of Baxter
[90], who shows that decreasing the path length between speakers reduces the time for the
fixation of a variant. On the other hand, Baxter et al. [91] show that in the thermodynamic
limit the time to consensus is network-independent.
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Figure 2.8: Time to consensus as a function of the system size for three different types of networks:
fully connected, square lattice and scale-free random network with γ = 3. Data points are
averages over 1000 runs, the other parameters are T = 1, λ = 0.01, h = 0.01.

2.3.3 Diffusion on a square lattice

Another question we will answer with the aid of stochastic simulations is how the time to
consensus behaves if the speakers are not fixed to their lattice sites but can diffuse around
the system. To simulate this, we will use the Gillespie algorithm, presented in more detail
in Appendix B. A diffusion step consists in choosing a speaker at random and swapping her
position with a randomly chosen neighbor. This way, speakers move through the system
at low speed. Numerical results show that with increasing diffusion coefficient, consensus is
reached slightly faster, but the effect is small. The data shows a considerable amount of noise,
so that we cannot establish the exact dependence of the time to consensus on the diffusion
coefficient d. One can see this setting as an intermediate state between a stationary group on
a two-dimensional lattice and a well-mixed group.
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Figure 2.9: Average time to consensus as a function of the diffusion coefficient for (a) N = 512 and
(b) N = 1024. Other parameter values: T = 1, λ = 0.01, h = 0.01. The data points are
averages over 1000 simulation runs.

2.3.4 Biased production

For biased variant production we can also obtain some insights from numerical simulations.
In the following, we will assume a symmetric mutation matrix. Baxter et al. [1] find the single
speaker stationary distribution for the two-variant model to be a β distribution:

P ∗(x) ≈ Γ(2α)

Γ(α)2
[xi(1− xi)]α−1 with α = 2T

m

λ

(
(N − 1)m+Nh

(N − 1)m+ h

)
, (2.60)

with the parameters m and h being the ones used in simulations, representing the original
Mij and Hij , and not the rescaled ones used by Baxter et al. in the analytical calculations.
This distribution is convex (has a peak near each boundary) if bias is small, and becomes
centrally peaked for large m (Figure 2.10).
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Figure 2.10: Beta distribution for a system of N = 10 speakers with m = 0.0002 (above) and m =
0.0009 (below). Other parameters: λ = 0.001, h = 0.0002, T = 1.

There is a critical mutation rate mc, where the distribution switches from convex to concave,
and this is the point where α = 1. The simulation results show that the analytically found
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curve for the critical mutation rates holds only for h < 1 (Figure 2.11). Having previously
assumed that T could be set to 1 w.l.o.g., we initially ascribed this deviation of the simulations
from the theory to the particular case T = 1. It appears that for T = 10 the simulations still
show results different from theory (Figure 2.12).
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Figure 2.11: Beta distribution (lines) and simulation data (points with error bars) for T = 1, λ =
0.001. They coincide up to h ≈ 1, after which, with increasing influence of the interlocu-
tor, the curve described by the data points shows an increasing critical mutation rate.
For h > 1/λ the error bars are too large to continue observations in this parameter range.
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Figure 2.12: Beta distribution (lines) and simulation data (points with error bars) λ = 0.001, T=10.
Here we have the same behavior as for T = 1, so this effect is not an artifact of the case
of only one token uttered by each speaker during an interactions.

The differences between the beta distribution and the simulation data become visible around
h = 1, i.e. in the parameter region where the utterances of the two speakers have equal
weight, and amplify from there on. It would be interesting to know whether they decrease
again after the point where λ · h ≈ 1, but in our simulations the error bars are too large to
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allow such observations. One possibility for the appearance of this effect is the asymmetry of
the update rule Eq. (2.2), where the old frequencies of the speaker play an important role in
slowing down the changes occurring due to other speakers as long as h is small enough, i.e.
the influence of the interlocutor is not very strong. Once this barrier is crossed, the update
rule becomes Eq. (2.58), and the first term becomes continually weaker. For very large h, the
single-speaker as well as the average frequency distribution become uniform, meaning that
the speakers explore the whole frequency spectrum as they continue to interact.

Returning to the other end of the spectrum, small values of h mean that each speaker will
mainly influence herself. Weak bias allows speakers’ frequencies to stay at the ends of the
interval. The average frequency displays multiple peaks, representing a particular fraction of
the speakers with the frequency at one end of the interval (Figure 2.13).
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Figure 2.13: (a) Frequency distribution of speaker 1 and (b) average frequency distribution for
h = 0.000001 and m = 0.00001. In (a) the distribution is peaked at the boundaries,
whereas the distribution (b) displays multiple peaks representing fractions of speakers
with frequencies at one end of the interval. Other parameters: N = 9, λ = 0.001, T = 1.
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Figure 2.14: (a) Frequency distribution of speaker 1 and (b) average frequency distribution for h =
0.0005 and m = 0.00001. In (a), the distribution is still convex and (b) has a similar
shape due to the fact that the speakers favor the same variant. Other parameters are:
N = 9, λ = 0.001, T = 1.
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Increasing h, the speakers’ influence on each other amplifies, but the individual frequency
distribution is still convex. Due to the fact that more and more individuals start favoring
the same variant, the average frequency distribution will also become double-peaked at the
boundaries (Figure 2.14).

If bias is a little stronger, but still below the critical value, speakers begin switching from one
variant to the other, so that the single speaker distribution is still convex, but the average
frequency distribution now adopts a concave shape (Figure 2.15).
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Figure 2.15: (a) Frequency distribution of speaker 1 and (b) average frequency distribution for h =
0.0005 and m = 0.0001. Since m < mc, the single speaker distribution is still double-
peaked at the ends of the interval, but since the variants that each speaker uses differ,
the average frequency distribution becomes centrally peaked. Other parameters: N = 9,
λ = 0.001, T = 1.
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Figure 2.16: (a) Frequency distribution of speaker 1 and (b) average frequency distribution for h =
1000 and m = 0.0001. For very large h, the speakers set their new frequencies according
to the utterances of their interlocutor. Since they only “swap” frequencies but do not
tend to align their vocabularies, these do not change very much. The other parameters
are: N = 9, λ = 0.001, T = 1.

Very large h implies such a high influence of the conversation partner, that speakers “forget”
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their old vocabulary and start using the variants uttered by their interlocutors. This becomes
reflected in a single speaker as well as an average frequency distribution where only the ends
of the interval are populated (Figure 2.16), since the change after only one interaction is so
dramatic, that intermediate values can hardly be reached any more.

If bias is high (above the critical value mc), speakers will use both variants either at the
same time or switching from one to the other, hence displaying a uniform single speaker
frequency distribution. The average distribution will be centrally peaked, and the value of h
only changes the width of the distribution slightly, this becoming narrower with increasing m
(Figures 2.17 and 2.18).
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Figure 2.17: (a) Frequency distribution of speaker 1 and (b) average frequency distribution for h =
1000, m = 0.5. In this case bias is so high that speakers change between variants very
often, and thus the single speaker distribution becomes uniform. The average distribution
is centrally peaked. Other parameters are: N = 9, λ = 0.001, T = 1.
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Figure 2.18: (a) Frequency distribution of speaker 1 and (b) average frequency distribution for h =
1000, m = 0.8. The difference with respect to Figure 2.17 is that for higher bias, the
average frequency distribution becomes narrower.
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2.4 Utterance Selection Model on a mobile phone network

Wishing to test the Utterance Selection Model on a real world network after having studied
its behavior on artificially controlled ones, we will now explore the dynamics on a network
of mobile phone users. The available data comprises the phone calls that were made in the
network of a European provider of mobile phone services in one month. It contains information
about a connected component consisting of 1.044.397 users and 13.983.433 phone calls among
these users [92], as well as the duration of these calls. The undirected network has an average
degree 〈k〉 = 4.24. On a network this big consensus would take more time than we are able
to simulate, so in this case we are not looking for the time to consensus. Instead, we want to
find out whether there is a quasi-stationary frequency distribution, and if the answer to this
question is affirmative, what characterizes it.

2.4.1 Quasi-stationary frequency distribution

In order to be able to tell whether a frequency distribution is convex or concave without
plotting every data set, we introduce the parameter r(t) ∈ [0, 1] which gives the fraction of
speakers with frequencies in the interval [0.25, 0.75] at a given time t. A large r suggests
that the majority of the speakers have frequencies in the center of the interval [0, 1], in other
words, they are using both variants regularly. We study the time evolution of this parameter,
which tells us whether a quasi-stationary distribution is reached if it has the same value from
a particular moment in time on.

The simulation results for different initial conditions (r(0) = 0 if speakers use one preferred
variant, r(0) = 0.5 if the frequencies are spread over the whole spectrum meaning there are
“monolingual” as well as “bilingual” speakers, and r(0) = 1 if all speakers use both variants.
The initial frequencies are spread uniformly in the respective intervals) presented in Figure
2.19 show that the convergence time to the quasi-stationary distribution depends on h. The
left plot of Figure 2.19 documents the fact that for small h (speakers influencing each other
very little), after 1000 loops1 the frequency distribution is not yet the same for the three types
of initial conditions. For h = 10, the quasi-stationary distribution is reached after about 30
loops (right plot), and for h = 100 after 1 loop there is already no difference between the
curves for different initial conditions. We define a convergence criterium, i.e. a tconv for which
the two r(t) corresponding to the initial conditions r(0) = 0 and r(0) = 1 differ by less that
10%.

Plotting the convergence time as a function of h, we find that for h > 0.05, tconv is proportional
to 1/h. For lower h, tconv becomes increasingly independent of this parameter (Figure 2.20).

Having established a convention on when a quasi-stationary distribution is reached, we now
want to find out what shape this distribution has. A first step towards achieving this goal
consists in studying r(t > tconv), i.e. the fraction of speakers whose quasi-stationary frequen-
cies are in the interval [0.25, 0.75]. Plotting this as a function of h for various values of λ
(Figure 2.21), we find that increasing h, r first increases and subsequently decreases, for some

1A loop is one passage through the whole phone call database, after which we go back to the beginning of
the database.
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Figure 2.19: Time to convergence on quasi-stationary distribution, given in terms of the number of
database loops, for fixed λ = 0.01 and T = 1, four values of h and different initial
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Figure 2.20: Dependence of the convergence time on h for different convergence criteria: the curves
r(0) = 0 for and r(0) = 1 have to differ by less than 1, 2, 5 or 10 percent. Since
the qualitative behavior of the four curves is the same, from now on we will use the
10% criterium, since it gives good results while at the same time allowing for shorter
simulation times. For h > 0.05, tconv is proportional to 1/h (here the time is given in
number of database loops). Other parameter values: λ = 0.01, T = 1.

values of λ going from r < 0.5 to r > 0.5 and back to lower values. It thus appears that going
from low to high values of h, the distribution changes from convex to concave and back to
convex.

The results of studying the distributions in a broad parameter range are summed up in Figure
2.22. The left curve marks the transition from a convex distribution to a concave one, for
λ < 0.2. The right curve, λ = 1/h, is delimiting the parameter region that leads to a concave
distribution (λ < 1/h) from the one where the distribution shows multiple peaks (λ > 1/h),
which cannot be described as convex, although r < 0.5 . To better understand this picture,
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we study the distributions for two fixed values of λ and several h (in the parameter region
marked by the two black horizontal lines in Figure 2.22) in Figure 2.23, and then for two fixed
values of h and several λ (marked in Figure 2.22 by the two vertical lines) in Figure 2.24.
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Figure 2.22: (h,λ) diagram. The left curve (λ = h) delimits the convex/concave distribution regimes.
The right curve (λ = 0.5/h) stands for the transition from a concave to a distribution
with multiple peaks. If λ > 0.2, the transition from convex to multiple peak distribution
when increasing h is direct, without passing through the concave distribution regime.
The horizontal black lines indicate the range of the parameter h plotted in Figure 2.23,
and the vertical ones that of the parameter λ in Figure 2.24.

In Figure 2.23a, we notice that for h = 0.001 the distribution is convex. Then for h equal to
1, the distribution becomes centrally peaked. Increasing h further, the central peak splits into
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two and then several other peaks that move towards the boundaries of the interval, symmetric
with respect to its center. This is because, the larger h is, the more drastic the vocabulary
change due to the interlocutor is. Figure 2.23b shows us how the distribution changes if λ is
larger than 2. Here we no longer see a concave distribution for h = 1, but already one with
several peaks. This is because λ is so large here, that single interactions seriously modify the
vocabulary, either towards confirming the old frequencies if h is small and the speaker’s own
utterances are given more importance, or towards the vocabulary of the interlocutor, if h is
large.
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Figure 2.23: Frequency distribution after 1000 loops for λ = 0.01 and λ = 1. and different values of
h, r(0) = 0.5, T = 1.

Figure 2.24 indicates how the distribution changes for a given h, when the change pressure
exerted by an interaction on the vocabulary of a speaker is varied in the parameter range
marked by the vertical black lines in Figure 2.22. In (a), for small values of λ, the distribution
is centrally peaked, so the vast majority of the speakers use both variants. Increasing λ, the
distribution becomes broader, as the changes due to each interaction are more visible. Then,
for h ≤ λ < 1, the convex distribution suggests that most of the speakers use only one variant.
Finally, for large λ, we obtain a distribution with multiple peaks. Figure 2.24b shows the
transition from a concave distribution to one with several peaks, without passing through a
convex phase.

The mobile phone network for which we have explored the quasi-stationary frequency dis-
tribution has, like most social networks [93], a group structure, i.e. agents make phone calls
inside some small group for most of the time. To see how the network structure impacts
the frequency distribution, we generate a network with randomized topology by randomly
rewiring the links. This will dramatically increase the average degree of the nodes and de-
stroy correlations.

Figure 2.25 differs from the (h, λ) diagram of the original network (Figure 2.22) in that
the lines marking the boundaries of the three regimes (convex, concave and multiple peak
distribution) are shifted: for the network with randomized topology, λ = h and λ = 1/h are
the critical values. Therefore, the clustering of agents in the network has a visible effect on
the quasi-stationary frequency distribution.
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Figure 2.24: frequency distribution after 1000 loops for h = 0.1 and h = 10. and different values of λ,
r(0) = 0.5, T = 1.
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Figure 2.25: (h,λ) diagram of the rewired network. The curves delimiting the regimes of convex,
concave and multiple spike distributions are λ = h and λ = 1/h.

2.4.2 Outlook

With the aid of algorithms for identifying community structure in a network, like the ones
presented by Palla et al. [94], Lancichinetti et al. [95] or Iñiguez et al. [96], one could look
into the dynamics of the speakers in more detail. For example, it would be interesting to
find out whether the fact that very often tightly-knit clusters of speakers interact only weakly
with the rest of the network allows these communities to develop their own “dialects”, that
is, whether in separated parts of the network certain variants are preferred for long periods
of time.

Another aspect is the impact of status differences between speakers in such a subdivided
population. As we discussed in Section 2.11, if the parameter Hij is heterogeneous for speakers
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on a complete graph, with increasing width of the distribution consensus is reached faster.
However, if the speech community consists of weakly connected groups, individuals with high
status inside a group might persuade the rest of the speakers of his group to keep using a
variant that is different from the one spoken by the majority of the other speakers, thus
impairing global consensus. The influential speakers to whom one can then ascribe higher
values of Hij can be located according to the number of calls they make inside their groups.

Since also information about the duration of the phone calls is available in the database, one
could use this data to vary the length of the token string uttered by each speaker during
an interaction and hereby study the effects of a heterogeneous parameter T on the variant
distribution. Also, by shuffling the time stamps of the phone calls, one could verify whether
the time order of the interactions plays any role, for instance by altering the quasi-stationary
distribution convergence time.

The impact on language change of group structure in the speech community will be discussed
in detail with the aid of an extended version of the Utterance Selection Model in the following
chapter.
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3 Language change in a multiple group society

If speakers coming from distinct backgrounds find themselves united in a group, in time they
will develop a common vocabulary in order to communicate successfully [2]. As our society
consists of many groups, defined either by geographical location, age, profession or other
criteria, we notice two antithetic tendencies that dominate the dynamics of the language: on
the one hand, speakers affiliated to a social group will try to reach consensus on a variant in
order to describe a particular situation. Since this variant can differ from group to group,
another element of rivalry between various forms stems from the interactions between speakers
belonging to distinct social groups. Our aim is to understand how the competition among
word variants is resolved in such a society composed of several groups of speakers connected
with each other. To this end we want to find out how long it takes on average until only one
variant is being used throughout the speech community, and which conditions have to be met
for consensus to be a realistic outcome.

The Utterance Selection Model gives a good insight into the linguistic dynamics of a group.
However, society consists of many groups, with relatively weak connections among them.
Hence, to better understand the mechanisms that cause languages to change at word level,
we will examine this model in a wider context made up of several interacting non-overlapping
groups. Blythe [97] studied the fixation probability and time for a variant in a subdivided
population for two different spatial arrangements. For a system in which the groups are
well-mixed, the time to consensus is proportional to the number of groups squared. If the
groups are placed on a hub-and-spoke network, where in an interaction between groups one of
these must be the hub, the fixation time approaches a constant, even in the limit of infinitely
many groups. This is because, although the variants of the hub spread much faster, the large
number of spokes ensures a finite fixation probability of a variant from one of these groups.
In our approach, we analyze in detail the influence of increasingly strong separation of the
groups on the time that a variant takes to fixate in the whole speech community.

3.1 Multiple Group Utterance Selection Model

In this context, we introduce a new parameter, f , representing the group affinity, that is, the
probability of a speaker choosing her interlocutor from the same group. 1 − f is then the
probability that the speaker chooses a conversation partner from another group.

Restricting the number of variants to two, we can define a measure of consensus in a group
x0 as the average over the first component of the frequency vector x for all speakers (the
frequency with which the first variant is used in the group), this being a number between zero
and one. If x0 is close to the boundaries of the interval, throughout that group one variant
is used for most of the time. If, however, the value of x0 is close to the center of the interval,
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(a) (b)

Figure 3.1: (a)The “group affinity” parameter f gives the probability of a speaker to interact with
someone from her group. (b) With probability 1 − f , speaker and interlocutor belong to
different groups.

speakers use both variants in significant proportions. This does not tell us, however, whether
a speaker uses one preferred variant, which differs from speaker to speaker, or all use both
variants with comparable frequencies.

Regarding the initial conditions, we will fix half of the groups on one variant and the other
half on the other variant. This way, the average time to consensus is larger than for uniformly
distributed initial frequencies, because before global consensus on a particular variant can be
reached, the variants have to propagate across the groups. Random initial conditions would
provide an already shuffled configuration, thus eliminating this mixing time. The time step
between interactions, δt, is set to 1 for all simulations presented below.

3.2 Two groups

The first step when moving from one group of speakers to a system composed of many groups
is the coupling of two such entities (Figure 3.2).

“Just imagine two groups living in two neighbouring villages, speaking similar
varieties of one language. With the passing of time, their language undergoes
constant transformations, but as long as the two communities remain in close
contact, their varieties will change in tandem: innovations in one village will soon
spread to the other, because of the need to communicate. Now suppose that one
of the groups wanders off in search of better land, and loses all contact with the
speakers of the other village. The language of the two groups will then start
wandering in different directions, because there will be nothing to maintain the
changes in tandem.” [4]

Since the further away they are from each other, the less they interact, our parameter f can
be seen as the distance between the villages.
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Figure 3.2: Two coupled groups of speakers where speakers interact mostly internally if the group
affinity f is large, whereas for low values of f the coupling between the groups becomes
increasingly stronger. Each speaker is connected to all others, the links inside the own
group having a heavier weight set by the parameter f .

To understand the effect of the coupling, we impose the condition that the two groups are of
the same size. Varying the group size N , we numerically investigate the dependence of the
average time to consensus on the group affinity parameter f (Figure 3.3) and obtain scaling
behavior:

tc(f,N) = N2F
(

(1− f)N
)
. (3.1)

Here the scaling function F also depends on the number of tokens uttered by each speaker
in an interaction, T , the change pressure on the vocabulary of a speaker, λ, and the relative
influence of the interlocutor, h.

There are two asymptotic limits for the time to consensus, which are described by power laws.
For weak coupling between groups (large values of f), we find

tc(f,N) ∝ N(1− f)−1. (3.2)

In contrast, if the coupling is strong, the function F is constant, and therefore the average
time to global consensus is given by

tc(f,N) ∝ N2. (3.3)

The boundary between these two asymptotic regimes, (1− f)N×, defined as the intersection
of the above power laws, marks the transition from the one-group to the two-group behavior.
While for group sizes N > N×, one is in the strong coupling regime, the two groups are
only weakly coupled for N < N×. The reason for this is that for the same value of the
group affinity f , a smaller group will restore inner consensus faster and thus its language will
remain isolated from the one of the other group. In the case of larger groups, the new variant
propagates more easily, so the two groups share both variants for a longer time.
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Figure 3.3: Scaling plot of the time to consensus as a function of group size N and group affinity f for
two coupled groups. The scaling factors are found as described in Figure 3.4. There are
two scaling regimes, for strong and weak coupling respectively, the cross-over is marked
by the intersection of the curves fitting the scaling laws, N×(1− f). The other parameter
values are T = 1, λ = 0.01, h = 0.01. Inset: The same curves before rescaling.

10-6

10-4

10-2

100

102

104

106

100 101 102 103

sc
al

in
g 

fa
ct

or
s

N

horizontal scaling factor
vertical scaling factor

0.99*N1.08

0.93*N-2.01

Figure 3.4: To obtain the scaling plot in Figure 3.3 we rescale the curves shown in the inset by shifting
them horizontally and vertically by some factor. We plot these factors for various curves
in order to find their dependence on the system size N . Disregarding the numerical errors,
for the horizontal factor we find a linear dependence on N , so the x-axis of the scaling
plot becomes N(1 − f), and for the vertical factor a square dependence, hereby turning
the y-axis into tc/N

2.

The value of the crossover group size, N×, depends on the parameters T , λ and h:

(1− f)N× = η(λ, h, T ). (3.4)
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Due to the scaling behavior the location of the crossover point can either be found by varying
N for fixed f or vice versa. We choose to keep the group size N fixed and vary the coupling
strength f to determine η(λ, h, T ).

The parameter λ sets the magnitude of change in vocabulary during an interaction. Simula-
tions show that for λ < 0.01 the dependence of the boundary N× between the two regimes of
the scaling law on λ is linear, whereas for larger values it becomes constant. T , the number of
tokens uttered, is found to contribute to N× as a factor with exponent −1 (Figure 3.5). This
result is in accordance with Baxter et al. [1], where they find that T enters the dynamics as
a time scale. We can thus write

N× =
λ

T (1− f)
η1(λ, h). (3.5)
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0.167846*T-0.976921

Figure 3.5: The dependence of the boundary between the asymptotic limits of the scaling law, (1 −
f)N×, on the number of uttered tokens T is a power law with exponent −1, disregarding
the numerical errors. 1/T is a timescale of the process. Parameter values: N = 2, λ = 0.01
and h = 0.01.

The function of η1(h) has a complex structure, represented in Figure 3.6. For h very small
(region (a) of Figure 3.6), one is in a non-interacting regime where the utterances of the
interlocutor hardly cause any changes in an agent’s vocabulary. Since the variants do not mix
easily, the groups will only adjust their behavior towards each other if they are quite large.
For 0.001 ≤ h ≤ 1, the interlocutor’s influence is large enough to allow the two agents involved
in the interaction to align their vocabularies, and thus smaller group sizes are sufficient in
ensuring a well-mixed behavior between the groups. We call this the weak interaction regime
(region (b) of Figure 3.6). When h = 1, we have the special case where the utterances of
the speaker and her interlocutor have the same weight, which enables rapid alignment of the
speakers’ vocabularies through the dissemination of the variants across the groups. At h = 1,
N× has a local minimum. If h is larger than 1, the relative influence of the speaker’s own
utterances decreases, and the interlocutor’s utterances dominate the interaction. With respect
to h = 1, this regime is symmetric to the weak interactions regime. Since the old frequencies
of the speaker still play an important role, we call this the persistence regime (Figure 3.6,
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Figure 3.6: The dependence of the boundary between the asymptotic limits of the scaling law,
(1 − f)N×, on the relative influence of the interlocutor, h, displays four regimes: (a)
non-interacting, (b) weakly interacting, (c) persistence regime and (d) strong interaction
regime. The other parameters are N = 2, λ = 0.01 and T = 1.

region (c)), whose upper boundary is in the vicinity of λ · h = 1. This value marks another
particular case, where the vocabulary change due to the interaction has the same magnitude
as the speaker’s old frequencies. Finally, a h > 1/λ stands for a very high influence of the
interlocutor, so that the speaker chooses these utterances as her new vocabulary, and the old
frequencies no longer play a role. This leads to speakers easily adopting the variant of an
interlocutor from the other group and hereby to a strong coupling between groups. However,
consensus is difficult to reach because the differences in vocabulary between speakers do not
decrease significantly. In this regime, the dependence of η(h) on h · λ is a power law with
exponent −1 (Figure 3.7). This means that for h→∞, N× approaches zero.

For h → ∞, N× approaches zero. Thus, the dynamics becomes independent of f , and the
two groups will behave like one group. In this strong interaction regime we have

N× =
1

λT (1− f)
η2(λ, h), (3.6)

We see therefore that a large h can counteract the effect of group segregation.

In the following, we will look at these scaling regimes in more detail.

3.2.1 Weak coupling

In order to derive expression (3.2), remember that f was the probability for a speaker to
interact inside her own group. Then 1− f is the probability of an interaction with a speaker
from the other group, and

τ : =
1

1− f
(3.7)
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Figure 3.7: For very high status of the interlocutor, N× is proportional to 1/h.

is the average time between two interactions of this type. If τ is much larger than the average
time to consensus in a group, the two groups will evolve independently, each of them reaching
internal consensus, and perceive the interactions with the other group only as a series of
perturbations (Figure 3.8). Eventually one of the perturbations leads one group to fixate on
the variant spoken by the other group. The probability that the group will adopt the variant
that the other group has agreed upon is p = 1/N (since in every interaction there are two
speakers involved, in a conversation between groups one speaker out of N is “converted” by
her interlocutor and then disseminates the opinion in her own group), as can be seen from
numerical results in Figure 3.9. The dynamics we are dealing with here is the well-known
gambler’s ruin problem [98].
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Figure 3.8: The time evolution of the parameter x0 for a simulation run with f = 0.9999 and N = 256
(coarse-grained). The two groups notice each other as a series of perturbations. Other
parameter values: T = 1, λ = 0.01, h = 0.01.
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Figure 3.9: The fixation probability of variant 1 (starting with all but one agents speaking variant 0)
is equal to 1/N in a globally coupled group (gambler’s ruin problem). Parameter values:
T = 1, λ = 0.01, h = 0.01, average over 10000 runs.

If τ is the average time between inter-group interactions, the number of such interactions
until consensus is reached is

n ≈ t

τ
= t (1− f).

Out of n trials, the last one is successful, so the probability that the n-th perturbation will
lead to global consensus is

P (n) =
(

1− 1

N

)n−1 1

N
.

Since P (n) are the terms of a geometric progression, we have

∞∑
n=1

P (n) =
1

1− (1− 1
N )
· 1

N
= 1, (3.8)

so the probability is properly normalized.

The average time to consensus is then given by

tc = τ〈n〉 = τ

∞∑
n=1

nP (n)

= τ
1

N

∂

∂x

∞∑
n=1

xn|x=1− 1
N

= τ
1

N
N2

=
N

1− f
. (3.9)
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3.2.2 Strong coupling

For small values of f , the coupling between the groups is so strong that the groups will evolve
towards each other, only to start diffusing together after reaching a common value (Figure
3.10). The two groups thus turn into one large group, a behavior that we have discussed in
Chapter 2.
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Figure 3.10: A typical time evolution of the parameter x0 with f = 0.9 and N = 256 (coarse-grained).
The two groups align their vocabularies and evolve together from there on. Other pa-
rameter values: T = 1, λ = 0.01, h = 0.01.

Plotting the measure for consensus for each of the two groups as a trajectory in (x0,1, x0,2)
coordinates (Figure 3.11), the dynamics is that of a biased random walk along the main
diagonal of the square, which is quasi uni-dimensional. Since there are only two absorbing
points, namely (0, 0) and (1, 1), with increasing system size the “escape windows” become
smaller and the time for one of them to be reached (which is the condition for consensus)
diverges. This is commonly known as a narrow escape problem [99].
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Figure 3.11: The same trajectory as in Figu-
re 3.10 in (x0,1, x0,2) coordinates
(coarse-grained). The dynamics
is that of a one-dimensional ran-
dom walk. Other parameter val-
ues: T = 1, λ = 0.01, h = 0.01.

With increasing f , this random walk frays more and more, to the point where it fills out
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the entire square (Figure 3.13). In Figure 3.12 the same data is shown. Here we see that
x0,1(t) and x0,2(t) approach each other and separate again. The attraction is a result of the
interaction between speakers from the two groups, whereas the seeming repulsion shows that
the coupling is not strong enough, since speakers interact more often in their own group.
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Figure 3.12: A typical time evolution of the order parameter x0 with f = 0.995 and N = 256 (coarse-
grained). The two trajectories seem to attract and repulse each other every now and then.
The latter happens because the coupling is not strong enough to keep the trajectories
aligned. Other parameter values: T = 1, λ = 0.01, h = 0.01.

Figure 3.13: The same trajectory as in Figu-
re 3.12 in (x0,1, x0,2) coordinates
(coarse-grained). The dynamics is
that of a two-dimensional random
walk in a rectangular area with
reflecting boundaries and two ab-
sorbing points. The other pa-
rameters are: T = 1, λ = 0.01,
h = 0.01.
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The two-dimensional narrow escape problem corresponding to Figure 3.13 was treated by
Singer et al. [100]. There, the authors solve the problem of a Brownian particle in a rectangular
area Ω = (0, a)× (0, b) with reflecting boundaries except for a small absorbing interval ∂Ωa =
[a − ε, a] × {b}. The mean first passage time (MFPT) T (x) satisfies the following boundary
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value problem:

∆T = −1, (x, y) ∈ Ω, (3.10)

T = 0, (x, y) ∈ ∂Ωa, (3.11)
∂T

∂n
= 0, (x, y) ∈ ∂Ω− ∂Ωa, (3.12)

where ∆ is the Laplace operator. The auxiliary function f = b2−y2

2 is defined, which in turn
satisfies

∆f = −1, (x, y) ∈ Ω, (3.13)

f = 0, (x, y) ∈ ∂Ωa, (3.14)
∂f

∂n
= 0, (x, y) ∈ {0} × [0, b] ∪ {a} × [0, b] ∪ [0, a]× {0}, (3.15)

∂f

∂n
= −b, (x, y) ∈ [0, a− ε]× {b}. (3.16)

Then for the function u = T − f the following equations hold:

∆u = 0, (x, y) ∈ Ω, (3.17)

u = 0, (x, y) ∈ ∂Ωa, (3.18)
∂u

∂n
= 0, (x, y) ∈ {0} × [0, b] ∪ {a} × [0, b] ∪ [0, a]× {0}, (3.19)

∂u

∂n
= b, (x, y) ∈ [0, a− ε]× {b}. (3.20)

We can write a solution of u as an expansion in eigenfunctions:

u(x, y) =
a0

2
+
∞∑
n=1

an cosh
πny

a
cos

πnx

a
, (3.21)

with the coefficients an to be determined from the boundary conditions at y = b:

u(x, b) =
a0

2
+
∞∑
n=1

an cosh
πnb

a
cos

πnx

a
= 0, x ∈ (a− ε, a), (3.22)

∂u

∂y
(x, b) =

π

a

∞∑
n=1

nan sinh
πnb

a
cos

πnx

a
= b, x ∈ (0, a− ε). (3.23)

Defining new coefficients cn = an sinh πnb
a , these can be rewritten as

c0

2
+

∞∑
n=1

cn
1 +Hn

cosnθ = 0, π − δ < θ < π, (3.24)

∞∑
n=1

ncn cosnθ =
ab

π
, 0 < θ < π − δ, (3.25)

where δ = πε
a and Hn = tanh(πnba )− 1. For β = exp{−πb

a } < 1, Hn = O(β2n). This problem
is mathematically very similar to the one of a Brownian particle confined in an annulus, which
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can exit only through a narrow region on the inner circle. By solving this problem, Singer et
al. find the coefficient c0 to be

c0 =
2ab

π

[
2 log

1

δ
+ 2 log 2 + 4β2 +O(δ, β4)

]
(3.26)

=
4ab

π

[
log

a

ε
+ log

2

π
+ 2β2 +O(

ε

a
, β4)

]
. (3.27)

The MFPT is then T (x, y) = u(x, y) + f(y) = c0
2 + b2−y2

2 . Now going back to our problem
and inserting a = N , b = N , taking into account that our diffusion coefficient is D = 1 and
making use of the initial conditions, the MFPT T (x, y) is given by

T (x, y) =
4N2

π

[
log

N

ε
+ log

2

π
+ 2β2 +O(

ε

a
, β4)

]
. (3.28)

Since we are interested in the dependence of the MFPT on N , we can write it as

T (x, y) =
4N2

π
log

N

ε
+ constant terms. (3.29)

The fact that we are dealing with two absorbing points (symmetric with respect to the main
diagonal) instead of one, does not change the N -dependence. Simulations of the simple two-
dimensional diffusion process also result in T (N) ∝ N2 logN .

Being at the crossover of the strong and weak coupling regimes, the range of f for which
this dynamics is observed is so narrow that N2 and N2 logN cannot be distinguished in
our numerical data. The N2-dependence however is in good agreement with the simulation
results.

3.3 Many groups

Going one step further, we now fix the number of speakers in a group and instead vary the
number of interacting groups. Simulations result in a scaling plot, similar to the one for two
coupled groups. However, here the underlying phenomena are different. The scaling function
for the average time to consensus has the form

tc = N2
GF̃ (1− f), (3.30)

where again the function F̃ depends also on the parameters T (the number of tokens uttered
by each speaker in an interaction), λ (the magnitude of the vocabulary change due to an
interaction), and h (the relative status of the conversation partner). In a system with all-to-
all connections between groups and also inside the groups, for strong coupling the one-group
result is found again, for the total number of speakers N ·NG:

tc ∝ (N ·NG)2. (3.31)
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If the groups are weakly coupled, beside the number of groups and the group size, the average
time between two interactions that engage speakers from different groups plays an important
role:

tc ∝ N2
G ·N · τ. (3.32)

The square dependence of the time to consensus on the number of groups when these are
placed on a complete graph matches the result of Blythe [97].

On a square lattice, strong coupling leads to the same results as in the well-mixed case, hence
tc is given again by equation (3.31). For large values of the parameter f , corresponding to
weak coupling of the groups, there is a logarithmic correction due to the spatial arrangement
of the groups:

tc ∝ N2
G · logNG ·N · τ. (3.33)

The crossover of the two coupling regimes is, as in the case of two groups, found from simula-
tions to be linear in λ/T (Figures 3.14 and 3.15), and displays the same complex dependence
on the parameters λ and h (Figure 3.16):

NG× =
λ

T (1− f)
η̃(λ, h). (3.34)

10-2

10-1

100

10-3 10-2 10-1 100

N
G

X(
λ)

*(
1-

f)

λ

20.3595*λ0.95041

Figure 3.14: The dependence of the crossover group size NG× on λ is linear for small values of the
parameter. The other parameters are: NG = 4, N = 4, T = 1 and h = 0.01.

In the following we will provide a more detailed description of the system’s behavior for both
the well-mixed and the two-dimensional lattice configurations.
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Figure 3.15: The dependence of the crossover NG× on T is a power law with exponent −1. 1/T is a
timescale of the process. Other parameters: NG, N = 4, λ = 0.01 and h = 0.01.
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Figure 3.16: Dependence of the crossover NG× on h displays, as for two groups, four regimes: (a)
non-interacting, (b) weakly interacting, (c) persistence regime and (d) strong interaction
regime. Again, NG = 4, N = 4, λ = 0.01 and T = 1.

3.3.1 Well-mixed system

The simplest instance of a system composed of many connected groups is obtained by placing
the groups on the nodes of a complete graph, i.e. a network where all speakers are intercon-
nected. If f is small, i.e. the coupling between groups is strong, speakers from all groups will
use both variants for most of the time (Figure 3.18). Again, we recover the time to consensus
for one group, i.e.

tc ∝ (N ·NG)2. (3.35)
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Figure 3.17: Groups of speakers on a well-mixed network. Inside the groups, speakers are also globally
connected.

In the regime of large f , which denotes weak coupling, the two groups engaged in an in-
teraction will each achieve inner consensus long before the next interaction between groups
will take place (Figure 3.19 shows that the parameters x0,i have either value 0 or 1 for most
of the time). By separating time scales we can look at the intra- and inter-group dynamics
independently.

On the time scale of interactions between groups, there are three possible outcomes of an
interaction. If before both groups shared consensus on the same variant, they remain in this
state. If they were using different variants, after interacting, each of them can switch to the
other variant with probability p = 1/N (as discussed already in the two-groups case). If both
change to the respective other variant, globally it makes no difference, since the number of
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Figure 3.18: A coarse-grained typical trajectory for f = 0.5 (NG = 256, N = 2, T = 1, λ = 0.01,
h = 0.01, average over 1000 runs). The parameters x0,1 and x0,2 represent the aver-
age frequency of the first variant in the first and second group (out of the total 256),
respectively. 〈x0〉 is the measure for consensus in the entire system.
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Figure 3.19: A coarse-grained typical trajectory for f = 0.99 (NG = 256, N = 2, T = 1, λ = 0.01,
h = 0.01, average over 1000 runs). x0,1 and x0,2 are the measure of consensus in the first
and second group, respectively, whereas 〈x0〉 is the average frequency of the first variant
throughout the system.

groups speaking each variant will be the same as before the interaction. If however only one
of the groups changes to the variant of the other, the global balance is shifted towards one
of the variants. This behavior corresponds to the Voter Model with link update1, if time is
rescaled so that on average one group opinion change takes place during every inter-group
interaction. The stochastic process is a one-dimensional random walk on the interval [0, N ]
with absorbing boundaries. In the continuous-time description this is given by the diffusion
equation

∂P

∂t
(x, t) = D

∂2P

∂x2
. (3.36)

Since consensus is achieved when the random walk reaches 0 or N , the boundaries are ab-
sorbing:

P (0, t) = P (N, t) = 0. (3.37)

For calculating the mean first passage time of a 1D random walk with absorbing boundaries
we follow Gardiner [87]. Let us first solve the general problem: we want to know when a
particle that starts at x in the interval [a, b] will leave this interval. The probability for the
particle to be in the interval [a, b] is

∫ b

a
dx′P (x′, t|x, 0) ≡ G(x, t). (3.38)

Integrating Eq. (3.36) yields

1Instead of choosing a node and updating its opinion according to a randomly chosen neighbor, one chooses
a link and updates the opinion of one of the two nodes involved. In networks with homogeneous degree
distribution (here we have a complete graph, i.e. every speaker is connected to every other one), this choice
has no effect on the results.
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∂

∂t
G(x, t) = D

∂2

∂x2
G(x, t). (3.39)

The initial condition is a delta function: P (x, 0) = δ(x), which leads to

G(x, 0) =

{ ∫
dx′P (x′, 0|x, 0) = 1, ifa < x < b

0 else
. (3.40)

This means that the value of G at the boundaries of the interval [a, b] is

G(a, t) = G(b, t) = 0. (3.41)

The mean first passage time is just the time integral of G(x, t):

〈T 〉 =

∫ ∞
0

dt G(x, t). (3.42)

In order to get a differential equation for T (x), we integrate Eq. (3.39) over t. We have∫ ∞
0

dt
∂

∂t
G = G(x,∞)−G(x, 0) = −1, (3.43)

and

− 1 = D

∫ ∞
0

dt
∂2

∂x2
G = D

∂2

∂x2
T (x), (3.44)

with the boundary conditions
T (a) = T (b) = 0. (3.45)

We now want to solve the following equation:

∂2

∂x2
T (x) = − 1

D
. (3.46)

To do that, we first have to find a solution for the homogeneous equation

∂2

∂x2
T (x) = 0.

This solution is Th(x) = const +N
∫ x
a dy = const +Nx. We perform variation of the constant

N = N (x) to obtain the solution of the inhomogeneous equation. We try the following ansatz,
which has been chosen to fulfill the boundary conditions:

T (x) = (x− a)

∫ b

x
dy f(y)− (b− x)

∫ x

a
dy f(y), (3.47)
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where we have to determine the function f . The derivatives of Eq. (3.47) are

∂

∂x
T =

∂

∂x
Th(x, a)

∫ b

x
dy f(y)− Th(x, a)f(x)− ∂

∂x
Th(b, x)

∫ x

a
dy f(y)

−Th(b, x)f(x), (3.48)

∂2

∂x2
T =

∂2

∂x2
Th(x, a)

∫ b

x
dy f(y)− 2

∂

∂x
Th(x, a)f(x)− Th(x, a)

∂

∂x
f(x)

− ∂2

∂x2
Th(b, x)

∫ x

a
dy f(y)− 2

∂

∂x
Th(b, x)f(x)− Th(b, x)

∂

∂x
f(x). (3.49)

Inserting these into Eq. (3.46), we have

− 1

D
=

∂2

∂x2
Th(x, a)︸ ︷︷ ︸
=0

[ ∫ b

x
f(y) dy +

∫ x

a
f(y) dy

]
− (b− a)

∂

∂x
f(x). (3.50)

Then we are left with

∂

∂x
f(x) =

1

D(b− a)
⇒ f(x) =

1

D(b− a)
x. (3.51)

Turning back to Eq. (3.47), we have

T (x) = (x− a)

∫ b

x

1

D(b− a)
y dy − (b− x)

∫ x

a

1

D(b− a)
y dy

=
1

2D
(−x2 + (a+ b)x− ab). (3.52)

Now that we obtained the general solution, we substitute a = 0, b = N and D = 1 and get

T (x) =
1

4
(Nx− x2). (3.53)

For our initial conditions, x =
N

2
, our simulation results are confirmed: the right part of the

curve in Figure 3.3 (left) shows that for small f , Tc ∝ N2. On the other hand, if we start
close to one of the boundaries (for example x = 1), we are dealing with the gambler’s ruin
problem, and so Tc ∝ N (see [101], chapter 2.2). In general we can thus say, by combining
the two previous statements, that the unconditional time to consensus is proportional to the
system size N .

On the much shorter time scale of a group changing opinion as a consequence of an interaction
with its neighbor, the dynamics inside the group is again the one of the gambler’s ruin problem,
which we have encountered in the case of two groups with weak coupling. Summing up, the
time to reach consensus in the setting of weakly connected groups on a complete graph is

tc ∝ N2
G ·N · τ. (3.54)
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Figure 3.20: Scaling plot of the time to consensus for a well-mixed system with different number of
groups and fixed group size. Inset: the horizontal scaling factor obtained by shifting the
curves in order to obtain the master curve. For NG < 32, the scaling is different from the
one for large NG due to finite-size effects. Other parameters: N = 4, T = 1, λ = 0.01,
h = 0.01.

In the scaling plot in Figure 3.20 we see that the plotted curves for NG < 32 do not fall
exactly onto the master curve, but slightly parallel to it. This different scaling is due to finite
size effects, since consensus for a small number of groups is reached in a somewhat different
way than for large NG. In the case of NG = 2, global consensus is reached when one of the
groups fixates on the variant of the other, so only one change of opinion is needed. If there
are more than two groups involved, a group can change opinion several times before finally
all line up, due to interactions with other groups using different variants. As we can read
from the inset in Figure 3.20, the many-group behavior is observed for NG ≥ 32.

3.3.2 Groups on a lattice

Taking the spatial dimension into account, we now set the groups on a square lattice, with
each lattice site being occupied by exactly one group. Each group is thus allowed to interact
with its four direct neighbors, and the boundary conditions are periodic. As in the well-
mixed case, we obtain a scaling plot for the time to consensus (Figure 3.22). For frequent
interactions between groups, we have as before

tc ∝ (NG ·N)2. (3.55)

The difference to the previous setting becomes visible with the logNG correction. This is not
surprising, since we are again looking at the Voter Model, this time on a two-dimensional
lattice. For this, the unconditional time to consensus has been found to be tc ∝ NG logNG

([102, 44]). Imposing the initial conditions that half of the groups start with consensus on
one variant and the other half on the other variant, this turns into tc ∝ N2

G logNG on the
time scale τ . Completing the picture with the time needed for a group to change its opinion,
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Figure 3.21: Groups of speakers on a square lattice: inside the groups, speakers are well-mixed, each
group is connected to its four next neighbors. The boundary conditions are periodic. For
an interaction between groups, the speakers are chosen randomly from two neighboring
groups.

proportional to the group size N , the final result is

tc ∝ N2
G · logNG ·N · τ. (3.56)

3.4 Conclusions

In this chapter we have extended the Utterance Selection Model [1] by giving the under-
lying social network a more complex structure, allowing for the existence of well-delimited
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Figure 3.22: Scaling plot of the time to consensus for a system of groups on a square lattice. Inside
the groups the configuration is well-mixed. Inset: horizontal scaling factor, obtained by
shifting the simulation data curves so that they all fall onto the master curve. Other
parameters: N = 2, T = 1, λ = 0.01, h = 0.01.



3.4 Conclusions 63

groups inside which speakers interact more often than with the rest of the speech community.
Introducing the group affinity f , we provided a mechanism for tuning the strength of the in-
teractions between groups. Our object of interest, the average time until consensus is reached
throughout the system, turns out to be highly sensitive to this parameter. Group structure
is important, in that it gives rise to nontrivial time scales of consensus formation.

Connecting two groups, we obtain scaling laws showing that for strong coupling the entire
system behaves like one large group, and global consensus is reached in an average time
proportional to the system size squared. Decreasing the coupling strength, a logarithmic
correction is justified by heuristic arguments. This parameter range however is so small that
in our simulations N2 logN cannot be distinguished from N2, but the square dependence on
the system size agrees well with the adjacent strong coupling parameter range. If we further
reduce the coupling strength, the average consensus time is proportional to the time interval
between inter-group interactions, which is defined with the aid of the group affinity f as
τ = 1/(1 − f), and the system size: tc ∝ τN . Global consensus is achieved when one of the
groups switches to the variant used by the other group, the dynamics corresponding to the
gambler’s ruin problem. These scaling laws tell us that global consensus is seriously impeded if
the groups are too large or the interactions between them very scarce. The crossover of the two
scaling regimes has a nontrivial dependence on the parameter h, which represents the influence
that the interlocutor’s utterances have on the vocabulary with respect to the speaker’s own.
With growing h up to 1, the critical system size decreases, hence counterbalancing the “group
affinity”. For higher values of h, when the utterances of the conversation partner become
more important than those of the speaker, but the old frequencies of the latter still dominate,
Ncr decreases again. If h is very large and the speakers become “amnesic”, the critical system
size Ncr ∝ 1/h, so that in the limit h→∞ there is only one scaling regime left, namely that
for one large group. This means that a large h can counteract even very low coupling of the
groups.

For many coupled groups, a strong connection between them induces a single-group behavior,
as all speakers start using both variants, thus again consensus is reached in a time proportional
to the total number of speakers squared (N ·NG)2. If groups are more isolated, on the time
scale of inter-group interactions the behavior is more complex. In this scenario, even though
a groups might reach inner consensus on a variant, they might change their opinion several
times, after interacting with other groups using different variants, before all agree on one
variant and achieve global consensus. This is the dynamics of the Voter Model with link
update for NG > 2, and is quite different from the two-group case, where it was enough
for one group to change opinion once. The transition from the two-group to the many-group
behavior is visible as a finite size effect in the scaling laws. Also, the average time between two
interactions between speakers belonging to different groups now plays an important role. For
a system where the groups are placed on a well-mixed network, the average time to consensus
is tc ∝ N2

G ·N · τ . In the low coupling limit, the square dependence on the number of groups
is owed to the Voter Model dynamics. The N · τ term stems, as in the two-groups setting,
from the gambler’s ruin problem. If the groups are positioned on the sites of a square lattice,
a logarithmic correction arises due to the spatial dimension, and tc ∝ N2

G · logNG ·N · τ . In
the same way as in the case of two groups, the parameter h influences the cross-over of the
scaling regimes in a complex manner.

From the results presented above we learn that not only strong segregation of the various
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groups, but also excessive partitioning of the speech community can lead to difficulties in
reaching global consensus in a realistic period of time. However, “insecure” speakers, ascribing
their interlocutors a much higher importance than themselves and adopting their vocabulary,
can accelerate the agreement on a common variant.

Having understood the importance of group structure in a speech community where each
speaker belongs to only one group, a next step would be to allow for several groups to overlap.
Tarnita et al. [103, 104] studied a model where agents can choose one of two strategies in a
set structured population, where each agent can belong to several sets. Since the dynamics of
the Utterance Selection Model is much more complex, an analytical approach would probably
be intractable in this case. However, numerical simulations could offer some insight regarding
the differences with respect to the model that we studied in this chapter.

Latest technological developments are making records of spoken language more and more
accessible: the Corpus of Contemporary American English (COCA) [105] contains a large
record of digitalized television and radio shows, and offers the tools to compare relative
frequencies of words. Following a different approach, New et al. [106] have set up a database
of movie subtitles collected from the WWW and used it to approximate word frequencies
in human interactions. Data collections of this type could offer valuable insights for future
research related to the dynamics of linguistic variants.



4 Viscoelasticity of semiflexible polymer
networks with transient cross-links

The cell is the elementary functional unit of all living systems, from unicellular to highly
complex organisms. During its lifetime, it reacts to various stimuli and external stress by
allowing its shape to undergo reversible modifications. This structural versatility, along with
the cell’s motility, are accounted for by the cytoskeleton, a network of biopolymer filaments
at the same time rigid and flexible, which is also responsible for intracellular transport and
cell division. In eukaryotic cells, this polymer framework consists of three types of filaments,
namely microtubules, actin filaments and intermediate filaments [107]. In addition to that, a
series of proteins are present, which adjust the arrangement of these filaments by cross-linking,
capping, bundling them and so on.

Due to their high stability, intermediate filaments provide the cell with mechanical strength;
besides that, their role is so far not well understood. Microtubules, in addition to participating
in maintaining the cell structure, are of high importance during cell division due to their ability
to change conformation, by assembling and disassembling in a very short time. Moreover,
they serve as lanes along which molecular motors move within the cell. Finally, the actin
filaments are responsible for a large variety of mechanical properties, vital for the efficiency
of changes in the shape of the cell as well as for its locomotion. Many of these abilities
rely on the viscoelasticity of the biopolymers [108]. Actin binding proteins connect filaments
into complex constructs like bundles and networks, and enhance the elastic and dissipative
properties of the system via the binding dynamics.

Figure 4.1: Cytoskeleton of the eukaryotic cell:
actin filaments are displayed in red
and microtubules in green. The nu-
clei are shown in blue. Image source:
Wikipedia.

In the past two decades, single polymer filaments have been the subject of extensive experi-
mental [109, 110, 111] as well as theoretical [112, 113, 114, 115, 116, 117] studies that have
succeeded in revealing many of their properties. It was shown [111] that on biologically rele-
vant length scales, actin filaments are described very well by the worm-like chain model, which
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we will introduce in the next section. In networks however, the complex interplay between
polymer filaments and the cross-linking proteins is still partly terra incognita. In the context
where satisfactory descriptions are mostly only available in certain limiting cases, a bottom-up
approach [118] exploring cell mechanics on various length scales can contribute to shedding
more light on the physical properties of semiflexible polymer networks.

As mentioned before, the cytoskeleton is responsible for the mechanical stability of the cell
and must therefore be resistant to mechanical forces, but at the same time ensure cell motility
and allow for the continuous remodeling of the cellular microstructure. This large variation
in functionality can be achieved with the aid of transient cross-links. Actin binding proteins
like fascin or heavy mero-myosine (HMM) create this type of non-covalent cross-links in actin
networks. These links can open, if the cell is reforming or contracting, and close again, if a
stable structure is needed. The proteins can also slide along the filaments, so that a link might
not close at the exact same place it was before. This type of cross-links can be characterized
by binding and unbinding rates for their opening and closing. The kinetics of transient cross-
links can be activated by either force or thermal energy and plays a decisive role in the
viscoelastic behavior of the polymer network by triggering a relaxation mechanism, as shown
in experiments [119, 120, 121]. Due to the highly nonlinear character of the network, analytical
results are very difficult to obtain. Various approaches combining analytic calculations and
numerical simulations have aimed at disclosing the shape of the viscoelastic network response
to stress [122, 123, 124].

In order to gain some understanding of the role of the binding kinetics of cross-linking proteins
in the low-force regime, we will study the linear response of a transiently cross-linked network
to a small constant force in the affine deformation regime. This will be accomplished by
reformulating the problem in such a way that the complexity of the network is reduced to
one polymer filament under the action of a stochastically varying force. Before getting there,
we will revisit some known results for the dynamics of single polymer filaments.

4.1 Single polymer dynamics

4.1.1 The worm-like chain model

One of the standard ways of describing a semiflexible polymer theoretically is the worm-like
chain model (WLC) introduced by Kratky and Porod [125, 126]. The polymer is characterized
as an inextensible space curve r of length L parametrized by its arc length s, which has a
bending stiffness κ. The local curvature of the chain is given by the derivative of the tangent
t(s) = ∂r(s)/∂s with respect to s. Bending the polymer requires an energy cost proportional
to the square of the curvature.

The Hamiltonian of the chain can therefore be written as

HWLC =
κ

2

∫ L

0
ds

(
∂2r

∂s2

)2

. (4.1)
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L

s − r||

r⊥,2

r⊥,1

0

t(s)

Figure 4.2: The parametrization of a polymer contour with transverse (r⊥) and longitudinal (r||)
displacement variables.

Together with the local inextensibility condition(∂r

∂s

)2
= 1, (4.2)

Eq. (4.1) provides a complete description of the WLC. Studying this problem analytically is
not an easy task, therefore only a few exact results are available. One of them is the tangent
correlation function, which decays exponentially:

〈t(s)t(s′)〉 = e−|s−s
′|/lp , (4.3)

where lp = κ/kBT is the persistence length of the chain, i.e. a measure for the bending stiffness
of the polymer. Depending on the values it takes with respect to the polymer contour length
L, it describes stiff (L � lp), semiflexible (L ≈ lp) and flexible (L � lp) polymers. There
are however limiting cases which can be studied in more detail, and in the following we will
consider a polymer in the weakly bending rod approximation, following Hallatschek et al.
[115, 127].

4.1.2 Stochastic equations of motion

Due to the interaction with the solvent molecules in its environment, the conformation of the
polymer is subject to fluctuations. Since the worm-like chain is a coarse-grained description
of a polymer, on this scale these interactions can be considered random, and hence described
stochastically. The Langevin equations of motion are given by the balance of the elastic force
−δH/δr, the viscous force ζ∂tr and the thermal noise ξ:

ζ∂tr = −δH
δr

+ ξ, (4.4)
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where ζ represents the friction, and the Gaussian white noise correlations are given by the
Fluctuation-Dissipation Theorem (FDT) [128]:

〈ξn(t)〉 = 0, (4.5)

〈ξn(t1)ξm(t2)〉 = 4kBTζ⊥δmnδ(t1 − t2). (4.6)

Here, ζ⊥ represents the friction coefficient for transversal motion of a rod with thickness
a� L immersed in a solvent with viscosity η:

ζ⊥ = 2ζ|| ≈
4πη

ln(L/a)
. (4.7)

In the weakly bending limit, the transversal and longitudinal deviations from a straight line
are very small. We express the curve r with the aid of these:

r(s, t) = (s− r‖(s, t), r⊥(s, t)), (4.8)

where r⊥ is a two-dimensional vector (Figure 4.2). The latter is the reason why in Eq. (4.6)
there is a factor 4 instead of 2. Thus we can rewrite the inextensibility constraint Eq. (4.2)
as

(1− r′‖)
2 + r′⊥

2
= 1. (4.9)

Solving Eq. (4.9) for r′‖ and expanding the square root, we obtain the following relation for
the derivative of the longitudinal displacement:

r′‖ =
1

2
r′⊥

2
+O(r′⊥

4
). (4.10)

Due to the transverse fluctuations, the end-to-end distance projected onto the longitudinal
axis is smaller than the length L of the polymer by an amount δr‖ = r‖(L)− r‖(0):

R‖ = L− δr‖. (4.11)

We can now express δr|| in terms of the transverse deviation:

δr‖(L, t) =

∫ L

0

1

2
r′⊥(s, t) ds. (4.12)

The end-to-end distance R(t) in terms of the longitudinal and transverse displacements is

R(t) ≡

∣∣∣∣∣
∫ L

0
ds r′

∣∣∣∣∣ ≈ R||(t) +
∆r2
⊥(t)

2L
, (4.13)

with
∆r⊥ ≡ r⊥(L, t)− r⊥(0, t). (4.14)

Since we can formulate the longitudinal displacement in terms of the transverse one, in the
following we need only focus on the latter. The stochastic equations of motion (4.4) then
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become
ζ∂tr⊥ = −κr

′′′′
⊥ + ξ⊥. (4.15)

We consider the polymer to have hinged ends, thus the appropriate decomposition of r⊥ is a
series of orthonormal sine functions:

r⊥(s, t) =

√
2

L

∑
n

an(t) sin(qns), (4.16)

with modes
qn =

nπ

L
. (4.17)

In the weakly bending limit, the boundary conditions for hinged ends are:

r⊥|s=0 = r⊥|s=L = r′′⊥|s=0 = r′′⊥|s=L = 0. (4.18)

Thus the end-to-end distance R(t) corresponds to the length projected on the longitudinal
axis:

R(t) ≈ R||(t). (4.19)

Inserting the expansion of r⊥ (4.16) into Eq. (4.15) we obtain the following equation of motion
for the amplitude function an(t):

an = −q4
nan + ξ⊥,n. (4.20)

This equation is solved by

an(t) =
1

ζ⊥

∫ t

−∞
χn(t− t′)ξ⊥(t′) dt′, (4.21)

with the Green’s function
χn(t) = e−κq

4
nt/ζ⊥ . (4.22)

The longitudinal displacement defined in Eq. (4.12) written in terms of the normal modes
becomes

δr‖(t) =
1

L

∫ L

0
ds
∑
n

an(t)qn cos(qns)
∑
m

am(t) cos(qms). (4.23)

Since the mode functions do not depend on s, we only integrate the cosine product, and with
a little trigonometry this gives:∫ L

0
ds cos(qns) cos(qms) =

1

2

∫ L

0
ds
(

cos((qn − qm)s) + cos((qn + qm)s)
)

=


1

2

(
sin((qn − qm)s)

qn − qm

∣∣∣∣∣
L

0

+
sin((qn + qm)s)

qn + qm

∣∣∣∣∣
L

0

)
= 0 , n 6= m,

1

2

(∫ L

0
dx+

sin((qn + qm)s)

qn + qm

∣∣∣∣∣
L

0

)
=
L

2
, n = m

=
L

2
δnm.
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Using the above result, we find a simple expression for δr‖ in terms of the amplitude functions
and the normal modes:

δr‖(t) =
1

L

∑
m,n

an(t)am(t)qnqm

∫ L

0
ds cos(qns) cos(qms) =

1

2

∑
n

a2
n(t)q2

n. (4.24)

4.1.3 Mean square displacement and response function

We are interested in finding the mean square displacement (MSD) of the end-to-end distance:

〈δR2(t)〉 ≡ 〈δ[R(t)−R(0)]2〉. (4.25)

In order to achieve this we first calculate the correlation function of the amplitude functions
an:

〈an(t)am(t′)〉 =
1

ζ2
⊥

∫ t

−∞

∫ t′

−∞
〈χn(t− t1)χm(t′ − t2)〉〈ξn(t1)ξm(t2)〉dt1dt2

=
2kBT

κq4
n

e−κq
4
n|t−t′|/ζ . (4.26)

Making use of Wick’s theorem [129] to express the four-point correlations in terms of two-point
correlations, we get

〈δr||(t)δr||(0)〉 =
1

4

〈∑
n

a2
n(t)q2

n

∑
m

a2
m(0)q2

m

〉
=

1

4

∑
n,m

q2
nq

2
m

(
〈a2
n(t)〉〈a2

m(0)〉

+2(〈an(t)am(0)〉)2
)

=

(
kBT

κ

)2∑
n

q−4
n (1 + 2e−2κq4

n|t|/ζ⊥). (4.27)

The end-to-end correlation function is then found to be

〈δr(t)δr(0)〉 − 〈δr(0)〉2 =
1

4

∑
n,m

q2
nq

2
m[〈a2

n(t)〉〈a2
m(0)〉+ 2(〈an(t)am(0)〉)2 − 〈a2

n(0)〉2]

= 2

(
kBT

κ

)2∑
n

q−4
n e−2κq4

n|t|/ζ⊥ . (4.28)

Finally, we find the expression of the MSD:

〈δR2(t)〉 = 〈(δr||(0)− δr||(t))2〉 = 2〈(δr||(t))2〉 − 2〈δr||(t)δr||(0)〉

= 4

(
kBT

κ

)2∑
n

q−4
n (1− e−2κq4

n|t|/ζ⊥), (4.29)
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which at equilibrium becomes

〈δR2〉 = 4

(
kBT

κ

)2∑
n

( L
nπ

)4
=

2L4

45l2p
. (4.30)

10-3

10-2

10-1

100

101

10-6 10-4 10-2 100

< δ
R

2 (t)
>/

δR
2

t/tL

Figure 4.3: Rescaled mean square displacement 〈δR2(t)〉/〈δR2〉 as a function of rescaled time t/t⊥L ,
with t⊥L = (L/π)4ζ/κ the relaxation time of the longest mode. The scaling of the MSD at
times much shorter than t⊥L is given by Eq. (4.31).

For times much shorter than the relaxation time of the longest mode, t⊥L = (L/π)4ζ/κ, the
mean square difference of the end-to-end distance is found [111] to scale as

〈δR2(L, t)〉 = 0.647
L

l2p

(
tκ

ζ

)3/4

. (4.31)

Next we calculate the power spectral density by performing a Fourier transform of the end-
to-end correlation function given by Eq. (4.28):

S(ω) = 2

(
kBT

κ

)2 ∫ ∞
−∞

eiωt
∑
n

q−4
n e−2κq2

n|t|/ζ⊥dt

= 2

(
kBT

κ

)2∑
n

q−4
n

( 8κ/ζ⊥
ω2 + 4κ2(nπL )8/ζ2

⊥

)
. (4.32)

The Fluctuation-Dissipation Theorem gives us the relation between the power spectral density
and the imaginary part of the response function [130]:

S(ω) =
2kBT

ω
J ′′(ω). (4.33)
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This way we obtain the following expression:

J ′′(ω) =
kBT

κ2

∑
n

4κω/ζ⊥
ω2 + 4κ2(nπL )8/ζ⊥

. (4.34)

The real part of the response function is found with the aid of the Kramers-Kronig relations
[131] (see Appendix (C) for details on the procedure):

J ′(ω) =
kBT

ζ2

∑
n

8q−4
n

ω2ζ2
⊥/κ

2q8
n + 4

. (4.35)

Summing up the results (4.34) and (4.35), the response function has the following form:

J(ω) = J ′(ω) + J ′′(ω) =
1

lpkBT

(
L

π

)4∑
n

1

n4 − iωζ⊥/(4κ(L/π)4)
. (4.36)
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Figure 4.4: Real and imaginary part of the frequency response.

In [130, 132] the complex viscoelastic modulus of a network on which a macroscopic shear
strain is applied is given, in terms of the response function of a filament, for a spatial density
ρ of filaments:

G(ω) =
1

15
ρle/J(ω)− iωη, (4.37)

where le ≤ lp is the entanglement length scale and η the viscosity of the solvent. The real part
of the shear modulus, the storage modulus G′(ω), gives the frequency dependent elasticity
of the network, whereas the imaginary part, the loss modulus G′′(ω) stands for the viscous
dissipation. Taking L = le, we obtain the plateau of an entangled solution [133]:

G(0) = 6ρkBT l
2
p/L

3, (4.38)

For high frequencies, we can replace the sum in Eq. (4.36) by an integral, and the response
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becomes

1

2
√

2

L

kBT l2p

(
2κ

−iζ⊥ω

)3/4

(ω � (κ/ζ)(π/L)4). (4.39)

Employing Eq. (4.37) again, the shear modulus at high frequencies is proportional to ω3/4

[130, 134]:

G(ω) ≈ 1

15
ρκlp(−2iζ⊥/κ)3/4ω3/4 − iωη. (4.40)

4.2 Affine deformation in a polymer network

In the affine regime, we make the assumption that the end-to-end distance of each polymer
filament follows the macroscopic shear deformation affinely on a coarse-grained scale [135].
Using this argument, one can describe a polymer network with transient cross-links as a set
of N0 parallel filaments with one end fixed and the other able to bind/unbind with rates
kon/koff . This situation is similar to the problem of ligand-receptor molecules adhering to a
substrate [136, 137, 138].

Figure 4.5: Representation of a cross-linked network in the affine deformation regime as N0 parallel
polymer filaments with one end fixed and the other binding/unbinding with rates kon/koff .
At time t there are N(t) bound filaments.

Given the binding/unbinding rates kon and koff , we want to know the average number of
bound polymers at time t. To this end, we set up a master equation for the probability that
at time t we have N bound filaments:

d

dt
pN (t) = kon(N0−N+1)pN−1(t)+koff(N+1)pN+1(t)− [kon(N0−N)+koffN ]pN (t). (4.41)

The first two terms on the right hand side of Eq. (4.41) represent the gain, i.e. the probability
to obtain N bound filaments starting from N − 1 with an additional one binding, or from
N +1 with one unbinding. The last two are the loss terms, i.e. the probability that one of the
N filaments will bind or unbind, thus changing the number to N − 1 or N + 1. Multiplying
Eq. (4.41) with N and summing over all possible values we get
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N0∑
N=1

N
d

dt
pN = kon

N0∑
N=1

(N0 −N + 1)NpN−1 + koff

N0∑
N=1

(N + 1)NpN+1

−kon

N0∑
N=1

(N0 −N)NpN − koff

N0∑
N=1

N2pN , (4.42)

where the time dependence has been dropped in order to ease the notation. In the limit of
large N0 shifting the index does not affect the sum, and we obtain

d

dt

N0∑
N=0

NpN = kon

N0∑
N=0

(N0 −N)pN − koff

N0∑
N=0

NpN . (4.43)

Since

N0∑
N=0

NpN = 〈N〉 and the probabilities are normalized, we have the following differential

equation for the average number of bound filaments at time t:

d

dt
〈N(t)〉 = N0kon − (kon + koff)〈N(t)〉, (4.44)

which has the solution

〈N(t)〉 = 〈N(0)〉e−(kon+koff)t +
N0kon

kon + koff
. (4.45)

The equilibrium number of bound polymers is

〈N〉 =
N0kon

kon + koff
. (4.46)

In the same manner we obtain the second moment

〈N2(t)〉 = 〈N(0)〉2e−2(kon+koff)t +
(2konN0 − kon + koff)〈N(0)〉

kon + koff
e−(kon+koff)t

+
konN0(konN0 + koff)

(kon + koff)2
, (4.47)

with the equilibrium value

〈N2〉 =
konN0(konN0 + koff)

(kon + koff)2
. (4.48)

4.2.1 Mapping of N0 filaments with constant force onto one polymer with
varying force

As discussed in the previous section, in the affine deformation regime we can approximate a
network with a set of parallel filaments. This reduces part of the complexity, but in order to
describe the dynamics of the network, we still need to solve a system of coupled equations of
motion. As this proves to be quite challenging, we have to take into consideration additional
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ways of simplifying the problem. If we would regard a polymer filament as an ideal spring,
then our affine model corresponds to a set of parallel coupled springs. Compared to a system
with only one spring, this parallel coupling would only result in a different spring constant,
proportional to the number of springs coupled. Introducing binding and unbinding of the
springs would make the spring constant vary with time. If we have a constant force acting on
one end of the system, the problem can be reformulated in terms of a varying force acting on
a single spring.

f0

(a)

f(t)

(b)

Figure 4.6: (b) A time-varying number of parallel polymers with a constant force acting on them is
equivalent to (b) one polymer with a force varying according to the rules of the binding
kinetics.

Having thus mapped the bond kinetics onto a random force, we move to a more realistic
depiction of a polymer, the worm-like chain, and employ the same idea. Now our task is to
analyze the dynamics of a filament subject to Brownian motion and the new force depending
on the number of filaments currently bound. Since the force f0 is small, the number of bound
filaments deviates only slightly from the mean number 〈N(t)〉:

N(t) = 〈N(t)〉+ δN(t), (4.49)

where we assume that 〈δN(t)〉 = 0. The time correlations for N(t) are

〈N(t)N(t′)〉 = 〈N(t)〉2 + 〈δN(t)δN(t′)〉. (4.50)

Making use of the expression for the average number of bound filaments, Eq. (4.46), we get
the correlations of δN(t):

〈δN(t)δN(t′)〉 =
N0konkoff

(kon + koff)2
e−(kon+koff)|t−t′|. (4.51)

The force fN is then expressed in terms of the constant force f0 and the number N(t) of
bound filaments as

fN (t) =
f0

N(t)
=

f0

〈N(t)〉
(
1 + δN(t)

〈N(t)〉
) ≈ f0

〈N(t)〉

(
1− δN(t)

〈N(t)〉

)
. (4.52)



76 4. Viscoelasticity of semiflexible polymer networks with transient cross-links

The mean force acting on a polymer filament is

f̄ =
f0

〈N(t)〉
=
f0(kon + koff)

N0kon
. (4.53)

We also need the force correlation function, which is found to be

〈f(t)f(t′)〉 =

[
f0(kon + koff)

N0kon

]2

+ 〈δf(t)δf(t′)〉. (4.54)

With the assumption that on average the force fluctuations disappear, 〈δf(t)〉 = 0, we have

〈δf(t)δf(t′)〉 =
f̄2koff

N0kon
e−(kon+koff)|t−t′| (4.55)

We now insert the force fN given by Eq. (4.52) into the equations of motion for the mode
functions, where we thus have two different stochastic processes: first the Gaussian white
noise, which was also present in the equations without force (4.21), and the new time-varying
force:

ζ⊥∂tan = −(κq4
n + fN (t)q2

n)an + ξ. (4.56)

The solution of this equation is, as discussed above,

an(t) =
1

ζ⊥

∫ t

−∞
χn(t− t′)ξ⊥(t′) dt′, (4.57)

where the Green’s function this time has the following form:

χn(t) = e−(κq4
nt+fN (t)q2

n)/ζ⊥ ≈ e(−κq4
n+f̄ q2

n)t/ζ⊥
(

1− q2
n

ζ⊥
δf
)
, (4.58)

where we have linearized χn(t) in δf . The time scale for the relaxation of the mode qn is

τn :=
ζ⊥

κq4
n + f̄ q2

n

. (4.59)

Employing the correlations of the Gaussian white noise, Eqs. (4.6), we find the correlations
of the mode functions:

〈an(t)am(t)〉 =
1

ζ2
⊥

∫ t

−∞

∫ t′

−∞
dt1dt2〈χn(t− t1)χm(t′ − t2)〉〈ξn(t1)ξm(t1)〉 =

=
4kBT

ζ⊥

∫ t

−∞
dt1e(t+t−2t′1)/τn

[
1 +

q4
n

ζ2
⊥
〈δf(t− t1)δf(t′ − t1)〉

]

=
4kBT

ζ⊥
e−|t−t

′|/τn

{
τn
2

+
q4
nf̄

2koff

ζ2
⊥N0kon(kon + koff)2

·

[
−τn/2 · (kon + koff)

2/τn + kon + koff

(
e−(kon+koff)|t−t′| + 1

)
+
τ2
n

2
(kon + koff)

]}
. (4.60)
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With this, we can write down the MSD of the longitudinal deviation from the contour:

〈δR2(t)〉 =

(
kBT

ζ⊥

)2

4
∑
n

q4
nτ

2
n

{[
1 +

q4
nf̄

2koffτn

ζ2
⊥N0kon

(
2/τn + kon + koff

)]2

−e−2t/τn
{

1 +
q4
nf̄

2koff

ζ2
⊥N0kon(kon + koff)

[
− 1

2/τn + kon + koff

·
(

e−(kon+koff)t + 1
)

+ τn

]}2
}
. (4.61)

The end-to-end autocorrelation function is then

〈δr(t)δr(0)〉 − 〈δr(0)〉2 = 2

(
kBT

ζ⊥

)2

e−2t/τn

{
1 +

q4
nf̄

2koff

ζ2
⊥N0kon(kon + koff)

·
[
− 1

2/τn + kon + koff

(
e−(kon+koff)t + 1

)
+ τn

]}2

. (4.62)

We can rescale variables so that time becomes dimensionless:

t̃ :=
t

τ
, f̃ :=

f̄

fc
, k̃on := kon · t⊥L , k̃off := koff · t⊥L (4.63)

where fc = κ
π2

L2
is the Euler buckling force, which marks the breakdown boundary of the

linear approximation [108], and t⊥L = ζ/κ(L/π)4 the relaxation time of the longest mode. The
MSD becomes, in the rescaled variables:

〈δR̃2(t)〉 =
4L4

π4l2p

∑
n

1

(n2 + f̃)2

{[
1 +

k̃offn
2π4f̃2

N0k̃on(n2 + f̃)[2π4n2(n2 + f̃) + k̃on + k̃off ]

]2

− e−2π4n2(n2+f̃)|t̃|

{
1 +

1

N0

k̃off

k̃on

n4π8f̃2

k̃on + k̃off

[
− 1

2π4n2(n2 + f̃) + k̃on + k̃off

·
(

e−(k̃on+k̃off)|t̃| + 1
)

+
1

π4n2(n2 + f̃)

]}2}
. (4.64)

Having found this analytical expression, in Figure 4.7 we show this curve together with the
MSD for the polymer without force. We see that if the force is smaller than fc, the two
curves cannot be distinguished. Therefore, in the linear response regime, we cannot observe
any effect of the binding kinetics. Simulations with a bead-rod algorithm [139] performed by
Philipp Lang [140] confirm our findings (Figure 4.8).

As we did in Section 4.1.3 for the filament without force, we find the power spectral density
by Fourier-transforming the end-to-end correlation function given by Eq. (4.62):
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Figure 4.7: Rescaled MSD 〈δR2(t)〉/〈δR2〉 as a function of rescaled time for f = 0 and f = 1/50fc,
where fc = κπ2/L2 is the Euler buckling force. There are N = 10 cross-links and kon =
kon = 0.01. In the linear response regime there is no visible influence of the binding
kinetics on the dynamics.
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. (4.65)
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Figure 4.8: Simulation data: rescaled MSD 〈δR2(t)〉/〈δR2〉 as a function of rescaled time for the
cases with and without force, obtained from simulations with a bead-rod algorithm for
L = lp = 20 and the force f = 1/50fc. There are N=10 cross-links, kon = kon = 0.01. As
for the analytic results (Figure 4.7), there is no visible difference between the two curves.
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The imaginary part of the response function is

J ′′(ω) =
kBT

ζ2
⊥

∑
n

q4
nτ

2
n
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4ωτn

ω2τ2
n + 4
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−
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⊥N0kon(kon + koff)

· 1

2/τn + kon + koff

·

[
q4
nf̄

2koff

ζ2
⊥N0kon(kon + koff)

(
1

2/τn + kon + koff
− τn

)
+ 1

]}
+

4ω
(

1/τn + kon + koff

)
ω2 + 4

(
1/τn + kon + koff

)2

·
q8
nf̄

4k2
off

ζ4
⊥N

2
0k

2
on(kon + koff)2

· 1(
2/τn + kon + koff

)2

}
. (4.66)

Employing the Kramers-Kronig relations [131] we also find the real part of the response
function (calculations presented in Appendix C):

J ′(ω) =
kBT
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⊥

∑
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2
n
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n + 4
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−
4
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⊥N0kon(kon + koff)

·

[
1 +

q4
nf̄

2koffτn

(
1/τn + kon + koff

)
ζ2
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. (4.67)

4.3 Conclusions

Studying a transiently cross-linked semiflexible polymer network in the affine deformation
regime allows us to make simplifying assumptions so that we can view the network as a set
of parallel filaments fixed at one end, with the other end unbinding and binding again as
the cross-links open and close due to thermal noise or external forces. Employing the worm-
like chain description of a semiflexible polymer filament, we can formulate a set of coupled
equations of motion for this system, which is however too complex to enable the analytic
calculation of the linear response function.

In this chapter we have introduced a considerable simplification to the affine network model.
Assuming that the force acting on the the system is distributed evenly on all filaments, the
binding and unbinding events of the latter result in a varying force on each bound filament.
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Figure 4.9: Real (J ′(ω)) and imaginary part (J ′′(ω)) of the frequency response for the cases with and
without force.

Thus we mapped the problem of many parallel polymers binding and unbinding while sub-
ject to a constant external force onto a single polymer with a force that varies according to
the binding kinetics. This way, we only have to solve the equation of motion for one fila-
ment in order to find the linear response function of the network with binding/unbinding
events. However, in order to remain in the linear regime and thus ensure the validity of the
above mentioned assumptions, we have to consider forces that are much lower than the Euler
buckling force fc = κπ2/L2.

The results of our calculations suggest that the response function in the case with force is
hardly different from the one without force, as can be seen from the plots presented above
(Figures 4.7 and 4.9), where the curves overlap completely. Simulations using a bead-rod
algorithm, where a stochastically changing force acts upon a polymer filament modeled as a
series of beads connected by stiff rods, result in a similar picture (Figure 4.8), which agrees
very well with our findings. This means that the forces taken into consideration are too small
to cause a significant contribution of the binding behavior to the stress relaxation of the
network.

Approaches like the ones of Heussinger [123] or Wolff et al. [124] study the nonlinear response
of a transiently cross-linked network with a combination of analytic calculations and numerical
simulations. In [123], the author describes the cross-links as nonlinear elastic elements which
significantly increase the stiffness of the network when subject to stress and considers the
interplay between the elastic properties of the filaments and the cross-links. It results that
the stiffness of the cross-links plays an important role in stress relaxation when it is of the same
magnitude as the filament stiffness and the unbinding of cross-links is frequent. Wolff et al.
revert to the glassy worm-like chain [141], which models the interactions between filaments by
an exponential stretching of the single filament relaxation times. An incorporated prestressing
force accounts for the network deformation and also influences the binding rates of the cross-
links. In the context of the inelastic glassy worm-like chain, the stiffening of the network is
owed to the nonlinear stretch response of the filaments, whereas the softening after an applied



4.3 Conclusions 81

strain is the result of the slow bond kinetics. The interplay of these two components leads to
a complex viscoelastic behavior on multiple time scales.

We conclude that although the affine model has the merit of allowing the analytical treatment
of the viscoelastic response for a network with cross-linker binding and unbinding events, it
is not sufficient for reproducing the viscoelastic behavior observed in various experiments
[119, 120, 121]. Therefore, in order to obtain a visible effect of the external force on the
binding kinetics, one has to allow for non-affine deformations of the network and investigate
the nonlinear response in a wider force range.
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A Generating uncorrelated scale free random
networks

Social networks are scale-free and display degree-degree correlations, since nodes with high
connectivity are usually linked to other well-connected nodes [142]. However, when studying
such a network, in most cases analytical results can only be obtained if correlations are absent.
This is why uncorrelated networks are important as null models for testing various properties
of dynamic systems. Scale-free networks are described by a power-law degree distribution:

P (k) ∼ ck−γ , (A.1)

where γ is a characteristic degree exponent. For the most frequent scale-free networks in
nature, 2 < γ ≤ 3.

An algorithm for generating uncorrelated scale-free random networks is presented by Catan-
zaro et al. [143]. The authors find that in order to have truly uncorrelated networks, the
maximum degree of a node has to be N1/2. In this algorithm, each vertex i out of the N
composing the network is assigned a number ki of “stubs”, i.e. parts of edges that will sub-
sequently form pairs to connect two nodes with each other. These stubs are drawn from the
distribution P (k) with m ≤ k ≤ N1/2, where m is the minimal degree of a node, and as
mentioned above, N1/2 is the maximum degree. Also, the condition is imposed that

∑
i ki

be even. The stubs are then connected two by two, making sure that they do not belong
to the same node, or that two nodes are linked by more than one edge. In order to respect
these constraints, Catanzaro et al. suggest an implementation where, after the stubs have
been assigned to each node, a list of

∑
i ki elements is created, with ki instances of node i.

Next, two elements are chosen. If they belong to the same node or a link between those two
nodes already exists, other two elements are drawn. Otherwise, the link is formed and the
pair is removed from the list. This is repeated until the list is empty.

To make sure that the network generated in this way consists of one connected component,
we test it with the algorithm of Tarjan [144]. A depth-first search is started from an arbitrary
node, each node v being placed on a stack and assigned a running number v.index in the
order they are discovered. In addition to that, each node is assigned a value v.lowlink which
is equal to the smallest index of a node reachable from v. This value is always smaller than
the index of v, or equal to it, if v is not connected to any vertex with lower index. The value
v.lowlink helps finding the root of the connected component (i.e. the first node encountered
during the search that belongs to the component), since for the root, v.index=v.lowlink.
When the search in a subtree is finished, the nodes are removed from the stack and each node
is checked on whether it is the root of a connected component. If this is the case, this node
and all the nodes removed from the stack before it form the strongly connected component.
If there are nodes of the network that do not belong to this component, a new depth-first
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search is started in a node that has not yet been visited. The procedure is repeated until
every node in the network is found in a connected component. Since for our purposes we
need networks consisting of one connected component, if the search results in several of these,
they are connected among each other through a random link between nodes with degree less
than N1/2. This procedure should not introduce correlations, since the conditions above are
respected.



B Gillespie algorithm

To simulate diffusion on a two-dimensional square lattice in Chapter 2.3.3, we employ a
simplified version of the Monte Carlo algorithm developed by Gillespie [145, 146], an exact
method for simulating N chemical species engaged in M types of coupled reactions. If the
simulation time step is much smaller than the time between two reactions, it is more efficient
to estimate the time when the next reaction will occur and update time accordingly, rather
than checking at every time step whether there is any due reaction. For this, the reaction
probability density function P (τ, µ) is introduced, where P (τ, µ)dτ is the probability that,
given the state of the system at time t, the next reaction will take place in the time interval
(t+ τ, t+ τ + dτ) and will be of type µ. If cµ (with µ ∈ {1..M}) are the reaction rates for the
M types of chemical reactions, then the average probability that a reaction of type µ will take
place in the next time interval (t, t+ dt) is cµ dt. Then, if hµ is the number of combinations
of distinct molecular reactants that can participate in a reaction of type µ, the probability of
a reaction of this type occurring in the time interval (t, t+ dt) given the state of the system
at time t is hµcµ dt. The above defined probability for a reaction of type µ to occur in the
interval (t+ τ, t+ τ + dt) is given by

P (τ, µ)dτ = P0(τ)hµcµ dτ, (B.1)

where P0(τ) is the probability that no reaction will take place in the interval (t, t+ τ) , given
the state of the system at time t. 1−

∑
ν hνcνdτ

′ is the probability that no reaction will occur
in the interval τ ′ from this particular state of the system. Then we have

P0(τ ′ + dτ ′) = P0(τ ′)
(

1−
M∑
ν=1

hνcνdτ
′
)
, (B.2)

from which

P0(τ) = exp
[
−

M∑
ν=1

hνcντ
]
. (B.3)

Inserting this expression into (B.1) results in

P (τ, µ) =

 hµcµ exp
[
−

M∑
ν=1

hνcντ
]

if 0 ≤ τ <∞

0 else

. (B.4)
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Finally, to find the time τ at which the reaction of type µ will take place, we generate two
random numbers, r1 and r2, from the unit interval uniform distribution, with which we obtain

τ = 1
/( M∑

ν=1

hνcν

)
ln 1/r1, (B.5)

and µ as the integer for which the following relation holds:

µ−1∑
ν=1

hνcν < r2

M∑
ν=1

hνcν ≤
µ∑
ν=1

hνcν . (B.6)

Since in our model we only have one ”chemical species”, the speakers, and one type of reaction,
which is the swapping of two individuals with rate d, things become simpler, since we only
have to calculate when the next diffusion step will take place. We generate a random number
r and find

τ = 1/d log 1/r dt, (B.7)

update the current time to t+ τ and start a new step of the algorithm.

As a final remark, the Gillespie algorithm is similar in spirit to the BKS method for simulating
Ising spin systems at low temperatures [147].



C Calculating the real part of the response
function

For a complex function J(ω) = J ′(ω)+ iJ ′′(ω), anaytic in the upper half plane of ω and which

vanishes faster than
1

ω
as |ω| → ∞, the Kramers-Kronig relations are given by:

J ′(ω) =
1

π
P
∫ ∞
−∞

J ′′(ω′)

ω′ − ω
dω′ (C.1)

and

J ′′(ω) = − 1

π
P
∫ ∞
−∞

J ′(ω′)

ω′ − ω
dω′ , (C.2)

where P represents the Cauchy principal value. The imaginary part of the response function,
found in Chapter 4, is

J ′′(ω) =
kBT

ζ2
⊥

∑
n

q4
nτ

2
n

{
4ωτn

ω2τ2
n + 4

[
1 +

q4
nf̄

2koff
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⊥N0kon(kon + koff)

(
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1

2/τn + kon + koff

)]2
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(
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)
ω2 +

(
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)2

{
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· 1
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·
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(
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n
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( 1
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, (C.3)
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with

a =

[
1 +

q4
nf̄

2koff

ζ2
⊥N

2
0kon(kon + koff)

(
τn −

1

2/τn + kon + koff

)]2

b = − q4
nf̄
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· 1
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[
q4
nf̄
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1
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2
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Inserting this into (C.1) we get

J ′(ω) =
kBT

πζ2
⊥

∑
n

q4
nτ

2
nP
∫ ∞
−∞

1

ω′ − ω

[ 4ω′a
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4
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( 2
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( 2
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1
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( 1
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dω′ (C.5)

In order to solve this integral we need a partial fraction expansion. For the first term of the
sum this means:

4ω′a

τn

(ω′2 +
4

τ2
n

)(ω′ − ω)
=

A

ω′ − ω
+
Bω′ + C

ω′2 +
4

τ2
n

, (C.6)

with

A =

4ωa

τn
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4

τ2
n

; B = −

4ωa
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4

τ2
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; C =

16a
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n

Integrating this expression gives:
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1
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Proceeding in an analogous way for the other terms of the sum in (C.5), we obtain the real
part of the response function:
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Meinem Bürokollegen und guten Freund Anton (
”
ach, du bist’s?“) für eine schöne Zeit in

den drei Büros, durch die wir gemeinsam gezogen sind, für die Erfindung diverser verrückter
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