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Abstract

The analysis presented in this thesis concerns the e™p deep inelastic charged
current scattering cross sections measured with the H1 detector at HERA.
The analysed data were taken in the years 2003-04 at a centre-of-mass energy
/s = 319 GeV and comprise two periods of positron beams with positive and
negative longitudinal polarisation, corresponding to an integrated luminosity
of 26.9 pb~! and 20.7 pb~!, respectively. The cross sections are measured in
a kinematic region of four-momentum transfer squared Q? > 300 GeV? and
inelasticity y < 0.9.

From the analysed data the polarisation dependence of the total charged cur-
rent cross section is determined for the first time at high Q2. The results are
compared with predictions of the Standard Model and found to be in agree-
ment, i.e. possible contributions from non-standard right-handed currents are
consistent with zero.

Kurzfassung

Diese Arbeit beschreibt der Bestimmung der Wirkungsquerschnitte fir tief-
inelastische Streuung mittels geladener Strome von Positronen an Protonen
mit dem H1 Detektor am Speicherring HERA. Die hier analysierten Daten
wurden in den Jahren 2003-04 bei einer Schwerpunktsenergie von /s = 319 GeV
aufgenommen. Sie setzen sich aus zwei Perioden mit positiver und nega-
tiver longitudinaler Polarisation des Positronenstrahls mit integrierten Lumi-
nosititen von 26.9 pb~! und 20.7 pb~' zusammen. Die Wirkungsquerschnitte
wurden in der kinematischen Region Q? > 300 GeV? (Quadrat des Viererim-
pulsiibertrags) und y < 0.9 (Inelastizitat) bestimmt.

Die Abhangigkeit des totalen Wirkungsquerschnitts von der Polarisation wurde
erstmalig bei hohem Q? gemessen. Die Resultate werden verglichen mit den
Vorhersagen des Standardmodells. Sie stimmen mit diesem tiberein, insbeson-
dere sind die Beitrage von rechthandigen Stromen vertraglich mit Null.
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Introduction

The understanding of the structure of matter, its properties and interactions
is one of the fundamental questions in physics and, consequently, a driving
force for particle research.

The experiments of particle scattering, where the result of two body inter-
action is examined, for a long time have been successfully used as a tool to
probe the structure of matter. The idea of such experiments was born by the
classical Rutherford experiments [1] where a beam of « particles was fired
onto a thin gold foil as target. The observed rare large deflections of the
scattered particles served as evidence for the substructure of the gold atoms,
leading to the discovery of the atomic nucleus.

There are four known types of interactions in nature, gravitational®, electro-
magnetic, weak and strong. In the first experiments where the elastic scat-
tering of the electron on stationary targets was analysed (e.g. Hofstadter [2]
in the late 50’s), the electromagnetic force was used to measure the charge
distributions of the nucleus and of the proton. With the increase of achievable
energies for the beam particles the first inelastic scattering experiments, with
large four-momentum transfer squared Q2 between the incoming and outgoing
electron, became possible. This led to extended studies of the substructure
of the proton. In 70’s the electron-proton scattering experiments at SLAC
(Stanford Linear Accelerator Center) for the first time showed the so-called
’scaling’ behavior, i.e. independence of %, of the proton structure func-
tions [3,4]. According to Bjorken [5], ’scaling’ is expected when the electrons
scatter elastically on point-like charged spin 1/2 partons inside the proton,
today known as quarks. The Bjorken ’scaling’ is a basic idea of the parton
model (Quark Parton Model, QPM) introduced by Feynman [6] in the 60’s.
The interactions of quarks are mediated by ’color’ field quanta, the gluons,
and are described within the framework of the theory of strong interactions
(Quantum Chromodynamics, QCD).

!The gravitational force is too weak to notice its influence to elementary particles.
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The development of weak interaction phenomenology started in the early 30’s
with Fermi, who suggested a 4-fermion model for neutron g decay [7]. The
great success of the electroweak unification theory developed by Glashow [8],
Weinberg [9] and Salam [10] (GWS model) was celebrated in 1983 with the
discovery of the predicted heavy W* and Z particles in pp experiments at
CERN [11,12].

Quantum Chromodynamics together with the theory of electroweak inter-
actions composes the Standard Model of elementary particle physics.

A unique possibility to explore the structure of the proton and, at the same
time to probe the theory of electroweak interactions, has been initiated by
the electron®-proton collider HERA (Hadron Elektron Ring Anlage) at DESY
(Deutsches Elektronen-Synchrotron) in 1992. HERA extended the kinematic
regime in (? by more then two orders of magnitude of the one achievable by
the experiments which use stationary targets (e.g. SLAC).

The results of HERA physics with data taken until the end of the year 2000
("HERA I”) involve tests of the electro-weak and QCD theories, investiga-
tions of perturbative QCD and diffractive scattering, photo-production, QCD
analyses of jet and searches for new particles.

The possibility to collide protons with a longitudinally polarised electron
beam, as well as a significant increase of the instantaneous luminosity, was
provided with the upgrade of HERA in 2003 ("HERA II”). This allows to ex-
tend the studies of HERA I for such rare physics processes as charged current
interactions (e*p — 37 ¢ ) and to perform precise tests of the electroweak
sector of the Standard Model.

Weak charged current processes with W exchange measured with the H1
detector at HERA are studied in this thesis. The data taken in 2003-04 with
positive and negative longitudinal polarisation for the positron beam are used
to measure various cross sections for charged current interactions. The polar-
isation dependence of the total charged current cross section was measured
for the first time at high momentum transfer Q2. The results of this thesis
have been published [13] in December 2005.

The thesis consists of eight chapters. General theory aspects of Deep Inelas-
tic Scattering are discussed in the first chapter. The HERA ep collider and
the H1 experiment are described next. A short introduction to Neural Net-
works and their usage for the triggering of inclusive DIS events (e.g. charged
currents) which are of particular importance for the HERA II running, are

2The ”electron” here generally refers to electrons and positrons unless explicitly stated
otherwise.

ii
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also discussed in chapter 2. The reconstruction of the event kinematics is
the topic of chapter 3. Relevant aspects of the neutral current measurement
(efp — e X) used in the charged current analysis are given in chapter 4.
The selection of charged current events and the cross section extraction are
topics of chapters 5 and 6. The results of the charged current measurement
and the summary are given in chapters 7 and 8.

iii
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Chapter 1

Theoretical Overview

This analysis concerns the study of the charged current deep inelastic scatter-
ing (DIS) processes measured at HERA with the H1 detector. In this chapter
the deep inelastic scattering, DIS kinematics and the cross sections of DIS
processes are explained. The basic DIS theory aspects, i.e. the quark parton
model (QPM), the theory of strong interactions (QCD) and the electroweak
sector of the Standard Model are introduced here as well. The exhaustive
theory description can be reviewed in other sources like [14].

1.1 Deep Inelastic Scattering (DIS)

Deep inelastic scattering (DIS) at HERA is the electron scattering on protons
where the electron has sufficient energy to interact with a charged constituent
of the proton (quark) and, as a result, a multihadronic final state is produced.
There are two deep inelastic electron-proton scattering processes measured
at HERA: neutral current (NC), ep — eX, and charged current (CC),
ep — vX. The exchanged particles between the electron and the quark in
neutral current reactions are the photon () and the boson Z (Figure 1.1 left).
In the charged current scattering process a charged boson W¥ is exchanged
(Figure 1.1 right). Photons are interacting electromagnetically, the bosons Z
and W are mediators of the weak force. The scattered (anti)neutrino ‘7 in
the CC process is not detected and results in an apparent missing transverse
momentum. However, the missing transverse momentum can be measured
and is a typical signature of charged current reactions.
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' W(g)
X(P') p(P) X(P’
\

Figure 1.1: Diagrams of neutral NC (left) and charged CC (right) current
deep inelastic scattering processes. The symbols denote the particles, the
four-momenta of the particles are given in brackets. The label "X 7 denotes
the hadronic final state.

1.1.1 Kinematics of DIS Processes

The four-vectors of particles involved in the scattering process (see Figure 1.1)
are:

[ - the four-vector of incoming electron,

P - the four-vector of the incoming proton,

I' - the four-vector of the outgoing electron,

P’ - the four-vector of the hadronic final state X,

q = 1 —1" is the four-momentum carried by the exchanged boson.

The variables commonly used to determine the DIS kinematics are:

e the four-momentum transfer squared ¢°:

¢? is a measure of the virtuality of the exchanged boson, usually
used as the positive quantity Q?:

Q* = —¢* (1.1)

e the inelasticity y, which is the fractional electron energy transfer by
the exchanged boson to the proton:

_P-q

= o (1.2)

Y
In the proton rest frame where P = (M,0,0,0),y = (F. — E.)/E,
as calculated from P-q = P(l-1') = M(E. — E!) and
Pl = ME,.
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e the Bjorken scaling variable x:

2
T = ¢
2P - q

In the ”infinite momentum frame” (where the transverse mo-
mentum of the interacting, i.e. struck quark of the proton can
be neglected) x is the (longitudinal) proton momentum fraction
carried by the struck quark. This frame represents the basic idea
of the Quark Parton Model (QPM), i.e. the assumption that the
proton is made out of point-like constituents or ”partons”.

All variables introduced are related with the electron-proton center-of-mass
energy squared, s = (P +1)%:

Q% = szy (1.4)

As will be explained later, in QPM the DIS process is viewed as elastic scat-
tering of the electron with a parton, therefore any of two of the variables =z,
y and Q? are sufficient to describe the DIS kinematics at fixed ep center of

mass energy ,/s.

1.1.2 Basics of the Cross Section Calculations

In QED, the one-photon exchange amplitude is dominating in the lowest-order
DIS process. The cross section of inelastic lepton-nucleon scattering thus can
be factorised into a leptonic (L, ) and a hadronic (W*") tensor (see, e.g. [14]):

do ~ L, W (1.5)

L, is well known in QED. It is associated with the coupling of the exchanged
photon to the lepton line and depends only on the four-momenta of the in-
coming and outgoing lepton (see Figure 1.1):

Ly = 2[luly, + Ll + (¢%/2) gy (1.6)

Here, g"¥ is the metric tensor.
The tensor WH¥ describes the nucleon vertex and has the general form

y . ' Wo (P-q)g"\( , (P-q)q"
W= Wi (o = )+ q (v - ) 0 )

W1 and Wy represent the structure of the hadron as it is 'seen’ by the virtual
interacting photon.



4 Theoretical Overview

In 70’s the electron-proton scattering experiments at SLAC (Stanford Lin-
ear Accelerator Center) [3,4] showed that at high Q? (Q* ~ 5 GeV?) the
dependence of the inelastic proton functions on Q? vanishes and become func-
tions of x alone. This represents the scaling behavior of the proton functions
which was successfully explained by Bjorken [5] and lead to the parton model
as explained in the next section. Often the functions Wi and W5 are expressed
in terms of the ”structure functions” Fj(z) and Fy(z) in the following way:

MW, (z,Q?%) = F(x) (1.8)
(e, Q*) 1 Bo(a) (1.9)

Assuming that the proton constituents participating in the scattering are spin
3 particles, Callan and Gross showed [15]:

Fy(x) =2z Fy (). (1.10)

This relation was confirmed experimentally [17] for low values of Q? (and +/5)
and reflects the fact that the charged partons inside the proton carry spin %
Using the notations in (1.8) and (1.9), the double differential cross section for
inelastic scattering can be expressed as:

d’o Ara? y?
%QmFl(m) + (1 y)Fo(z)] (1.11)

dzdQ?  zQ* [

With 1.10 one can obtain that the cross section for inelastic scattering (1.11)
can be written as:

d*o 2ra?
dzdQ? ~ ﬁ[(l +(1—y)*) Fa(w)] (1.12)

where the term 1+ (1 —y)? is called the helicity factor Y.

1.1.3 Quark Parton Model (QPM)

The main idea of Quark Parton Model is based on Bjorken scaling and its
interpretatation by Feynman [6]: Deep inelastic lepton-proton scattering is
the sum of incoherent elastic lepton-parton scattering processes. The corre-
sponding cross section of the whole process is the sum of all lepton-parton
cross sections. As discussed in previous section, this scenario predicts scale
invariance of the proton structure functions, i.e. their independence on the
kinematic scale (Q?).
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The assumption that all hadrons consist of quasi-free point-like particles soon
was shown to be inconsistent with the lepton and nucleon scattering experi-
ments [17]. According to QPM, the proton is made of two up and one down
quark. The proton structure function F5(z) then is written as the sum of the
quark distribution functions [16]:

Fy(z) = Z elrgi(z) = x{eiu(m) + e?id(x)}

i

Here, e; is the charge of the quark .
However, it was determined experimentally [17] that the average total mo-
mentum carried by quarks inside the proton is:

1 1
/ zu(x)de + / xzd(z)dzx = 0.36 + 0.18 = 0.54
Jo Jo

This result clearly suggested that about half of the proton momentum is
carried by electrically neutral constituents (the other half is carried by the
charged quarks). In addition, the interpretation of quarks as the only proton
constituents had to be revised by the experimentally observed scaling vio-
lations. The scaling violation of the Fy proton structure function measured
experimentally by H1 and some fixed target experiments as function of Q? is
presented in Figure 1.2.

Nowadays the neutral proton constituents are known as gluons. The theory
describing the interactions between the proton constituents is called Quantum
Chromodynamics (QCD). As will be shown in the next section, the scaling
violations are explained within the framework of QCD via interactions of the
quarks and gluons.

1.1.4 Quantum Chromodynamics (QCD)

Quantum Chromodynamics (QCD) is an important part of the Standard
Model which describes the strong interaction, one of the four fundamental
forces of nature. It assumes quarks to be elementary fields interacting via
massless spin 1 bosons, known as gluons. Gluons carry the quantum number
color which has three values (red, blue, green) and is described by SU(3)¢.
Quarks do not exist free but are bound in color-singlets (quark-antiquark
pairs, mesons, and three-quark states, baryons) states (confinement).

Interactions between quarks and gluons in QCD are described by relativis-
tic quantum field theory with a non-Abelian gauge group SU(3)c. This
means, that the gluons themselves carry color charge, i.e. are self-interacting.
QCD thus has an important difference compared to quantum electrodynamics
(QED) where photons are electrically neutral and do not self-interact.
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Figure 1.2: Structure function Fy as function of Q* for different x regions.
The points represent H1 measurements which are compared with the H1 fit
for the proton density functions [18] (band). The measurements of two fized
target experiments (BCDMC [19] and NMC [20]) are also included in the

graph.

Renormalisation and the running strong coupling constant

In QED, the effective electromagnetic coupling constant « depends on the
momentum transfer Q? carried by the mediating photon and increases with
the increase of (Q>. This is a consequence of ”vacuum polarisation”, where
virtual ete™ pairs partially screen the charge, similar to a dielectric medium
which screens the electric charge.

In analogy to QED, the coupling strength a, in QCD depends on Q? car-
ried by the mediating boson. The leading order graph in QCD of the gluon
line corrected to vacuum polarisation (Figure 1.3 (a)) represents this idea
where the quark-antiquark loop leads to a screening of the color charge. The
unique gluon self coupling results from the virtual gluon loop as shown in
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Figure 1.3 (b). It has been shown [21,22], that gluon loops work as ”anti-
screening”: With the increase of Q2 the second term ”overcomes” the color
screening and results in a decrease of the coupling constant with increasing of
Q? ("running strong coupling constant”). This is the origin of asymptotic
freedom.

(a) (b)

Figure 1.3: Contribution of the qq loop to vacuum polarisation (a), gluon
loop contribution to vacuum polarisation (b).

The running of the coupling constant «g between a reference scale p and a
given Q% can be written [14] as:

QQ

O‘S(NQ)
(33~ 2/)n (0g) + - | (1.13)

127

QS(QQ) = QS(:U2) 1 -

Here, the number 33 arises from the gluon loop, f is the number of quark
flavours and —2f is the contribution from the quark pair loops. From the
equation 1.13 it can be seen, that the running of «; depends on the number
of quark flavours f, i.e. as long as f < 16 «, will decrease with increasing Q2.
Since the known number of quark flavours is 6, «; is expected to fall with the
increase of Q2.

At sufficiently low Q?, the effective coupling will become large. It is cus-
tomary to denote the Q? scale at which this happens by AQQCD. The strong
coupling a5(Q?) can be written as:

127

a %) =
s(Q7) (33 —2f) n(Q%*/A} ¢ p)

(1.14)

For 6 quark flavours Agcp is approximately equal to 300-500 MeV .

At large energy scales (equivalent to large Q%) where the distance between the
partons are small owing to the uncertainty principle, a; becomes small and the
partons can move " freely” inside the proton. This property is called asymp-
totic freedom. Similarly, at small Q?, ie. large distances, the coupling
between the partons increases and results in confinement, where quarks
and gluons are bound in hadronic states.
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Factorisation

Applications of QCD as discussed up to now, are limited to the short-distance
region (perturbative QCD or pQCD'"). Due to higher order corrections at long
range (infrared divergences, i.e. radiation of soft gluons off partons, for
example) it is impossible to calculate DIS cross section. The factorisation
theorem factorises the cross section into a ”short distance” component (i.e.
elastic electron-parton scattering), which is calculable within pQCD, and a
non-perturbative "long distance” component (parton distributions), which
has to be determined experimentally. As a result, the inclusive lepton-proton
DIS cross section is calculable in pQCD with empirically parameterised parton
densities (at a given reference scale) inside the proton. The parton densities
are called parton distribution functions (PDF).

Although the parton distribution functions cannot be calculated, their Q?
dependence is calculable in pQCD as described by the DGLAP (Dokshitzer-
Gribov-Lipatov-Alterelli-Parisi) evolution equations [23]:

89(8:1;;, t) _ 042(;) '/m] %[q(y,t)qu <§> + 9y, )Py, <g>] (1.16)

Here, t = ln(QQ/AQQCD), P;; are the so-called splitting functions. Pj; describe
the probability of parton 7 with momentum fraction y to produce a parton 4
with momentum fraction z, when the Q? scale changes from Q? to Q? + dQ?.
Figure 1.4 shows four Feynman diagrams for each of these elementary pro-
cesses.

q(y—x)
D.(x/y) D(x/y) R(x/y) R(x/y)

Figure 1.4: Feynman diagrams for each of the four splitting functions P;;
and the corresponding elementary processes: (a)-(b) gluon emission by a
quark, (c¢) quark-antiquark creation, (d) gluon emission by a gluon.

"Perturbative QCD is the study of the theory of QCD in energy regimes where the
strong coupling constant « is small, allowing perturbation theory to be applied.
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The electron-proton scattering process can be viewed as an interaction where
the electron acts as a source of virtual photons, i.e. v*p — X. The ex-
changed virtual photon (¢? # 0) can be either transversely or longitudinally
polarised. In the QPM model, due to conservation of the helicity and angu-
lar momentum, the interaction of an electron and a longitudinally polarised
virtual photon is not possible. In QCD, due to additional particles at the
hadronic vertex (the quark can radiate a gluon or a gluon can split into a
quark-antiquark pair, as shown in Figure 1.4), there is no longer difficulty to
conserve the helicity and angular momentum with a longitudinally polarised
virtual photon. The Callan-Gross relation (1.10) is no longer valid and the
difference of the two structure functions Fh(z) and Fj(z) is connected to a
non-zero longitudinal structure function F7,:

Fr(z) = Fy(x) — 2z Fy () (1.17)

In QPM, the longitudinal structure function Fy, = 0.

1.1.5 Theoretical Aspects of Electroweak Interactions

First attempts to understand weak interactions started in 1933 when Fermi
formulated the 4-fermion model to describe the neutron § decay:

n—-pt+e +7,
Fermi proposed a point interaction Lagrangian as follows:
GF . GF
V2 V2
where the first current is associated with the transition of n to p (hadronic cur-
rent), the second term corresponds to the (e7) pair (leptonic current). These

currents are coupled with the coupling constant G (”Fermi constant”) which
is equal to 1.16 - 1075 GeV'2 [24].

Lr = —=Ju(np)J*(ev) [ () v (n)] [ (e)y" 4 ()] (1.18)

However, the violation of parity (non-invariance of interactions under space
coordinate inversion, or mirror reflection) which nowadays is a well known
property of the weak interactions, was clearly not built into Fermi’s vector-
vector theory. An example of a quantity illustrating parity violation (changing
sign under space coordinate inversion) is helicity. Helicity is a projection of
particle’s spin along its direction of motion, as shown in Figure 1.5.

The violation of parity was initially proposed by T.D. Lee and C.N. Yang
(1956) [26] in K meson decay (then known as the # — 7 puzzle). One year
later parity violation was established in nuclear 8 decay (Wu [27]).
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S S
> P > P

Figure 1.5: Schematic presentation of different helicity states. Helicity is
the projection of the particle spin to the direction of motion: h = §-p/|s- pl.
For spin % particles helicity can either be positive (—l-g) - the particle is then
"right-handed” (right), or negative (—g} - the particle is then "left-handed”
(1eft).

A generalisation of the Fermi’s vector theory to include parity violation was
independently proposed in 1958 by Feynman and Gell-Mann [28] and Sudar-
shan and Marshak [29]. They suggested a (V — A) Lagrangian for weak inter-
actions. The notation (V' — A) means that both vector and axial vector parts
are contained in the weak current .J,. The purely left-handed nature of the
neutrino, violating parity in a maximal way, is introduced by the %(1 —75) Op-
erator. Thus the expression for the hadronic weak current at the quark level is

do + ... (1.19)

Here, the factor v, yields a vector coupling whereas 7,75 gives the axial vec-
tor, u is the Dirac spinor of the u quark, and d¢ is the Cabibbo-rotated quark
field with charge —1/3 introduced by Cabibbo [30] in 1963: When the quarks
are grouped into families (according to their charges and masses), the quark
transitions in the weak decays (e.g. d — wu in neutron 8 decay) are occurring
not only within a family, but (to lesser degree) from one family to another.
The weak force thus couples not to the quark pairs but rather to linear combi-
nations of the physical quarks, written as the sine and cosine of the so-called
Cabibbo angle 6¢:

do = dcosOc + ssinfc (1.20)

The two component quark spinor with incorporated Cabibbo structure of the
charged currents usually is denoted as:

q =
dc) |
The symbol L indicates that only the left-handed parts of the wave functions
enter into the weak transitions.
All three generations of quarks known today can be expressed via the 3 x 3

Cabibbo-Kobayashi-Maskawa matriz [16] which is an extension of the original
Cabibbo matrix, formulated by Kobayashi and Maskawa in 1973:

10
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d Uu d Uu s Uu b d
s = Ucd ch Ucb S (121)
b U U Up

The probability for a transition of a quark ¢ to a quark ¢’ is proportional to
the square of the magnitude of the matrix element Uy |%.

The combined Feynman, Gell-Mann and Cabibbo theories showed a good de-
scription of the experimentally measured charged-current interactions within
first-order perturbation theory. However, at energies of order 1/v/Gp (cor-
responding to &= 300 GeV') violation of the unitarity, i.e. conservation of
probability, is encountered.

Unitarity was saved (in lowest order) by introducing a new field quantum, the
intermediate vector boson W. In contrast to the electromagnetic field quan-
tum (photon), W has to be charged as the weak currents involve a change of
charge (by one unit) and also has to be massive (according to the Yukawa-
Wick argument [33] that the range of a force is inversely proportional to the
mass of the exchanged field quantum). In the approximation of Q? < My,
(here Myy is the mass of the W), the coupling strength G is proportional to
the weak couplings constant g:

2
Gr_ 9 (1.22)

V2 o 8ME,
However, even with W exchange it can be shown that unitarity in weak
interactions is not saved at higher orders: The theory turned out as non-
renormalisable (due to the non-vanishing mass of W).

Developing the theory of weak interactions, in 1958 Bludman [34] suggested
the existence of neutral weak interactions with a chargeless mediator, nowa-
days known as the Z boson. The first experimental evidence of the neutral
weak interactions was revealed in 1973 at CERN [35].

The properties of the Z boson are described in the framework of electroweak
interaction, established by Glashow in 1961, Weinberg in 1967 and Salam
in 1968 (GWS model) where the electromagnetic and weak interactions are
understood as two aspects of the same interaction. The theory incorporates
a new quantum number, weak isospin I, in analogy to isospin of the strong
interactions. As discussed above, each family of quarks (and leptons) form
so-called weak doublets of left-handed fermions which can transform into each
other by the exchange of a W. The electric charge ey of the fermions in the
same family differs by one unit. Being a doublet, the weak isospin is [ = 1/2
and the third component is I3 = £1/2. The right-handed fermions do not
couple to the W and are described as singles with I = I3 = (. The whole list
of weak multiplets of fermions is given in Table 1.1.

11



12 Theoretical Overview

leptons
1
(), welh ot w1
€/ \F/5 \T/1 - 2 )
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UR, CR, tr ef = +2/3 I1=0 I3=0
dR, SR, bR e'f:*1/3 I1=0 I’;ZO

Table 1.1: Weak multiplets of leptons and quarks. e; is the electric charge,
I is the weak isospin, and I3 its third component.

Conservation of I in weak reactions requires three states of I3 (—1,0,+1), i.e.
three bosons. These states could be assigned to W, W~ and a third neutral
field quantum WY, also with a purely left-handed coupling. In addition, one
could postulate a state B°, a singlet of the weak isospin I = I3 = 0. Its
coupling strength (¢') to the weak neutral current does not have to be equal
of the one for W* and W9 (g). The new fields B® and W° were assumed to
carry mass.

Electroweak unification was suggested by Glashow, introducing the weak ana-
log to hypercharge? Yy, using the Gell-Mann-Nishijima formula [14]:

1

Here, the electric charge ey is in units of e. The lepton doublets in this case
have Yy = —1 while quark doublets have Yy = +1/3.

The basic idea of the electroweak unification is to describe the neutral cur-
rent mediators (photon and a hypothetical Z) as linear combinations of B°
and WY such that one state, the photon, remains massless. This mixing is
expressed as a rotation through the weak mixing angle, or Weinberg angle?,
le

*Hypercharge Y = B + S where B is the baryon number and S is the strangeness.
3There is no theoretical prediction for fyw. Therefore its value has to be determined
experimentally. The present best estimate of sin” fy in the MS scheme is 0.2312 [24].

12
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Iy) = sin @y |W°) + cos Oy | B) (1.24)
|Z) = cos Oy |W") — sin Oy | B) (1.25)

The relation between the Weinberg angle 0y, and the weak couplings g, ¢':

/

tan Oy = 2. (1.26)

9
Unification is explicitly expressed by relating the weak coupling g with the
electric charge e:

gsinfy =e (1.27)

The combination of a new Abelian group U(1) associated with ”weak hyper-
charge” and the SU(2) group associated with ”weak isospin” resulted into the
SU(2)xU(1) group of electroweak interactions. Thus the unification of the
weak and electromagnetic forces was established. However, the masses of the
weak bosons W+ and Z still have to be accommodated within the theory.

The W boson couples to left-handed leptons and quarks with equal strength,
irrespective of their charge. In the coupling of Z the electric charges play a
role as well. The coupling strength of Z to a fermion f is given by

e

C(f) = mc(f)a (1.28)

c(f) =I5 — epsin® Oy (1.29)

Apart from the neutrino, the neutral current couplings, in contrast to the
charged currents (see equation 1.19) are not pure V-A type, e.g.:

Jneutr (h) = sy (en (1 — v5) + cr(l+75))u + ... (1.30)

Here, the coefficients c¢;, and cp are the left handed and right handed chiral
couplings corresponding to ¢(f) in equation 1.29.

The masses of the mediator bosons W* and Z are acquired via the Higgs
mechanism. As has been shown by Peter Higgs in 1964 [36], it is possible
to generate masses for bosons (and fermions) without destroying gauge in-
variance (i.e. the renormalisability of the theory) by introducing a complex
scalar field, called the Higgs field. The main assumption of this mechanism is
a non-zero vacuum expectation value v for the Higgs field ¢. With a non-zero
vacuum expectation value it is possible to generate screening currents to give
mass to the weak gauge bosons.

13
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The masses of the weak bosons W™ and Z are related to the vacuum
expectation value v and couplings ¢ and ¢’ via:

cos Oy = —— (1.31)

The experimentally determined masses of the W* and Z bosons are [24]:

Myy+ = 80.425 £ 0.038 GeV Mz = 91.188 £ 0.002 GeV

The vector and axial vector terms (v, and 7,7s) in 1.30 lead to the defini-
tions of vector and axial vector charges (constants) vy and ay for fermions
(Table 1.2). The relations of vy and af to ¢, and cg are given by:

v = 2(cp(i) + cr(i))
ar =2(cr(i) — cr(i))

Ve, Vyy Vr e, [, T U, C,t d,s,b
er 0 -1 +2/3 -1/3
cr, 1/2 —1/2 +sin? 0y | 1/2 —2/3sin? Oy | —1/2 + 1/3sin” Oy
CR 0 sin? Oy —2/3sin® Oy 1/3sin? Oy
vy 1 —1+4sin?0y | 1—8/3sin? Oy —1+4/3sin? Oy
ay 1 -1 1 -1

Table 1.2: Coupling constants of leptons and quarks to the Z boson. ey is
the electric charge of the fermion (is in units of e).

14
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1.2 Neutral and Charged Current Cross Sections

1.2.1 Unpolarised Lepton-Proton DIS Cross Sections

Including the weak neutral current (Z exchange), the neutral current differ-
ential cross section for unpolarised interacting particles is given as [14]:

(]QO'NC 2w+
= P 1.32
dzdQ? Q4 NC¢ (1.32)
with the reduced NC cross section term

VUL =V FE Y aFf — g2 FF (1.33)

Here, Y3 = 14 (1 —y)? is the helicity factor (see equation 1.12), FQi, ﬁ'qi and
the ﬁ’i are generalised structure functions. f?‘i is the longitudinal structure
fun(‘tlon with a contribution to the cross section propor‘rlonal to y2, therefore
only important in the very high y region (1n addition, F, is small in the large
Q? range considered in this thesis). The F term will not be discussed further
in this thesis.

Fi and F§ can be expressed in terms of five structure functions describing
the contributions from pure photon exchange, vZ interference and pure Z
exchange:

2
2 2
St kw Q 7 2 2 kw Q Z
F2 = FQ — <Q2 )1‘7"y (’l)e + (Ie) (m) F2 (134)

2
2
2Bt — g [ WG )7 F2 W@ N pz (135
24 3 <Q2 xr :F a /UF’ Q2+M% T 3 ( )

Here, the pure photon exchange is described by F5, pure Z exchange by F27
and zF{, and 77 interference by F) 7 and TFy . ve 18 the weak vector and
ae the weak axial-vector coupling of the electron to the Z (see equation 1.29)
and are given in Table 1.2. The Weinberg angle 6y (see equation 1.27) enters
the quantity sy in the following way:

1
4 sin? Oy cos? Oy

Rw =

In the Quark Parton Model (see section 1.1.3) the structure functions are
expressed via quark and anti-quark densities:

15
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Z 17 —
[Fo, F37 Ff1 =2 lel, 2eqv4,v; + all{q(#, Q%) +7q(z,Q%)}  (1.36)
q
Z _
Py wF] =2 [erag, 2vga,{q(z, Q%) —q(x,Q%)}  (1.37)
q

The sums run over all quark flavors ¢. Due to the limited kinematic range at
HERA the sum runs over five quark flavors, i.e. the center of mass energy /s
is not sufficient to produce a top quark.

The Charged Current cross section can be presented in a form similar to
the one of NC reactions [14]:

+
Pood _ Gh (L Miy \get (1.38)
dzdQ?  2mx \ Q% + MEV lete; .

. . i ~
with the reduced CC cross section term @gé), also often denoted as g¢¢:

OO =00 = VW +2 W FY oWy (1.39)

Here, G is the Fermi constant which is related to the weak coupling g and
electromagnetic coupling e (see eq 1.27):

2 6’2

g
= = 1.40
4V2M2,  4V/2sin? Oy MY, (1.40)

Gr

W;, WLi and qu are structure functions analogous to the Neutral Current
case (see eq. 1.33). Since the Charged Current interactions are purely weak
processes, WQi, WLi and ng do not contain electromagnetic and interference
terms. The generalised CC structure functions for unpolarised interacting
particles can be expressed [37] as:

. 1
Wyt = EWSE (1.41)

. 1
Wik = ;5.7;W3i (1.42)

In the Quark Parton Model W and W (WLi = 0) are sensitive to differ-
ences of quark and anti-quark distributions and are given by:

et Wy =2(d+s+u+e), W =2(d+s—[u
e W, =2z(u+c+d+3), aWy; =2z(ut+c—[d

16
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The b and t quarks do not contribute to W; and xW;E because of two reasons:
First, the ¢ quark is too massive to be produced in the HERA kinematic range,
secondly, the probability of the u — b transition according to the Cabibbo-
Kobayashi-Maskawa matrix is very small (U,, see equation 1.21).
According to 1.43, the structure function term Go¢ is related to the quark
densities via

et : 66+p:xﬂ+5+ 1 —y)’zld+s
ce [@+7¢] + ( )[_ ] (1.44)
e 1 God =zlu+d+(1—y)z[d+73

Electro-weak Unification

Unpolarised neutral and charged current cross sections measured with the
H1 detector at HERA T as function of Q? are shown in Figure 1.6. As seen
in the picture, NC and CC cross sections become about equal in magnitude
at Q? 2 10* GeV2. This follows from the propagator term (1/Q?)? for NC
and (1/Q* + M{,)? for CC interactions introducing a Q* dependence which
is different for NC and CC until Q? < ME(W).

This so-called electro-weak unification region is predicted by the electroweak
sector of Standard Model as was described in section 1.1.5 (see also equa-
tion 1.40).

etp and e p Charged Current Cross Sections

The differences between ep and e p charged current cross sections (see Fig-
ure 1.6) arise due to the following factors:

- the proton is composed of two u and one d valence quark, e™ probes
the d quark while e~ probes the u quark (see eq. 1.43, 1.44). Since the
coupling strength of the W is the same for all fermions, this implies a
factor of two in the electron-quark charged current interactions;

- conservation of angular momentum implies a (1 — cos #)? dependence
of the scattered ¥ for eTp interactions in the center of mass (CM)
frame (backscattering is not allowed). The distribution of the angular
momentum is flat for v in e~ p reactions (see Figure 1.7). Conservation
of angular momentum brings another factor of three difference in the
etp and e p cross sections;

- at high four momentum transfer squared Q2, the d quark distribu-
tion as function of z falls off faster at large z than the one of the
u quark [18].

17
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Neutral and Charged Current
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Figure 1.6: Cross sections of unpolarised neutral (circles) and charged cur-
rent (boxes) deep inelastic scattering processes as function of Q?, measured
with the HI1 detector. The e*p collisions are shown as full symbols, e p as
open symbols. The results are compared to the Standard Model expectations
using a NLO QCD fit (band). From [18].

Figure 1.7: Illustration of the angular dependence in charged current reac-
tions (in the CM frame, assuming the z direction along the e* motion and
0 being the scattering angle of the v): (left) the angular momentum compo-
nent J, is not conserved if the U is scattered backwards, i.e. the interaction
amplitude is proportional to (1 — cos®); (right) the interaction amplitude
does not depend on 6 because J, = 0.

18
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1.2.2 DIS Cross Sections with Polarised Leptons

After the upgrade of HERA in the year 2000 (details of the upgrade will
be discussed in chapter 2), HERA has the capability to longitudinally po-
larised the lepton beam. The polarisation of the lepton beam P, (electron or
positron) is defined as:

_ Nr— Ny,
© Nr+NL

Here, Ni (Nyp) is the number of right (left) handed leptons in the beam. In
an unpolarised beam, the number of left and right handed leptons is the same.
The charged current cross section of polarised leptons with unpolarised pro-
tons is predicted by the Standard Model to have a linear dependence on the
lepton polarisation P, (all variables as explained in eq. 1.38):

(1.45)

2 et 2 2 2
d "?702 —(1£P) GF( QMW 5 ) o (1.46)
dzd@) 2z \ Q% + My,

As seen in the equation above, the total CC cross section thus is equal to
zero for ”left-handed” (see Figure 1.5) positrons as well as for "right-handed”
electrons.

Unlike for charged currents, the cross section for neutral current reactions
is influenced by the longitudinal lepton polarisation only at high @?. This
dependence appears via the Z exchange and can be expressed in the following

way:
dQU?ViCIf 2o + +
e e

dzdQ? - Q4 (I)Ng + PG(I)N(I))pol (1.47)

+ +

erp . . . erp . . .
Here, (I)NCpol is similar to @,/ but involves polarised structure functions.
More detailed description can be found in [38].

1.2.3 Radiative Corrections

The cross sections presented in the last two sections are calculated at the
leading-order (LO or Born approximation, O(a?)). The main contribution
to higher order processes comes from additional photon lines, either inter-
nal (virtual) or external (real). The emission of the real photon can change
the ep centre-of-mass energy and thus the event kinematics is also changed.
Therefore the measured cross sections have to be corrected for higher order
radiative effects (typically of order few percents) denoted by the correction
term 6"¢ [39]:
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d*o B d*o 1
dzdQ? B dzdQ? 1 Born 1+ 67¢

(1.48)

More generally, the radiative corrections can be separated into two contri-
butions: The ones rising from the electromagnetic and those from the weak
processes:

1467 = (14 697P)(1 4 §vek) (1.49)

The calculation of the radiative corrections for the NC cross sections involves
a set of Feynman diagrams, each being a gauge invariant [39]. A detailed dis-
cussion about the radiative correction for the NC scattering is given in [39].
The separation of the QED - weak contributions for the CC radiative correc-
tions is described in [40] and will be shortly discussed in this section.

Radiative corrections for CC scattering

The four leading Feynman diagrams for radiative CC scattering (i.e. with
additional photons) are shown in Figure 1.8: The emission of a photon from
the incoming electron (a), from the incoming and outgoing quark (b, ¢) and
from the W (d). Similarly to the real corrections shown in Figure 1.8, the
virtual electroweak one-loop diagrams (corrections to the evW and q¢'W ver-
tices, self-energy corrections of the involved particles) also give rise to infrared
divergences. After combining real and virtual corrections, the infrared diver-
gences cancel each other and the resulting QED corrections on the CC cross
section can be expressed in the following way [40]:

d*o d’o 9 9
deQQ = d’I"dQ2 Born (1 + €] Jlep + elefJ,;nt + equua) (1.50)

Here, Jiep, Jint and Jg,, are the "leptonic”, ”interference” and ”quarkonic”
contributions, each being gauge invariant; e; and e are charges of the electron
and the incoming quark, respectively.

The terms J;;,; and Jg,, in the numerical programs for the calculation of
DIS cross sections are usually neglected (the results for the individual con-
tributions are available in [41], [42]). However, it is important to notice (for
the studies presented in section 5.2.2) that the leptonic contribution Jj., in-
volves terms containing the photon radiation of the incoming electron (Fig-
ure 1.8 (a)), as well as the terms involving the outgoing quark radiation
(Figure 1.8 (c)).

As mentioned above, the CC radiative corrections also contain purely weak
contributions. They arise mostly due to W self-energy terms. The influence
of the weak radiative corrections are small and are discussed in [43].
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Figure 1.8: Feynman diagrams for radiative charged current scattering with
the emission of the photon from the incoming electron (a), from the incoming
and outgoing quark (b,c), from W (d).

124

The photon radiation of the incoming electron is common for both, CC and
NC, and is usually called Initial State Radiation (ISR). The photon radiation
of the outgoing electron exists only in NC events and is called Final State
Radiation (FSR).

1.3 Background Processes to Charged Current

The typical signature of charged current events is missing transverse momen-
tum originating from the escaping neutrino. Therefore, the background to
charged current interactions are ep events with an apparent transverse mo-

particles. There are two reasons why a missing momentum can be measured
in transversely balanced events: Part of the event final state may escape
detection, or the measurement of the final state was inaccurate (resolution
effects).

The possible background processes to CC are photoproduction, neutral cur-
rent events, lepton pair and real W production. In the following these back-
ground classes are described®.

1.3.1 Photoproduction

Photoproduction (yp) is a processes where a quasi-real (i.e. almost on the
mass shell) photon, emitted by the electron, is interacting with the pro-
ton. The cross section of events with photon exchange depends on the four-
momentum transfer as 1/Q* (see 1.32). Therefore, photoproduction is the
dominant process as Q% — 0 (events with Q? > few GeV? are considered as
DIS NC events).

“The contribution of NC events to CC background and their rejection methods are
discussed in section 5.1.3.
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Two examples of photoproduction processes are presented in Figure 1.9. The
reaction on the left side of the Figure 1.9 usually is called the direct process
(the whole photon takes part in the hard subprocess with a parton from the
proton), while the reaction on the right side represents a resolved process
(the photon acts as a source of partons, one of which takes part in the hard
subprocess). The hadronic final state in the photoproduction process consists
of two (or more) jets.

e
€ e
. q
——
q —eq
p e p
U/ N\

Figure 1.9: Feynman diagrams for direct (left) and resolved (right) photo-
production processes.

The photoproduction events can ”obtain” a missing transverse momentum
in the detector (i.e. become background to CC) when some hadronic final
state particles (e.g. v’s) escape detection, and (or) by imperfect measurement
of the hadronic final state due to limited detector acceptance.
Photoproduction interactions are the main background to CC events (at low
Q? the rate of yp events is a few hundred times larger than the CC rate).

1.3.2 Lepton-Pair Production

The dominant process for lepton-pair production at HERA is ep — epl™l™
or ep — eXITl~ (the pair of leptons mainly originate from photon-photon
interactions, photons being radiated by the electron and the proton). If the
lepton pair in the final state is u ™y~ (Figure 1.10), the event may look like the
CC event because muons do not contribute much to the calorimetric energy.
If the lepton pair consist of electrons, they will be measured in the detector
and will usually not cause any missing transverse momentum. The typical
rate of the lepton-pair event production process is about 8 events per 1 pb—!
of luminosity (the CC event rate is about 40 events per 1 pb~!).
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e e
W : :
Figure 1.10: Feynman dia-
"y gram. of the lepton pair produc-
tion: ep — eptu X,
P

1.3.3 W Production

Another rare process is real W™ production. The W is produced inep — eW X
or ep — vWX reactions. When the boson decays leptonically, the event
final state may mimic a charged current raction due to the produced v. An
example diagram where the W™ decays into p~ v, is shown in Figure 1.11.
The real boson production process has a very small cross section at HERA [44]
(typically about one event is expected per 2 pb~! of luminosity).

e _ e
M
_____________ Figure 1.11: Feynman dia-
PW gram for real W* production:
W Vi ep — eWX.
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1.4 Monte Carlo (MC) event generators

Monte Carlo event generators are programs to simulate particle reactions in
the detector. MC’s are used in various physics analyses as a powerful tool
to estimate detector effects, which cannot be determined from the data. The
main reasons for simulating specific physics processes in this analysis are:

e the determination of the detector acceptance,
e the contribution of the background processes,
e the determination of the efficiency of selection cuts,

e the estimation of radiative effects.

All these points will be discussed in the further chapters.
The main steps to produce Monte Carlo simulated specific physics processes
are shortly described below.

Generation of the Specific Physics Processes

Event generators contain the Born level QCD matrix elements of hard pro-
cesses. The first step to produce MC simulated processes is the random
event generation initialised according to these matrix elements specific for
the physics process. The next step is simulation of parton showering and
hadronisation processes.

Parton Showering and Hadronisation

The creation of hadronic states from the initial partons involves two distinct
processes, parton showering and hadronisation. Higher order QCD radiation
is represented by leading logarithmic parton showers. In this stage the high
energy primary partons lose their energy radiating secondary partons which,
in turn, produce others and so on. These branchings of partons are done ac-
cording the splitting functions as described in section 1.1.4 (Figure 1.4). The
process stops when the energies of the partons become too small, i.e. below
~ 1 GeV. At such small energies the strong coupling, as, is too large and
the showering processes cannot be described anymore by perturbative QCD.
At this stage, the final state consists of many ”free” partons, i.e. quarks and
gluons. Then hadronisation takes place which employs empirical models to
describe the formation of the hadronic final state. Here, colored partons are
bound into colorless hadrons.

A schematic view of the e®p scattering process illustrating parton showering
and hadronisation is given in Figure 1.12.

There are several different algorithms to generate parton showering and hadro-
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Figure 1.12: Schematic illustration of the ep scattering process over pertur-
bative (hard scattering) and non-perturbative processes including the simu-
lation of particles and their reconstruction (reconstruction is described in
chapter 3).

nisation processes. Often used (in this analysis as well) are the Colour Dipole
Model (CDM) [46] for the parton showering and the Lund String Fragmen-
tation [47] for hadronisation. As a result of the generation a list of the final
state particles, characterised by their four-vectors, is created.

Generators used in the present analysis

Charged and neutral current events were generated with DJANGOH 1.2 [48].
The lepton-proton scattering in DJANGOH is based on LEPTO [49] includ-
ing leading order QED corrections with the HERACLES [50] program. The
parton showering is generated according to ARIADNE [51] using the Colour
Dipole Model. JETSET [52] is used to simulate the hadronisation process with
the Lund String Fragmentation model. The parametrisation of MRSH [53] is
used for the proton PDF and at the analysis level is corrected to the parametri-
sation of H1 PDF 2000 [18].

Photoproduction processes are generated with PYTHIA [54]. The leading
order parametrisation CTEQ [55] is used for the proton PDF and GRV [56]
for the photon PDF.

Lepton pair production processes were generated with GRAPE [57].

Real W¥ production mechanisms were generated with the EPVEC [44] pro-
gram.
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In this analysis 100 000 of generated charged current events were used, almost
1 million of NC events, ~ 3 million of photoproduction events and more than
400 000 of lepton-pair and W production events.

Detector Simulation

In this step, which is the same for all MC generators, the interactions of
the generated particles with the detector material are simulated. This is
done by propagating the generated final state particles using their four-vector
information and simulating random interactions with the different detector
components. The simulation of electromagnetic and hadronic showers in the
calorimeters is done with a fast parametrisation program HIFAST [58]. The
detector response is calculated from the simulated interactions, ionisations
and energy deposits.

In the H1 experiment a full detector simulation is created with the H1SIM [59]
software using the GEANT [60] program.

Particle Reconstruction

The simulated events are subjected to the same reconstruction and analysis
chain as the data. The relevant particle reconstruction methods for this anal-
ysis (same for data and MC) are described in chapter 3.

MC to Data Correction

After the simulation and reconstruction steps, some detector effects may not
be fully modelled in the MC events. Therefore, it is important at the analysis
level to ensure that the MC simulation correctly models the detector response
and describes the data in every analysis aspect. As will be described in detail
in chapters 4-6, in case of observed discrepancies, the simulation is corrected
to describe the data.
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Chapter 2

The H1 experiment at
HERA

The HERA (?Hadron Elektron Ring Anlage”) accelerator is the only machine
world-wide colliding electrons with protons. Two detectors to register ep col-
lisions were designed and built in the end of the eighties with the major task
is to study the structure of the proton. The kinematic range of HERA is more
than two orders of magnitude larger than the range accessible so far in fixed
target experiments (see Figure 2.1).

In this chapter a short description of the HERA accelerator and the H1 de-
tector is given. Emphasis is put on the H1 trigger system and the studies
performed to reduce the DIS event trigger rates using the second level neural
network trigger (L2NN).

2.1 HERA Accelerator

The HERA accelerator (Figure 2.2) is located at DESY (Deutsches Elektro-
nen Synchrotron), Hamburg. It has the circumference of 6.3 km and separate
storage rings for electrons and protons. Electrons are accelerated to 27.6 GeV'
and protons to 920 GeV (820 GeV before 1998). The energy of the electron
beam energy is limited by synchrotron radiation while the p beam is limited
in energy by the strength of the magnetic field of the superconducting dipole
magnets.

The collisions at the center-of-mass energy /s = 318 GeV (301 GeV before
1998) take place in two interaction regions surrounded by two large multipur-
pose detectors, H1 [61] and ZEUS [62]. In addition, there is one operational
fixed-target experiment, HERMES [63], where the electron beam is brought
into collision with polarised gas targets in order to study the spin structure
of the proton. The second fixed-target experiment, HERA-B [64], where the
proton beam was used to produce final states with b quarks, has been com-
pleted.
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Figure 2.1: Kinematic plane (z,Q?) of HERA and comparison with some
fized target experiments.

The accelerator rings can store up to 210 particle bunches for each of the
electron and proton beams (due to limitations of the injection system only
180 colliding bunches are stored routinely). Each bunch contains approxi-
mately 10'! particles and are separated by 96 ns time intervals. In addition
to the colliding bunches, there are usually about 10 bunches in each beam
without colliding partners (pilot bunches). Measuring reactions induced by
such electron or proton pilot bunches enables studying non-ep induced back-
ground (for example, beam-gas events originating from proton collisions with
the remaining gas nuclei in the beam).

HERA was successfully running from the year 1992 until the end of 2000
("HERA 17). After a long shutdown (lasting from the years 2001 and 2002),
the second, "THERA II”, period was started. Two major improvements have
been achieved during the shutdown. New focussing magnets were installed
inside the detectors, leading to significant increase of the instantaneous lumi-
nosity £, which is defined as:

o= JINeNy [ ! } (2.1)

- 2
dm 0.0y cm*s
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Figure 2.2: Schematic view of the HERA accelerator.

Here, f is the bunch crossing frequency, N, and N, are the number of elec-
trons and protons in each bunch, and o, and o0, are the Gaussian transverse
beam profiles in the x and y directions at the interaction point.
Any physical cross section is related with the number of observed events N
and the integrated luminosity L as:

T T
The integrated luminosity in the equation above is given as L = [ £ dt. The
integrated luminosity collected by H1 for the HERA T and HERA II periods
(until the end of 2005) versus time is shown in Figure 2.3. From the figure
one can see that the installation of the focussing system has improved the
instantaneous luminosity by about a factor of three.

The second improvement of HERA II is the possibility to longitudinally po-
larise the electron beam (for physics explanations and consequences of lon-
gitudinally polarised leptons to DIS reactions, see section 1.2.2). The longi-
tudinal electron beam polarisation is achieved installing spin rotators around
the interaction regions in the HERA ring.
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Figure 2.3: H1 integrated luminosity as function of time for HERA I and
HERA II periods, up to the end of the year 2005.

2.1.1 Longitudinal e Beam Polarisation at HERA 1II

The electrons at HERA become transversely polarised through the emission
of synchrotron radiation (the Sokolov-Ternov effect [65]): When electrons
move in closed orbits guided by the magnetic dipole fields of a storage ring,
they emit synchrotron radiation; a very small fraction of the emitted photons
will cause a spin-flip between "up” and "down” quantum states of the elec-
tron spin. Since the probabilities of the "up-to-down” and ”down-to-up” spin
states are different, the initially unpolarised electron beam becomes polarised
with time according to:

P(t) - Pma:l:(l - eit/T) (22)

Here, P, is a theoretical limit for the maximal polarisation and is ~ 0.93
(not taking into account possible depolarisation effects); 7 is the build-up
time. For a storage ring with radius R and electron energy E., 7 ~ R%/E>
which amounts to & 40 min at HERA.

To achieve longitudinal electron polarisation for the ep interactions the verti-
cal polarisation is rotated into longitudinal just before the interaction point
and, in order to maintain stable beam polarisation, it must be rotated back
to vertical immediately after. At HERA T1I, the chains of special magnets,
so-called spin rotators [66] were installed near the H1 and ZEUS detectors

30



The H1 experiment at HERA 31

Spin Rotator H1
(New)

TPOL
Upgraded |

LPOL
(Upgraded)
electrons

Spin Rotator
(New)

Figure 2.4: Schematic view of the HERA ring after the upgrade.

(the HERMES experiment already had such spin rotators during the HERA
I period. The schematic representation of the HERA ring after the upgrade
with installed spin rotators is shown in Figure 2.4.

The achievable degree of longitudinal electron polarisation is limited by many
factors which have to be taken into account building up and maintaining the
polarisation in the storage ring. For example, the so-called ”spin matched”
rotator optics is influenced by the magnet alignment and positioning preci-
sion, field errors and orbit corrections, number of beam position monitors,
etc. The technique used for optimising the polarisation in the HERA ring is
called harmonic closed orbit spin matching and is described in [67,68].

The typical degree of polarisation achieved at HERA 1I is &~ 40%, as shown
in Figure 2.5.

Polarisation Measurement

There are two techniques to measure the polarisation in electron scattering:
Moller scattering, ee — ee, and Compton scattering, vye — ~ye. The first
method is experimentally simple, but limited to beam currents I, < 5uA.
The second method is more complicated to implement but is fast and accu-
rate, and is therefore routinely used in experiments operating with high beam
currents.

Both longitudinal and transverse electron polarisation measurements at HERA
rely on the same physical principle: Spin dependent Compton scattering of
circularly polarised laser light (photons) off polarised beam electrons.
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Figure 2.5: Typical HERA I longitudinal and transverse polarisation as
function of time.

The cross section for the Compton scattering process, ye — -~ye, is a well
known QED process, expressed as [69, 70]:

d*c B
dEd¢

So(E) + S131(E) cos 2¢ + S3 [Py Soy (E) sin ¢ + P,z (E)] (2.3)

S1 and S3 are the linear and circular components of the photon beam polar-
isation', Py and Py are the transverse and longitudinal components of the
electron beam polarisation, 3; are calculable terms depending on the photon
energy. From the equation above one can see that

- a measurement of the polarisation can be performed by switching the
sign of S3 (maximising the circular polarisation S3 — +1 and thus
minimising the linear terms \/S? + S2 — 0). This results in an asym-
metry which is proportional to P,;

- if the polarisation of the laser beam is known, the longitudinal polar-
isation of the electrons can be determined from the azimuth photon
energy distribution; to determine the transverse polarisation, in ad-
dition to the energy distribution, the azimuthal distribution of the
photon has to be measured.

There are two polarimeters which independently measure the degree of trans-
verse and longitudinal polarisation at HERA: The Transverse Polarimeter
(TPOL [71]) and the Longitudinal Polarimeter (LPOL [72,73]). TPOL mea-
sures the spatial energy asymmetry (including the azimuthal information),
LPOL measures the energy asymmetry. As the spin rotator system does not
change the degree of lepton beam polarisation, the measurements of TPOL
and LPOL must be consistent in magnitude.

!Generally, to describe light polarisation the Stokes vector S is used. For the polarised
light S = /S? + S + S3, S3 here refers to the degree of circular polarisation.
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The Transverse Polarimeter

The transverse polarisation is determined by measuring the spatial vertical
"up-down” asymmetry of the energy distribution of single back scattered
Compton photons. The photons are produced in a 10W Ar laser and are
circularly polarised. The Compton photons are detected in a vertically seg-
mented calorimeter which measures their energies in the upper (E,;,) and
lower (Fqown) halves. The experimentally measured energy asymmetry Ay,
is equal to:
(Eup> - <Edown>

Aemp B (Eup> + <Edmun> (24)

The longitudinal component of the electron beam polarisation P, can be ob-
tained through the difference of the mean values of (A.,,) switching the laser
light between two circular polarisation states, L and R:

<Aemp>L - (Aemﬁ>R

AAcyp = 5

= AS3P, Arpo (E,) (2.5)

ATPOL(Efy) is the so-called analysing power which has to be checked through
calibration and formally is given by:

[ po1(p)R(p)dp
[ poo(p)R(p)dp (2.6)

Here, p = E,/E, mas is the ratio of the scattered photon energy to its max-
imum value and R(p) is the detector response function. The Compton cross
section is given by o.(p) = 0¢(p) £ 01(p) where the upper sigh corresponds to
the total spin 3/2 of the electron-photon configuration (initial spins of e and
7 are aligned), the lower sigh corresponds to the total spin 1/2 (initial spins
are anti-aligned).

The polarimeter is calibrated in parallel to the actual measurement using the

Compton edge in the energy spectrum?.

Arpor, =

The relative uncertainty of the polarisation measurements using TPOL was
determined to be 3.5% [74].

The Longitudinal Polarimeter

The measurement of the longitudinal electron polarisation is based on the
energy asymmetry of the backscattered photons. The photons are delivered
by the high intensity Nd:YAG laser (Figure 2.6). The energy weighted cross
sections of the backscattered photons are used to obtain P,. The energy
weighted asymmetry Ay, is given by:

2The ” Compton edge” is the maximum back-scattered photon energy and is given by
E, oz ~ 4yE.~*. Here, E, is the incident photon energy, y = [1 + 4E.E,/m?] and E.
is the incident electron energy.
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(E)r. —(E)r

m = AS3P, Arpor(E,) (2.7)
Here, (E);, and (E)g are the means of the measured photon energies belong-
ing to the different photon polarisation states, Appor, is the analysing power
of LPOL.

LPOL is designed to operate in two® modes: single-photon mode (number of
scattered photons per bunch n, ~ 0.001) and multi-photon mode (n., = 1000).
In the single photon mode the energy of each individual photon is analysed,
therefore, the high measurement accuracy can be achieved. The simulated
photon energy distribution with P, = 0.5 using HERA electron beam param-
eters is shown in Figure 2.7. The disadvantage of this method is low statistics
and high bremsstrahlung background which originates from collisions of the
electron beam with the residual gas in the beam pipe. Therefore the single
photon mode is used for the test and diagnosis purposes only.

In the multi-photon mode, the total energy of all deposited photons in the
calorimeter is measured. The advantage of this mode is small background as
there is enough statistics per single bunch to overcome the bremsstrahlung
background. The asymmetry is formed by the measured average photon en-
ergy sums Iy/5 and I35, correspond to the total spin 1/2 and 3/2 of the
electron-photon configurations (Figure 2.8). This mode is used as the stan-
dard LPOL operation.

The relative uncertainty of the polarisation measurements of LPOL for the
years 2003-04 was determined to be 1.6% [75].
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Figure 2.6: Layout of the longitudinal polarimeter (LPOL) at HERA.

3The possibility of an additional few-photon (n, ~ 1) mode which was never considered
in other experiments has been analysed for LPOL. The details of this study are given
in [69].
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Figure 2.7: Simulated backscattered Compton photon energy spectra collected
in the single photon mode [69] for different values of circular polaristion
(S3 = 0,41, —1). The bremsstrahlung background (the normalisation to the
Compton spectra is arbitrary but largely suppressed in scale) is also shown.
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Figure 2.8: Ezperimentally measured backscattered Compton photon energy
spectra collected in the multi-photon mode for S3 = +1 (corresponding to
the total spin 3/2 electron-photon configuration in the plot) and S3 = —1
(total spin 1/2). From [75].
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2.2 H1 Detector

The H1 detector [76] was designed and built as a general purpose detector to
study ep interactions at HERA. The design of the detector is similar to most
of the colliding experiment detectors with the exception of its longitudinal
asymmetry. The ”forward” part of the detector, defined as the direction of
the incident proton (positive z in the H1 coordinate system) and the ”back-
ward” part (negative z direction) are optimised for the detection of the proton
remnant and the scattered electron, respectively.

A schematic view of the detector is shown in Figure 2.9. Starting from the
interaction vertex, the H1 detector is composed of a central and a for-
ward tracking system followed by an electromagnetic and a hadronic
Liquid Argon (LAr) calorimeter covering most of the solid angle, and a
"warm” calorimeter constructed of scintillating fibers (Spaghetti Calorimeter,
SpaCal) covering the backward region. The LAr calorimeter is surrounded by
a superconducting cylindrical 6 m diameter coil @ which provides a uniform
magnetic field of 1.15 T. Finally, the entire detector is surrounded by the Iron
yoke made from iron plates which return the magnetic flux and house
streamer tubes for muon identification.

In order to enlarge the geometrical acceptance of particle reconstruction scat-
tered at small angles, several additional independent detectors have been con-
structed around the main H1 detector. In the forward direction there are: The
Very Forward Proton Spectrometer [77] (VFPS), the Forward Proton Spec-
trometer [78] (FPS), the Proton Remnant Tagger [79] (PRT) and the Forward
Neutron Calorimeter [80] (FNC). The energy measurements of the scattered
electrons in the backward direction are performed by two Electron Taggers
(ET6 and ET40) located at zprg = —5.4 m and zgr4g = —40 m *. A Photon
Detector (PD) is installed at (zpp = —101.8 m). PD measures Bethe-Heitler
processes, ep — epy, which in coincidence with ET40 is used to determine
the luminosity (for details see 2.2.3 section).

In the following, only those H1 detector components which are relevant for
the present charged current analysis will be described: The tracking system
for the measurement of the charged particles tracks (section 2.2.1), the Lig-
uid Argon Calorimeter for the hadronic shower energy measurement (section
2.2.2), the luminosity system (the luminosity directly enters the calculation
of any physics cross section, section 2.2.3), and the Time of Flight System for
the background rejection (section 2.2.4).

*During HERA T period there were three Electron Taggers (ETS8, ET33 and ET44
with locations zgrs = —8 m, zgrss = —33 m and zgras = —44 m, respectively). In
HERA II they have been replaced by the ET6 and ET40.
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2.2.1 Tracking System

The aim of the tracking system is to provide a precise measurement of mo-
mentum and angles of charged particles (accurate track reconstruction) and
to contribute a trigger signal. For these purposes the H1 tracking system
consists of various tracking devices based on the different detector technolo-
gies. The basic overview of the H1 tracking system together with its main
parameters is given in Table 2.1. The side view of the system is displayed in
Figure 2.10.
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Figure 2.10: The side view of the HI1 tracking system. For HERA II, C1Z
and part of the CIP chamber are replaced by CIP2k.

A short description of the central and silicon tracking devices is given below,
the Backward Track Detector (BTD) and Forward Track Detector (FTD)
were not used in the present analysis.

Central Track Detector (CTD)

The CTD is an ensemble of five subdetectors each for a different particle de-
tection purpose (see Figure 2.11). Two coaxial cylindrical jet chambers, CJC1
and CJC2, contain 30 and 60 drift cells each, with 56 sense wires in total and
provide precise particle angle and momentum measurement. The wire planes
are inclined with respect to the radial direction by about 30° which approxi-
mately corresponds to the Lorentz angle, i.e. the drift angle by which charged
particles are deflected in an electric field due to the effect of the magnetic field
from solenoid. As a result of the wire inclination, the ionisation produced by
the charged primary particles will drift perpendicular to the wire plane, thus
achieving a better track resolution.
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Central Track Detector: CTD

angular coverage

spatial resolution

CIP2k
(Central Inner Proportional Chamber)

CJC (Central Jet Chamber)

15° < 6 < 165°

o4 =5 mrad
o, =15 cm

CcOoPpP ory = 170 pm
(Central Outer Proportional Chamber)

COZ (Central Outer Z-Chamber) 0, =350 um
CST (Central Silicon Tracker) 30° < 6 < 150° ory = 14 pm

Forward Track Detector: FTD

angular coverage

spatial resolution

planar and radial drift chambers

5% < 0 < 25°

Ogy = 1 mm

FST (Forward Silicon Tracker)

8° < 0 < 16°

or =16 pm

Backward Track Detector: BTD

angular coverage

spatial resolution

BDC (Backward Drift Chamber)

153° < 6 < 177°

or <400 pm

BST (Backward Silicon Tracker)

162° < 6 < 176°

or =16 pm

Table 2.1: The overview of the tracking detectors composing the H1 tracking

system and their main parameters.

Figure 2.11:

The radial view
of the Central Track Detector.

The Central Inner Proportional Chamber [81], CIP2k, is a replacement of the
HERA I Central Inner z-chamber (CIZ) and part of the original CIP drift
chamber. CIP2k is a cylindrical multi-wire proportional chamber with a di-
ameter ~ 40 ¢m and consists of five radial layers. The chamber is positioned
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between the Central Silicon Tracker (CST, see below) and the central drift
chambers (Figure 2.11). The CIP2k allows fast (~ 2 us) z vertex position
determination and thus efficient background rejection.

The Central Outer z-chamber, COZ, is a thin drift chamber designed to im-
prove the track reconstruction in the r — z plane, i.e. provides a polar angle
measurement. The chamber contains 4 layers of sense wires with 16 and 24
rings around the beam axis.

COP is a Multi-wire Proportional Chamber used to provide a fast trigger tim-
ing signal of the vertex position. For this purpose the chamber has a higher
segmentation in the z direction with respect to the direction in ¢ (60 sectors
in the z direction and 8 in ¢).

Silicon Trackers (FST,CST,BST)

The Central Silicon Tracker [83] (CST) consists of two concentric cylindrical
silicon sensor layers with 12 and 20 modules at radii of 5.75 ¢m and 9.75 ¢m,
respectively. Each module contains six silicon sensors. Both CST layers have
35.6 cm active length in the z coordinate.

CST is the closest detector to the beam pipe. The spatial resolution of CST
is an order of magnitude better than the central tracker chambers (see Ta-
ble 2.1). Therefore it is used to complement and improve the CTD measure-
ment.

The Forward and Backward Silicon Trackers were not used in the present
analysis.

Resolution of Tracking Devices

The momentum resolution of the tracking devices decreases with increase of
the transverse momentum (o,, /pr ~ 0.003pr[GeV] [61]), therefore the low
momentum charged particles usually are measured with a high precision.

2.2.2 Calorimetry

The Liquid Argon Calorimeter (LAr) covers the central and forward part of
the H1 detector within the angular range of 4° < 6 < 154°. LAr is the main
detector component to measure the energy of electromagnetic and hadronic
showers. The Lead-Fiber Calorimeter (SpaCal) in the present analysis is only
used to complement the ToF system which sets veto conditions (described
in section 2.2.4). The other two H1 detector calorimeters - Plug calorimeter
(0.7° < 0 < 3.4°) and the Tail Catcher (instrumented in the Iron Yoke as a
part of the muon system) - are not relevant for charged current analysis and
will not be described.
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Liquid Argon Calorimeter (LAr)

The liquid argon technique was chosen for the main H1 detector calorimeter
due to good system stability, ease of calibration, homogeneity of response and
high granularity.

The LAr calorimeter is made of wheels, each being divided in two parts®,
inner electromagnetic (EM) and outer hadronic (HAD) stacks (Figure 2.12).
The structure of the wheels is the following: The Backward Barrel (BBE),
the Central Barrels (CB1, CB2, CB3), two Forward Barrels (FB1, FB2), the
Inner Forward (IF) and the Outer Forward (OF) modules. All wheels are
segmented into 8 equal octants.
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Figure 2.12: The Liquid Argon Calorimeter: (a) longitudinal and (b) radial
view.

In order to ensure a good spatial resolution, both electromagnetic and hadronic
parts of the LAr calorimeter are highly segmented, resulting in a total of
45000 read-out cells. Because electromagnetic showers are more compact
than hadronic ones, the EM section has a four-fold higher segmentation than
the HAD section.

LAr has a typical "sampling” calorimeter structure, i.e. EM and HAD stacks
are made of "passive” absorber material and an "active” sampling medium.
The EM part is made of 2.4 mm Pb absorber and 2.35 mm liquid argon as
active material. The HAD cells consist of 19 mm stainless steel and a double
gap of 2.4 mm liquid argon.

5All wheels except BBE have electromagnetic and hadronic parts. BBE has only an
electromagnetic part.

41



42 The H1 experiment at HERA

It is typical to describe the depth of the electromagnetic (hadronic) parti-
cle shower development in the absorber material by the radiation length X
(interaction length A)%. In order to handle full shower containment (~ 95%),
the longitudinal segmentation of the EM part is 20 — 30 Xy and 5 — 8 A for
the HAD section.

The calorimeter is non-compensating, i.e. electromagnetic and hadronic show-
ers have different energy responses (about 30% smaller for hadronic showers).
To obtain the proper hadronic energy measurement (essential for charged
current analyses) a special software technique [84] is used to correct for this
difference.

The energy resolution of the calorimeter has been determined in test mea-
surements and holds the values:

for electrons and photons [85]:  o¢p/F = 12%/+/ E[GeV],
for hadrons [86]:  opeq/F = 50%/+/ E[GeV].

It is important to notice that the relative energy resolution of calorimeters
improves with increasing energy E of the incident particle (as shown above,

or/E ~1/VE).

Noise suppression

All measurements relying on the L Ar calorimeter are strongly affected by noise
originating from the electronics for signal amplification [87,88]. In a simpli-
fied model (”white noise model”, see [87]) the electronic noise o, has a linear
dependence on the calorimeter cell capacity Cp: o, ~ Cp. As the electro-
magnetic calorimeter cells have higher capacities they suffer more from noise
than the hadronic ones. There is also a clear dependence on the calorimeter
region: In the high capacity (big cells) CB region the noise is higher than in
the low capacity (small cells) TF region for example.

The noise level in the LAr calorimeter is measured for each of the 65000
electronic channel during electronic calibration (due to a double transmission
system used in H1 there are more read-out channels than calorimeter cells,
for details see [61]). The noise varies between 15 and 30 MeV per channel,
depending on the calorimeter region. Cells with an energy deposit greater
than +2 o above the average noise level (estimated by random triggers) are
removed. On the reconstruction level noise is further suppressed as described
in [61] including corrections for the dead material’. On the analysis level,

) is typically an order of magnitude large than X for most materials. For example,
for Pb A = 193 g/cm? and X = 6.3 g/em?, for Fe A = 132 g/em? and Xo = 13.8 g/cm?.

"The correction parameters due to energy loss in dead material located in front of
the calorimeter (beam pipe, trackers and the inner cryostat wall) are derived from Monte
Carlo simulations.
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complementary noise suppression algorithms [89] and a calibration to the re-
constructed energies on the particle level are applied (described in chapter 4).

In the Monte Carlo events noise is added on top of the simulated energy
and the full noise suppression procedure is applied as in the real data.

Spaghetti Calorimeter (SpaCal)

The purpose of the SpaCal calorimeter is to detect electrons scattered at low
angles. In the present analysis the trigger elements provided by SpaCal are
used to set veto conditions (see section 2.2.4).

SpaCal is located in the backward region of the H1 detector (see Figure 2.10),
covering the region 153° < 6 < 174° (at HERA I1). Like LAr, SpaCal is a non-
compensating sampling calorimeter and has electromagnetic and hadronic
sections. The calorimeter is made of long thin fibers (the fiber association with
spaghetti gave the name to this type of calorimeter). The incident particle is
detected by the scintillation light emitted by the fibers. The detailed detector
description is given in [90,91].

2.2.3 Luminosity System

As mentioned in section 2.2.1, the luminosity system consists of two indepen-
dent calorimeters, the Photon detector (PD) and the Electron Tagger (ET40).
PD is situated at zpp = —101.8 m and measures the rate of bremsstrahlung
photons from the Bethe-Heitler process [92], ep — epy. ET40 is located at
zrT40 = —40 m and is used to detect scattered electrons which are deflected
by the magnetic field of the HERA focussing magnets. Besides the luminosity
measurement, ET is also used to study photoproduction processes (see section
1.3.1) with a limited acceptance of Q% < 0.01 GeV? and 0.4 < y < 0.85.

The luminosity is determined using both detectors simultaneously, measuring
the final state electron and photon produced in the Bethe-Heitler process,
ep — epy (the proton usually escapes undetected through the beam pipe).
The luminosity L is calculated from the total rate of bremsstrahlung events,
Riotal, corrected for the rate in the non colliding, i.e. pilot bunches, Ry (typ-
ically 10 out of 180 bunches) [61]:

_ Rtotal - (Itotal/IO)RO

Ovisible

L

Here, I;y1, and Iy are the electron beam currents in the colliding and pilot
bunches, and o5 18 the visible part of the ep — epy process cross section
(which is known theoretically with 0.5% precision).

Further details of the luminosity measurement are given in [93].
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2.2.4 Time of Flight System (ToF)

A very efficient way of rejecting the beam associated background is to use
the event time of flight. For this purpose the Time-of-Flight system (ToF)
is designed. ToF is composed out of several high time resolution scintillator
detectors connected to photomultipliers.

The ToF system [94] is a set of the following devices (see Figure 2.13):

FToF (z=~7.0m) Forward ToF installed within the forward muon
system,

PToF (z~5.3m) ToF installed behind the Plug calorimeter,

FIT (z =~ 2.7m) Forward Interaction Timing system mounted
behind the forward tracker,

SToF (z~ 2.4 m) installed just before the hadronic SpaCal section,
BToF (z=~ —3.3 m) Backward ToF mounted after SpaCal,

VETOWALL several small veto counters mounted close to
(z~ —(6.5+8.1) m)  the beam pipe.

Forward
myon system

Figure 2.13: Schematic view showing the various locations of the ToF' sub-
detectors. VETOWALL is outside of the visible range to the right side ("up-
stream” of the proton beam).

2.3 H1 Trigger System

The bunch crossing (BC) frequency at HERA is approximately 10 M Hz at
the H1 interaction point. Not every bunch collision yields a reaction leading
to secondary particles detectable in the H1 detector, therefore the raw data
rate usually reaches a few tens of kH 2. The rates of interesting physics events
(ep collisions) is orders of magnitude smaller - ranging from ~ 30 Hz for the
tagged photoproduction to the production of W’s where about one events is
expected in few days. The background is dominated by proton interactions
with residual gas nuclei (beam gas interactions) and cosmic events.
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The aim of the H1 Trigger System is a fast and efficient separation of real
physics events from the dominating background and a proper accommodation
of the ep collisions within a limited H1 bandwidth. For these purposes the
trigger system consists of four separate levels, each consecutively filtering
incoming data and making more and more complex decisions. The filtered
data from one level are sent to the next level until the manageable rate for
the H1 data acquisition system (= 40 Hz) is reached after the final level (see
Figure 2.14).
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Figure 2.14: The H1 Trigger System.
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2.3.1 The First Trigger Level (L1)

The decision to keep or reject an event at the first trigger level (L1) is based
on the information arriving from all subdetectors in the form of trigger ele-
ments. The trigger elements from the subdetectors are passed in dead time
free pipelines (the pipelines length varies between 27 and 35 BC’s deep de-
pending on the subdetector) to the Central Trigger Logic (CTL). The CTL
coordinates and synchronises the data stream from all subdetectors, combines
these trigger elements into so-called subtriggers and makes a decision to keep
event ("Llkeep”) if at least one subtrigger is set®. If the event was kept, the
pipelines are stopped and the "dead time” (time when the detector cannot
continue to take data) starts.

A description of relevant trigger elements for the charged current analysis
provided by the tracker system, LAr calorimeter and ToF system is given
below.

The Fast Tracking Trigger (FTT) [95,96] has been recently integrated into the
H1 trigger system (replacing the old DCr¢ trigger). FTT uses partial read-
out of the CJC1 and CJC2 chambers for flexible topological selectivity and
provides LL1, .2 and L3 trigger elements. FT'T was just in the commissioning
phase during this analysis data taking period and will not be discussed here.

Tracking System Trigger Elements

The tracking chambers provided trigger elements used in this analysis are
summarised in Table 2.2, details can be found in [97].

‘ name ‘ short description

CIP sig significance in the central part of the interaction vertex
determined from the tracks

CIP_TO a timing signal set if there is at least one central track in
coincidence with the interaction time
CIP_MUL | the multiplicity of the tracks

Table 2.2: List of tracking system trigger elements used in the present anal-
ysis for the charged current event triggering.

The trigger elements of the tracking system are also used to supplement veto
conditions, i.e. to reject non-ep background events. In the present analysis
the following veto conditions are used: CIP_.MUL>7 (more than 1000 tracks
in the event) and CIP_sig==0 (no central tracks found which could be used
to determine the event interaction vertex).

8Some subtriggers may have a prescale p which means that this trigger will be ignored
by CTL until it has been set p times.
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LAr Trigger Elements

The LAr calorimeter trigger [61] is the main trigger for all high Q? physics
analyses. The LAr energy measurement is built from the signals provided
by 45000 LAr cells (see section 2.2.2). Subset of these signals are added to
so-called trigger cells (TC) and added further to trigger towers (TT) with a
projective geometry. T'Ts are used to build even coarser granularity big towers
(BT) (the distribution of § of BTs is shown in Figure 2.12), each of them split
in an electromagnetic (EM) and a hadronic (HAD) part. The signals from the
BTs (which are still analog) are digitized with fast ADCs (FADC, fast analog
to digital converter) and fed into digital summing electronics which are finally
discriminated using programmable threshold functions. The derived trigger
elements (TE) are sent to CTL. For details refer to [98].

The LAr trigger elements used in the charged current analysis are summarised
in Table 2.3.

name ‘ short description

LAr_Etmiss the transverse momentum in the calorimeter, defined as:
\/(21 Pei)? 4+ (32 Pya)?

where the sum runs over the ¢+ BT’s and the momenta is
calculated from the energies and angles in the BT 4:

P, ; = E;sinf; cos ¢;

Py,i = E, sin 97 sin (}57

LAr_IF the energy sum of the BT’s belonging to the IF region
LAr_electron_1 | set if the TT energy is above a certain threshold in the
electromagnetic part (~ 6 GeV)

LAr_TO an "OR” of the T'T timing signals Ty determined by a

constant fraction discriminator technique

Table 2.3: List of trigger elements provided by LAr calorimeter trigger and
used in the present analysis for the charged current event triggering.

ToF Trigger Elements (Veto conditions)

The trigger elements or veto conditions provided by the ToF system are ap-
plied to most of the subtriggers. All ToF subsystems provide their trigger
elements in three time windows around the interaction time ~ [—4; +16 ns]:

BG background window (set by particles arriving earlier than particles
from the interaction point),

IA  interaction window (set by particles from the interaction point),

GL global window (set by particles arriving later than the particles
from the interaction point).
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The veto conditions are combinations of signals from the ToF subsystem and
from the trigger time window. For example, the signal provided by the For-
ward Interaction Timing system in the interaction window would be FIT_TA.

In addition, there are veto conditions set by the ToF system together with
some other subdetector. The additional condition used in this analysis is:

SPCLh_AToF_E_1 set when the total SpaCal hadronic "out of time”
energy (AToF) is greater then 0.6 GeV .

2.3.2 The Second Trigger Level (L2)

Two trigger systems, the Neural Network Trigger (L2NN) [99] and the Topo-
logical Trigger (L2TT, [100]) form the second trigger level. At level 2, the
full L1 information from all subdetectors is available. Since the time within
which the L2 decision has to be taken is 20 us, there is enough time to exploit
the correlations between the various subdetectors.

The L2NN system consists of 13 independent neural networks, each of them
with the possibility to have up to 64 input neurons, 64 hidden and 1 output
neuron. Each network is trained to recognise a specific physics channel mak-
ing use of its specific patterns in the detector.

The short introduction to neural networks and technical details of the L2NN
trigger system are given in section 2.4. Examples of the network training
procedure applied to the main inclusive DIS subtriggers in order to tighten
the conditions at HERA II are also described in section 2.4.

2.3.3 The Third Trigger Level (L3)

The third trigger level was not used during HERA 1 period neither at the
HERA II period up to the end of 2005. The Fast Tracking Trigger (FTT
level 3) has been only recently commissioned.

2.3.4 The Fourth/Fifth Trigger Levels (L4/5)

The L4/5 trigger level makes the event reconstruction from the complete
readout of the event information (the readout starts with "L2 keep”). Event
parameters (tracks, clusters, vertex, time of the interaction) are reconstructed
by the H1 software reconstruction algorithm (HIREC).

The events are classified into certain physics classes by so-called L4 filters [101]
(or rejected if they do not fit in any of the existing classes), and are written
to the Production Output Tapes, POT, (~ 100 kb per event). A subset of the
POT information is duplicated to the Data Summary Tapes (DST, ~ 10 kb
per event) which is usually sufficient for most of the data analyses.
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2.4 Neural Networks for DIS Inclusive Event Trig-
gering

The H1 Level 2 trigger provides an early opportunity for event ” pattern recog-
nition” based on information from all subdetectors. Since 1996, the L2NN
trigger has been successfully used to trigger various physics channels (mostly
exclusive channels, like heavy vector meson production, e.g. ep — epJ/1 or
Deeply Virtual Compton Scattering DVCS, ep — eyp) and to significantly
reduce the corresponding physics trigger rates. An example of the neural
network application for elastic photoproduction of .J/1) vector mesons can be
found in [102,103].

The performed studies have shown that L2NN can be successfully used to
trigger also the inclusive physics channels being used for the ongoing data
taking by the H1 experiment.

In this chapter an overview of the L2 neural networks (as introduced in sec-
tion 2.3.2) trained to recognise DIS inclusive interactions is presented. First,
a short introduction’ to neural networks (NN) is given. Then, the level 2
neural network trigger will be described. The applications of networks for in-
clusive events (charged and neutral current, multi-electrons, isolated leptons)
are presented in the last section.

2.4.1 Introduction to Neural Networks

A neural network (or more precisely Artificial Neural Network, ANN) consists
of elementary units called neurons (or nodes) in association with the nerve
cells of the human brain. Regardless of how complicated the real biological
neuron may be, a simplified abstraction can be simulated by a simple math-
ematical model (Figure 2.15 (a)): A neuron 7 receives a certain number of
inputs, each with a weight w;. The neuron 7 computes a non-linear function
f(a) from the weighted sum of its inputs:

yi = [ (Biziw; — b) (2.8)

Here, b is the neuron threshold value which is compared with the summed
result of the weighted inputs, i.e. the activation” of the node (b is sometimes
also called activation threshold). The function f is a threshold function, which
is usually taken as

1

fla) = Trea (2.9)

“The more detailed introduction to neural networks can be found in e.g [104].
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Using this basic building block, networks of neurons can be built up. There
are several possible architectures for neural networks. One of the most pop-
ular (also well suitable for pattern recognition problems) is the multilayer
feed-forward architecture. The neurons in the feed-forward networks are or-
ganised in layers, passing the information from an input layer to an output
layer of neurons.

The construction of the neural network is performed in the following way:
Each neuron in the layer receives the inputs from all neurons in the previous
layer and sends its output to all neurons of the next layer. A symbolic view of
such a net is shown in Figure 2.15 (b). The network shown has three layers:
One input, one hidden and one output layer. When neurons in the hidden
layer have received all inputs from the input layer, they perform the compu-
tation of the function f (equation 2.9) and provide their outputs y; to each
node of the output layer. The single neuron of the output layer computes the
final network output, a single number in the range [0, 1].

(a) (b)

Figure 2.15: Symbolic presentation of (a) the neural network elementary
unit - neuron; (b) the feed forward neural network with one hidden layer.
For explanation of symbols see text.

The geometrical interpretation of such a network is quite simple: If one imag-
ines the space formed by the network inputs ("trigger” space in this case),
then each neuron of the hidden layer defines a hyperplane in this space where
the normal vector of the hyperplane is given by the vector of weights w;. The
distance to the origin is given by the threshold b. Several such hyperplanes
divide the trigger space into two arbitrarily shaped regions: ”signal” and
"background”!?. The final output of the network (given by the single output
neuron) is the separating function in trigger space.

The idea of the network training is finding the optimal function for the best
two class-separation. For this purpose a set of example patterns is required
with associated target values for the output (717 for signal and 70" for back-

0Generally, there could be more than two classes required to distinguish the signal from
the background, but such problems will not be discussed here.
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ground in the simples case). The way of training by adopting to classified
examples is called supervised learning.

The difference between the correct answer v and the network output y can
be described by an error function F, given by:

1
B =% - yi)? (2.10)

The randomly initialised network weights can be adjusted in a minimisation
procedure using gradient descent of the error function

w—w — ea—E (2.11)
ow
Here, € is the step size (or learning rate) which describes the dynamics of the
changing of weights. Starting from the output layer, the derivative of error
function % is derived for each layer and propagated ”backwards” through
the network down to the input layer. This is the basic idea of the back prop-

agation algorithm [105].

In order to control the network performance, the usual procedure is to sepa-
rate the input data into three sets: training, selection and test''. After the
network is trained with the training sample, the independent selection set
allows to find an optimal network performance between several trainings with
different training parameters. The final independent test sample is necessary
to test the "true” performance of the selected network. In this way the net-
work response to unknown patterns is tested (generalisation).

As the standard evaluation of the neural network performance it is common to
discuss the signal efficiency versus background rejection (more explanations
are given in section 2.4.3).

A more detailed description of the network training procedure is given in [103].

2.4.2 H1 Level 2 Neural Network Trigger (L2NN)

Basic arguments of using neural networks in the H1 trigger system are:

e to exploit multidimensional correlations between various trigger quan-
tities from all subdetectors available at the second trigger level,

e the speed performance of the networks which use parallel hardware
architecture and thus provide a clear advantage for a limited trigger
decision time.

"'The typical splitting of the known set of example patterns into training, selection and
testing is 50%-25%-25%.
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There are three algorithms available in the L2NN: Feed Forward Networks
(FFN), Background encapsulators and Constructed Nets. FFNs are the net-
works with a three-layer structure (one input, output and one hidden layer)
and with a maximum of 64 nodes each. Background encapsulators are nets
which encapsulate the background events according to its specifics and are
used for unknown physics” to trigger. Constructed Nets are used for simple
applications such as topological correlations.

In the following, the term ”neural network” will refer to the FFN type net-
works.

L2 Trigger Hardware

L2NN is a set of 13 neural networks presently implemented on parallel com-
puters (CNAPS from Adaptive Solutions [106]). Each network has its own
data preprocessing module Data Distribution Board (DDB), which provides
suitably preprocessed input data to the CNAPS board and transfers the net-
work output to the Central Trigger Logic (CTL). The layout of the L2NN
hardware is shown in Figure 2.16.

Loading and Control

X11
Terminal

—

SBus Interface
CNAPS 0
CNAPS 1
CNAPS 2
CNAPS 3
CNAPS 4
CNAPS 5
CNAPS 6
CNAPS 7
CNAPS 8
CNAPS 9
CNAPS 10
CNAPS 11

>
m
=
>

1111311081811

SBus Interface
Monitoring

To Final Decider Data from Detector

Figure 2.16: Layout of the H1 Neural Network Trigger (L2NN) system. The
processors of each network (CNAPS) are associated with a preprocessing
module (DDB) which prepares the input quantities for the neural network.

52



The H1 experiment at HERA 53

Data Distribution Boards (DDB)

After special receiver cards collect the incoming trigger information from all
subdetectors, the information is distributed further via a 128 bit wide L2 bus
to the Data Distribution Boards (DDBs). Each DDB 7selects” the relevant
information from the L2 data stream and also performs basic preprocessing
operations such as bit summing, for example. The DDB can provide up to 64
8 bit inputs to the associated CNAPS board.

CNAPS boards

The array of CNAPS boards is located in a VME crate with 8 bit wide input
and output buses used for the data transfer. Each of the boards is equipped
with one CNAPS chip which defines the size of the processable FFN to a
64 x 64 x 1 (64 inputs, 64 nodes in hidden layer and single output node) ar-
chitecture!?. This type of net requires about 8 ps for the decision calculation.
A complete technical description of CNAPS can be found in [99, 108].

The strategy of network usage is the following: Each of the networks is trained
for a specific physics channel and is associated with one (or several) level 1 sub-
triggers which are found to be efficient for triggering the given physics channel
but whose trigger rates exceed the allowed bandwidth. The additional L2NN
condition is used to reduce the excess rate for the given subtrigger without
loosing too many physics events.

2.4.3 Training of Neural Networks and their Performance

In this thesis the focus is drawn to networks trained to reduce the rates of
two main DIS inclusive subtriggers, S67 and S77. Both subtriggers are based
on the calorimetric information and are used in the charged current analysis
(definitions of these subtriggers are given in section 5.1.3). The CC events
used for the training were selected similarly to the analysis described in chap-
ter 5. The main trigger element of S67 is LAr_electron_1 (see section 5.1.3)
This subtrigger is also very efficient for the triggering of other physics chan-
nels, such as charged current, rare processes with isolated electrons in the
final state, etc.

After the HERA upgrade and the increase of the instantaneous luminosity
(equation 2.1), the high rates of the subtriggers S67 and S77 became critical.
The rates of S67 and S77 as function of instantaneous luminosity over the
whole year 2005 are shown in Figure 2.17. As can be seen from these figures,

"2The network design is motivated according to the Kolmogorov [107] rule saying that
any multi layer FFN can be represented by the FFN with a single hidden layer.
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both subtriggers can reach rates of 10 Hz for certain beam conditions. In
these conditions a large part of the Hl bandwidth is consumed'? and other
physics triggers are prevented to run efficiently. The prescaling scenario can-
not be applied to these subtriggers as the selection of the deep inelastic e*p
reactions are the prime goal of the H1 physics output (in H1 jargon also
called "holy cow” triggers). The Level 2 neural networks appeared to be an
attractive solution of the problem.

877

s67 L1 raw rate (Hz)
s77 L1 raw rate (Hz)
»
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Figure 2.17: Rates of subtriggers 67 and 77 versus the instantaneous lumi-
nosity in the year 2005.

Combined Networks for Inclusive Physics Channels

To train the neural networks for rate reduction of the subtriggers S67 and
S77 (one network for each subtrigger) it is necessary to select "signal” and
”background” samples first. The signal samples should be composed of the
physics channels which are triggered by S67 and S77, respectively. The con-
cerned physics reactions are: charged current, neutral current, multi lepton
events'*, and events with isolated electrons in the final state'®.

In order to prepare training samples for the networks, one has to deal with
the problem of very small signal sample of the rare multi lepton and isolated
electron processes (approximately few hundred in total over the whole year
2005) which is barely sufficient to train networks with a complex input layer
as required for high efficiency. A good approximation which was chosen for
the given conditions was to offer the rare events more frequently in the net-
work training (i.e. high weights were applied to these events).

3The H1 bandwidth is limited by the front-end readout time, the L4 computing power
and the maximum data logging rate.

"Events with multi leptons (usually 2) in the final state originate mainly from photon-
photon interactions: Photons radiated from the incident electron and proton interact to
produce a pair of leptons, vy — I71™ (see section 1.3.2 or [109]).

'5Within the Standard Model isolated leptons in the final state and missing transverse
momentum are expected mainly due to W boson production with a subsequent leptonic
decay [110,111].
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As all physics channels rely on similar detector information (tracking and
calorimetric measurements), same inputs were chosen for the S67 and S77
networks:

energy in LAr calorimeter

eifq0-3 quadrants of the inner forward region

efbq0-3 quadrants of the forward region

ecbq0-3 quadrants of the central region

laret/larx/lary transverse energy, x and y components (see Table 2.3)

tracking system

fttmulta/fttmultc  number of tracks in different p; ranges (FTT)
cipeq0-3 number of tracks in CIP quadrants (central region)
cipbtot number of tracks in backward CIP region

Some examples of the input quantities for the combined signal and back-
ground events are shown in Figure 2.18.

The chosen network architecture with the given 22 input quantitiesis 22 x5 x 1,
where 5 corresponds the number of nodes in the hidden layer and 1 is the out-
put node.

The results of the S77 network training (with the four discussed physics
classes used as signal in the training) are presented in Figure 2.19 where
the output distributions of the training and test events are shown. The plots
on the left column correspond the training sample (upper for signal, bottom
for background), the plots on the right column correspond to results of the
independent testing sample. The result of the network, i.e. the plot of signal
efficiency versus background rejection (Figure 2.20) shows very good results
for both, training and testing samples (the network performance is slightly
worse for the testing events, as expected). From these output plots an optimal
cut (also called ”working point”) can be chosen, i.e. the value defining the
decision to keep or reject the event. The cut corresponds the value x in the
plots of Figure 2.19, i.e. only the events in the right side of this cut are kept.
Similarly, the cut corresponds the value y in the plot of Figure 2.20, i.e. the
event is kept if y > yeys-

The optimal working point of the network was chosen at 0.02 yielding an effi-
ciency of 99.89% and 75% background rejection. This means that 99.89% of
physics events are triggered by the S77 network and 75% of the background
events are rejected for the chosen threshold.

The trained combined networks for the subtrigger S67 and S77 rate reduction
are presently operated at the H1 second level triggers system.
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Figure 2.18: Input distributions of cipbtot, ffmulta, ecbql and eifql (for
meaning see text) of combined signal (charged current, neutral current, iso-
lated electron and multi lepton events) and background events. The signal
15 shown as a thin line, background events correspond bold line. The scale
used in for ecbql and eifql is 1 GeV ~ 5 ADC counts.
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Figure 2.19: Qutput of S77 neural network trained for combined DIS inclu-
siwwe event classes. The plots on the left column correspond to the training
sample, the right column represents the testing sample. The network output
is in the range of [0 — 1] where 1 (0) corresponds to the signal (background).
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Figure 2.20: Efficiency versus rejection graph of S77 neural network trained
for combined DIS inclusive event classes. The results of training and testing
are indicated in the plot. The optimal working point (corresponding values
are given in plot) is shown as a cross.
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Chapter 3

Reconstruction of Kinematic
Quantities

As mentioned in chapter 1.1, two of the three inclusive kinematic variables
are sufficient to describe inclusive DIS processes, e.g. = and Q2.

DIS kinematics can be determined from the scattered electron or the hadronic
final state (HF'S) observed in the detector. The HFS is formed by the hadrons
resulting from the e — ¢ interaction and the proton remnant. Unlike neutral
currents where the scattered electron information can be used, in the charged
current case kinematic variables can only be reconstructed from the hadronic
final state.

In the present analysis the neutral current events are used to calibrate the
hadronic energy measured in the LAr calorimeter (”hadronic calibration”)
and to determine the efficiencies of the CC selection requirements. Therefore,
the relevant NC event kinematic reconstruction methods are introduced here
as well.

The kinematic reconstruction methods are described in the following or-
der: First, the "electron” method where the kinematics are determined from
the scattered electron alone, second, the "hadron” method where only the
hadronic information is used, and finally, the ”¥” and ”double angle” meth-
ods where both, hadron and electron information is used.

All expressions below are given in the ultrarelativistic limit, i.e. the particle
masses are neglected.

Electron method

The event kinematics in this method is determined from the scattered electron
alone. This was traditionally the method used in the fixed target experiments,
e.g. R. Hofstadter [2], SLAC experiments [3,4], etc.:

99



60 Reconstruction of Kinematic Quantities

Q? = 4E,E, cos® % Yo =1— 2%6 (1 —cosb,) Te = o (3.1)
Here, E’e and 6, are the energy and polar angle of the scattered electron, s is
the electron-proton center-of-mass energy squared.

As can be seen from the formulae above, the variable g, at large angles . (the
electron is scattered backwards) depends mainly on the scattered electron en-
ergy E;, whereas Q2 depends mainly on the scattered electron angle 6,. This
leads to a high resolution in x at high y but the resolution rapidly decreases
towards low y (however, the Q? resolution is very good over the full kinematic
range).

Hadron method

Using the method which was introduced by Jacquet-Blondel [112], the kine-
matic variables can be determined from the hadronic final state particles:

1
- 2E,

Yn

2 2
Prop Q
E (Eh *pz,h) Q}% = 1_— Tp = S—h (3.2)
h Yn Yn

Here, Ej and p, j are the energy and longitudinal momentum components of
particle A in the hadronic final state, E, is the energy of the incoming elec-
tron. prj is the transverse momentum of the hadronic final state, defined as:

prh = \/< me,h,)Q + (Zpy,h,)Q (3.3)
h h

Pz,hn and py p, are momentum components of particle i in the transverse plane,
the sum is over all particles except the scattered electron.

As can be seen from the formula 3.2, the resolution in Q? (and consequently
in x) is severely affected by the term 1/(1 — y), i.e. the resolution of both
variables deteriorates in the high y region.

3>} method

Another method exploiting the information of the particles in the hadronic
final state and the scattered electron is the so-called ¥ method [113]. The
variable gy is expressed here as in the hadron method with the beam energy
obtained from the transverse momentum balance in the event:

P =pP = E,sinf, + Y _(Ejsin6)), (3.4)
h
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where the sum runs over all hadronic final state particles. The difference of
the energy and longitudinal momentum in an ideal detector should be equal
to 2E,, thus from energy and momentum conservation one obtains:

2Ee = E; — Pze + Z(Eh 7pz,h) = E;(l — CO8 98) + Z(Eh *pz,h) (35)
h h

Using the same expression for the variable y as in the "hadron” method, one
can deduce:

— Zh(Eh - pz,h)
me Zh(Eh - pz,h) + E;(l — COS 98) (36)

The quantity >, (E} — p,,n) sometimes is called ”%”. Then

P
= 7 3.7
= Y+ E,(1—cosb.) (37
The other kinematic quantities in this method are given by:
P2 E'24in20 2
. on = 22 (38)
I —ys 1 —ys sYs

Advantages of the ¥ method are the small sensitivity to particle losses in the
beam pipe and the small sensitivity to the initial state photon radiation, ISR
(as explained in section 1.2.3, the photon radiated of the electron leads to a
smaller center-of-mass energy squared s and, accordingly, to different event
kinematics).

Double Angle method (DA)

The DA method is a kinematic reconstruction method for neutral current
events. The variables are reconstructed only from the polar angle of the scat-
tered electron (6,) and the hadronic final state (v):

B sinf,(1 — cosyp) s A4EZsiny,(14 cosf,)
YDA Sin Y + sinfe — sin(6. + yp) DA sinvy, + sin 6, — sin(f, + 73
Q2
Tpy = 24 (3.9)
SYDA

The hadronic polar angle v, is given by:

B
tan Yh _ Z h — DPz,h
2 - DT,k
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62 Reconstruction of Kinematic Quantities

The polar angle of the scattered electron 6, is expressed as:

tan% — Le ~ Pze

3.10
2 PTe ( )

The transverse momentum using the double angle method (pr 4q) is then given

by:

2F,

_— 3.11
tan%—i—tan% ( )

PT.da =

Since the DA method is independent of the calorimetric energy measurement
and uses only 6, and vy, it can be used to calculate the expected LAr energies
("hadronic calibration”). For details see chapter 4.
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Chapter 4

Neutral Current Events for
the Charged Current
Analysis

In the low () region the charged current interactions are suppressed by the
propagator mass (~ [Mg3,/(Q% + M#,)]?, see equation 1.38). In contrast to
the purely weak CC reactions, the neutral current cross section exceeds the
CC cross section by more than two orders of magnitude due to the dominant
photon exchange (~ 1/Q*) at low Q?.

The scattered electron in NC interactions is identified very efficiently and
reconstructed with high precision (e.g. the electron cluster identification inef-
ficiency is below 0.5% in the central LAr calorimeter region [114]). Therefore,
the neutral current events provide the possibility to perform detailed detector
quality checks. NC events are used in the CC analysis for several purposes
which are listed below:

e to calibrate the hadronic energy,

e to determine the distribution of the ep interaction vertex which is used
to adjust the vertex distribution of the CC simulated events,

e to produce so-called pseudo charged current events which are used to
determine the efficiencies of the CC selection requirements.

The NC events used in this analysis were selected in [115] and correspond to
the same e*p period as considered in this thesis. One of the detector stability
checks which was performed with the selected NC events is illustrated in
Figure 4.1. The figure shows the number of NC events per 1 nb~! of luminosity
("event yield”) as function of time (or, more precisely, so-called run numbers,
see explanation in chapter 5.1). As seen from the Figure 4.1, the NC event
yield is constant throughout the whole e™p data taking period.
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Figure 4.1: Number of neutral current events per 1 nb~' (yield) as function
of the run number for the e™p data taken in the years 2003-04. The selection
of events is described in [115].

4.1 Hadronic Energy Calibration

As explained in section 2.2.2; the hadronic energy measurement in the LAr
calorimeter can be strongly affected by the noise originating from the pream-
plifier electronics. The noise suppression is particularly important for the
charged current analysis due to sensitivity of the variable y; to noise: In the
hadron method, y, is directly proportional to the difference of the energy
in the hadronic final state (HFS) and the longitudinal momentum (see equa-
tion 3.2). Therefore, even a small fraction of noise misidentified as true energy
can strongly effect the y;, distribution. The effect is especially pronounced at
low values of yp,, when hadrons are boosted into the forward direction.

The noise suppression (section 2.2.2) is applied to data and simulation. The
resulting y;, distributions are compared in Figure 4.2. Good agreement of the
suppressed noise measured with different H1 detector components is observed
between data and simulation. For the remaining difference of the suppressed
noise in Figure 4.2, a systematic uncertainty of 10% was assigned to the en-
ergy identified as noise in the LAr calorimeter.

The final hadronic energy measurement is performed using the energy flow
algorithm HADROOII [89]. The inputs to the HADROOII algorithm are
clusters and tracks. The clusters are formed from neighboring LAr calorime-
ter cells (see illustration in Figure 4.3) after the suppression of noise. Input
tracks must satisfy certain quality criteria (see [89]) and must not point to
isolated e or p candidates.
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Figure 4.2: Contributions to yy, after noise suppression from the LAr, SpaCal
and the tracking system are shown for data (points) and Monte Carlo (his-
tograms). The variable Ynoise corresponds to the fraction of noise which has
been removed. The sum of rest components is equal to 1.

Figure 4.3: An illustration of the track and cluster formation in a NC event
at the H1 detector. The right picture shows the radial view of the tracking
chambers, raw “hits”, i.e. recorded signals on sense chamber wires, and the
reconstructed charged particle tracks. On the left side also the LAr calorime-
ter and the corresponding enerqy deposits in the individual cells are shown.
Clusters are formed from the group of adjacent calorimeter cells containing
deposited energy.
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66 Neutral Current Events for the Charged Current Analysis

As a first step in the calibration procedure, a hadron finding algorithm as-
sociates clusters with tracks (so-called track-cluster "matching”): Each track
is extrapolated up to the surface of the calorimeter as a helix, and as a straight
line inside the calorimeter. The calorimetric energy Fyjinder is computed in
the volume of a 67.5° cone originating at the calorimeter inner surface and
the extrapolated track line intersection.

To achieve an optimal measurement for each particle in the hadronic final
state, HADROOII compares the resolution of the tracker and the calorimeter.
For this purpose the resolution of each track is compared with the expected
calorimeter resolution on the basis of the particle’s energy.

Low pr charged particles in most cases have a better track measurement as
the momentum resolution increases with decrease of the transverse momen-
tum (op, /pr ~ pr), while the relative energy resolution of the calorimeter
improves with increasing energy E of the incident particle (oz/E ~ 1/VE).
If the resolution of the tracker is better than the resolution of the calorimeter
and the observed calorimeter fluctuations are below 95 % C.L., the calorimet-
ric energy Feyjinder 18 fully suppressed to avoid double counting. In case larger
fluctuations are observed, they are considered as originating from neutral com-
ponents in the showers (or other tracks) and are not suppressed. Similarly, if
the resolution of the calorimetric energy is better than the resolution of the
tracker and the energies F.yindger and Fypqc, are comparable, the calorimeter
information is used to create a particle candidate.

The calibration of the hadronic energy is applied for the each jet! in the
hadronic final state. The method to calibrate jets is described in [116]. This
method uses DIS neutral current events and as a reference relies on the double
angle kinematic reconstruction method which, as explained in chapter 3, is
independent on the measured energies in the calorimeter.

The ratio of the hadronic transverse momentum and the double angle trans-

verse momentum is used in the calibration and is called pg?l

/ pPT.h
P = —= (4.1)
PT.da

pr.p is defined in equation 3.3. An example of the p?ﬁ"l distribution for NC
data and MC events (before calibration) is shown in Figure 4.4 (left).

Constants to correct the hadronic energy to the true level are determined
using NC events selected with one jet only and such that the pr 4, measure-
ment is well under control (for the full selection list refer to [89]).

The calibration constants are determined from a certain factor Fp,. This

'A jet is a collimated bunch of the hadronic final state particles.
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factor is obtained from a fit to the mean values of the pr"'l distributions as func-
tion of pr 44, separately in different 6 regions. Only jets with p‘%ft > 4 GeV
are calibrated with this method. The calibration of Monte Carlo events is
performed separately following the same procedure.

The distribution of pr”'l for one jet NC data and MC events after application
of the calibration is given in Figure 4.4 (right).

More details of the calibration procedure can be found in [89].

9000 9000
Data: mean = 0.855,5 = 0.132 Data: mean = 0.995,6 = 0.128
8000 8000
MC: mean =0.884,c = 0.134 MC: mean =0.996,c = 0.126
7000 Not calibrated 7000 ’ Calibrated
6000 ; 6000
7)) 1 jet events 7))
‘= 5000 ‘T 5000
g e Data g
> 4000 — MC > 4000
11} Ll
3000 3000
2000 2000
1000 1000
th ) PREIREIE. B Y R
h a h a

Figure 4.4: p%% = prp/praa distribution for one jet data (points) and MC

(line) events before (left) and after (right) the calibration. From [89].

To test the calibration procedure a large sample with different sets of se-
lection cuts (see [89]) of DIS neutral current events is used. Moreover, this
neutral current event sample is subdivided into one, two and three jet event
sub-samples in order to be independent from the events used in the calibra-
tion.

The agreement between neutral current data selected two jets and the corre-
sponding Monte Carlo sample after the calibration is shown in Figure 4.5.

The comparison of the balance in transverse momentum separately for the
data and the Monte Carlo simulation versus the electron transverse momen-
tum pr . and the hadronic angle v, is given in Figure 4.6. The agreement of
data and Monte Carlo in both distributions is well within 2%, taken as the

calibration uncertainty.

67



68 Neutral Current Events for the Charged Current Analysis

1.5 1.1,
14E- Uncalibrated e Data F Calibrated
13E- 2 jets - 0304 o MC ]
A A -
S Sk I T ARMRRCLRECLEELES
e o e Rl SN G
< < - B
o o [T
\" \Y -
0.95—
] o] APEPIP EPE PP IPEPIPE EPUPIN IR IR O
0 20 40 60 80 100 120 140 0O 20 40 60 80 100 120 140
Y, (degrees) Y, (degrees)
1.2_ 1.1
[ Uncalibrated - Calibrated
11 B
5 1.05-
A C A -
[ R e e e e el © N
UD-D— = ] UD-I— Sy
= 095 . = F e G ——
o o~ o n e b T T
o - ’—oﬁo—o——O——O— o N
Y, - O e oo ——— v L
» 0.95—
0.8_— -
0_7:....I....I....I....I....I....I....I....I....I.... 0_9-....I....I....I....I....I....I....I....I....I....
0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50
Pd2 (GeV) Pd2 (GeV)

Figure 4.5: Distributions ofp%ll for data and Monte Carlo events as function

of the hadronic polar angle ~y, (upper two plots) and pr 4, (bottom two plots)
before (left) and after (right) jet calibration. The dotted lines represent a
+2% uncertainty around unity.
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Figure 4.6: Distributions of the pr balance after calibration for data and
Monte Carlo simulation as function of the electron transverse momentum
pre (left), and the y balance (yn/yda) as function of the hadronic angle -y,
(right). The lines show a +2% variation of the simulation.
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4.2 Interaction Vertex Reweighting for Simulated
Events

For the correct CC event kinematic reconstruction it is important that sim-
ulated CC events describe the data in all aspects, including the z position
of the ep interaction vertex. The z position is important, since all kinematic
variables depend on angular information, using the vertex as the origin.

Different beam conditions, defined by the beam optics, cause variations of
the ep interaction vertex position (for detailed explanation see chapter 5).
The variation of the vertex position in the longitudinal (z) direction is in-
fluenced also by the length of the particle bunches. These variations result
in a Gaussian distribution of the interaction z position around the average
nominal interaction point.

For practical reasons all Monte Carlo events are simulated with the mean
position of (z) = 0 ¢m and a fixed Gaussian width for the z distribution
of the vertex, 0, = 13 ¢m. The simulated z distribution therefore must be
adjusted to the data. The NC events are used to determine the z vertex
shape, resulting in reweighting factors which are applied to the MC. An 11th
order polynomial is used to parametrise the reweighting function with param-
eters ;. The weight applied to MC is calculated as:

10 ;
Ziio 7:Z1l)tm (42)
B

The z vertex distributions of the NC data and NC Monte Carlo events before
and after the MC reweighting are shown in Figure 4.7. Details about the

Wyt =

vertex reweighting procedure can be found in [115].
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Figure 4.7: Distributions of the z vertex for NC data and NC Monte Carlo
events (a) before reweighting, (b) after the simulation is adjusted to the z
vertex distribution of the data.
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70 Neutral Current Events for the Charged Current Analysis

4.3 Pseudo Charged Current Events (PSCC)

For the present measurement it is essential to know the efficiencies of the
triggers used to trigger charged current events. In principle, a monitoring
sample of the data using independent triggers could provide a possibility to
determine the trigger efficiencies. Due to low statistics and absence of inde-
pendent monitoring subtriggers it is not possible to use this method for CC
events. The trigger simulation in the CC Monte Carlo events also cannot be
used as it is not fully reliable in this respect. Moreover, CC simulated events
have to be corrected for the efficiencies of the CC selection requirements.

In order to fulfill all these needs, NC data events are employed: If the in-
formation of the scattered electron in the detector is removed, the resulting
event topology becomes almost identical to the one of the charged current
(as explained in section 1.2.3, some difference expected concerning radiative
effects) [117]. Such events are called pseudo charged current (PSCC) events.

In the PSCC procedure? the scattered electron finding algorithm is applied
to each selected NC event. When the electron is found, all relevant detector
information, i.e. tracks and calorimetric energy, found inside the n — ¢ cone
(¢ is the azimuth angle and 7 is pseudorapidity®) with the radius R, 4 =29°
is removed from the event. The cone radius is defined as:

RU*d’ = \/Angracks + Ad)%racks'

In order to obtain correct kinematics, the full event reconstruction (HIREC,
see section 2.3.4) is applied to the modified NC (i.e. PSCC) events.

Finally, PSCC events are reweighted to the charged current cross section
so that the correct kinematic distributions expected for real CC events are
reproduced: Each PSCC event receives a weight w(z, Q?) with which it enters
into all subsequent distributions. The weight is defined as:

B d*occ d?onc
- dzdQ?/ dzdQ?

w(z, Q%) (4.3)

Here, 2 and Q% are taken as measured for the neutral current event.
Both, charged and neutral current cross sections are calculated using the
H1 PDF 2000 [18] parton distribution functions.

2The code modifying the NC events to PSCC events was developed by many authors.
Several improvements were made to the code in order to fulfill certain requirements for
the present analysis. These modifications are described in the next chapter.

3The pseudorapidity 7 is defined as 7 = — In(tan(6/2)).
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An example of a neural current event and the corresponding PSCC event
is displayed in Figure 4.8.

The method to determine the CC selection efficiencies using PSCC events is
discussed in chapter 5.2.

Figure 4.8: Neutral current event (a) and the same event after the electron
removal - PSCC event (b).
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Chapter 5

Charged Current Data

The e*p data collected in the years 2003-04 with the H1 detector are consid-
ered in this analysis. The data correspond to 47.6 pb~! of total integrated
luminosity and comprise two periods with different helicity states of the beam
positron. The integrated luminosity £ and the luminosity weighted mean po-
larisation P, for these data are given in Table 5.1. In the table and through-
out this thesis the notations "L” and "R” are used for periods with the left
(P, < 0) and right (P, > 0) handed positrons, respectively.

data sample | luminosity | polarisation time period
Lpb) | <P> (%)
Let | 207 | —402 | 3.4.2004 - 19.6.2004
R et 18.4 33.3 17.10.2003 - 1.4.2004
8.5 34.3 2.7.2004 - 12.8.2004
sum of R 26.9 33.6

Table 5.1: Main characteristics of the data samples used in the analysis.

This chapter is entirely devoted to the selection of CC events in the presented
data sets which are needed to measure CC cross sections.

The general quality criteria valid for most of the analyses and the data pre-
selection procedure are described first. As explained in section 2.3, the raw
data rate is already significantly reduced by the H1 Trigger System with the
help of the trigger elements designed for specific physics event signatures. The
description of the final CC selection requirement starts with the subtriggers,
i.e. compositions of the trigger elements optimised to trigger charged current
interactions.

In the following, the kinematic phase space of the measurement is defined.
This is done by the interaction vertex requirement (in order to select events
in the optimised detector resolution region) and the kinematic cuts.

A set of selection requirements have been designed to suppress background
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events. To reject ep events which are backgrounds to CC reactions (see sec-
tion 1.3) various software algorithms have been developed or adopted from
previous analyses. Finally, the non-ep background event classes and their
specific rejection methods are discussed.

To control the CC selection requirements and to study detector effects in the
data (used to correct the response in simulated events), the pseudo charged
current technique is used (see chapter 4). The determination of selection effi-
ciencies is described in the second part of this chapter. On the basis of these
efficiency studies the systematic uncertainties for each selection requirement
were determined and are discussed at the end of each section.

The characteristics of the final selected charged current event samples are
given at the end of this chapter.

5.1 Charged Current Selection

5.1.1 Run Selection

The data collected by the H1 and the other HERA experiments is delivered
during so-called luminosity fills. A fill starts with the time when both particle
beams are brought into colliding mode after optimising the beam optics for
maximum luminosity and minimum background. The fill usually ends with
the dump of one or both beams, mainly determined by the lifetime of the
positron beam (typically ~ 10 h). The data are collected by the experiments
in runs, which are defined by stable detector conditions. Typically, during one
fill there are many runs taken. The quality of a run is defined corresponding
to the operational status of the detector components and is distinguished
as good, medium or poor. During a good run all "major” systems (tracking
devices, LAr, luminosity system, SpaCal and central muon chambers) are
operational. A run is declared as medium if at least one of the major systems
is not working or several subsystems are out of operation. The run is poor if
there is a serious hardware or software problem.

e For the present data analysis only good and medium runs were
accepted,

¢ a minimum luminosity of 0.2 nb~! per run (corresponding to a
run of ~ 10 s duration) was required in order to ensure that the
detector operation was stable during data taking.

The High Voltage (HV) requirement is an important data selection criterium
which shows the operation status of the device. For example, the HV of
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the tracking system during a run may ”trip” due to short beam instabilities
resulting from a large particle flow in the detector. During such trips the
HYV is temporarily switched off to protect the chambers. In contrast to the
tracking system, high voltage is always applied for the LAr calorimeter.

The HV status is differentiated on a single event basis.

e HV requirement for analysed events is applied for LAr, CJC, CIP,
TOF and luminosity system.

As mentioned in section 2.2.4, some subtriggers which trigger high rate physics
reactions (like photoproduction, see section 1.3.1) can have a prescale greater
than 1, i.e. not each triggered event will actually be kept.

e The data were selected with the prescale of 1, i.e. with subtriggers
without prescale. Dedicated studies were performed to validate no
prescale for the CC subtriggers.

In addition, in order to rely on the e™ polarisation measurement,

e only those events were accepted where at least one of the two
polarimeters (LPOL preferred) has been operational.

The "profile” of the et polarisation (i.e. luminosity versus e™ polarisation)
measured for the analysed data sample is shown in Figure 5.1. The small
region with —20% < P, < 0% was excluded from the analysis in order to
measure the charged current cross sections with a high mean polarisation.

In additional to the standard run selection given above, four run ranges with
CIP readout and data logging problems have been removed from the anal-
ysis: 360177-360281, 361882-362486, 372336-372619 and 384836-385073. All
excluded runs together correspond to ~ 0.6 pb~' of integrated luminosity.
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Figure 5.1: Polarisation profile for the 2003-04 e*p data taken by the HI.
The low negative polariation region (—20% < P, < 0%) is excluded from the
present analysis.

5.1.2 Loose Pre-Selection

The run quality, minimum run luminosity and several additional requirements
which are given below, were used for the preselection of the inclusive neutral
and charged current DIS data sample. The cuts which were relevant for the
charged current preselection are:

PT miss > 8 GeV,
Q3 > 100 GeV?,
yn < 0.95,

rejection of ”obvious” non-ep background.

The pr miss and @, cuts are based on the typical charged current event signa-
ture, i.e. missing transverse momentum (result of the undetected v). The high
yp, region was excluded due to poor resolution of the hadronic reconstruction
method (see chapter 3). Finally, a significant part of the non-ep background
was rejected by a set of high efficiency topological background finders which
will be discussed further in this chapter. The studies performed have shown
that no interesting physics events were lost in the preselection step due to
calibration or other data treatments. The effect of the preselection cuts on
the simulated CC and simulated background events is shown in Figure 5.2.

With the given preselection a factor of 40 was achieved in the reduction,
resulting to the data sample of ~ 2 million events. With this sample the opti-
misation of the final cuts and cut control was performed, as described below.
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Figure 5.2: The prmiss (a) and yp, (b) distributions for the simulated charged
current events and simulated background processes (see section 1.4) for
Qn > 100 GeV?. The preselection cuts (DT .miss > 8 GeV and y, < 0.95)
are indicated in the plots.

5.1.3 Final Selection

Trigger requirements: S66|S67||S77

The triggering of charged current events is based on the "missing” transverse
momentum caused by the undetected neutrino (LAr_Etmiss trigger element)
and the event timing information (LAr_T0 and CIP_T0). In addition, global
veto conditions (see section 2.2.4) are applied to the subtriggers. The complete
definitions of the charged current subtriggers as used in the present analysis
are given in Table 5.2.
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ST | trigger elements description

S66 | (LArIF>1&& LAr Etmiss>2) && phys. signature
(CIP_TO || (LAr_TO && !CIP_T0_nextBC)) && | timing criteria
(FIT_IA || 'FIT_BG) && veto condition
(ISPCLh_AToF_E_1 && 'VETO_BG &&

IBToF _BG && !SToF_BG) &&
((CIP-MUL>7 && CIP_SIG==0))

S67 | (LAr_electron_1) && phys. signature
(CIP_TO || (LAr_TO && !CIP_T0_nextBC)) && | timing criteria
(FIT_IA || 'FIT_BG) && veto condition
(VETO_BG && 'BToF _BG && !ISToF_BG) &&

((CIP-MUL>7 && CIP_SIG==0))

S77 | (CIP_SIG>0 && LAr_Etmiss>1) && phys. signature
(CIP_TO0) && timing criteria
(FIT_IA || 'FIT_BG) && veto condition
(IBToF_BG && !SToF_BG) &&

((CIP-MUL>7 && CIP_SIG==0))

Table 5.2: List of the charged current subtriggers and their logical trigger

element combinations.

Subtrigger 66 is designed to trigger events passing a high E7 s
threshold! in coincidence with deposited energy in the forward LAr
region (LAr_IF>1).

About 66% of the charged current events are triggered by this subtrig-
ger.

Subtrigger 67 is designed to trigger NC events. The main element of
S67 is LAr_electron_1. The electromagnetic FADC (see section 2.3.1)
energies of a given big tower (BT) are discriminated by € - dependent
thresholds (~ 5 GeV'). The trigger bit is set for a BT if the electro-
magnetic part of the tower passes this threshold. This subtrigger is
also very efficient for the triggering of charged current events: About
84% of charged current events triggered by S67.

Subtrigger 77 is the main charged current subtrigger. It triggers
all low transverse momentum events: LAr_Etmiss>1 corresponds to
the low E7t ,,iss threshold. CIP_SIG>0 is the loosest central vertex
requirement. Generally, there are four CIP_SIG trigger elements which
are set according to following condition:

'In total there are three E7 miss thresholds in the LAr calorimeter. The thresholds
have been set to 38 FACD counts (~ 4.75 GeV'), 48 FACD counts (~ 6 GeV) and 60
FADC counts (~ 7.5 GeV) [118], respectively.
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tracks tracks tracks
N > K(Nf'wd + Nb'wd )

ctr

ctr
the central, forward and backward regions, respectively. K is a mul-

tiplication factor which is equal 0 (or 1, 2, and 4) for the significance
0 (or 1, 2 and 3).
Typically about 98% of the charged current events are triggered by S77.

where N/racks N;g‘gks and Ng‘z)’b“ks are the number of CIP tracks in

For the description of the veto trigger elements given in Table 5.2, see sections
2.2.4 and 2.3.1.

Interaction Vertex Requirement

The beam optics can slightly differ from one luminosity fill to another and thus
cause variations of the ep interaction vertex position. Variation of the beam
position in the z, y plane (beam shift) and possible beam inclinations with the
respect to the H1 coordinate system (beam tilt) are relatively small (typically
of order few mm) and are determined for the data on a run by run basis.
Due to the beam bunch structure (each e bunch has a width of 0, ~ 1 e¢m in
the longitudinal direction, the p bunch has a width of o, ~ 13 ¢m) the inter-
action position in the z direction has a nearly Gaussian distribution around
the average nominal interaction point (z = 0 ¢m). As the detector provides
better resolution and therefore better kinematic reconstruction for the ep in-
teractions close to nominal interaction point, the z vertex reconstruction is
restricted in the present analysis to

=35 cm < Zyerter < 3D cm.

This range corresponds to ~ 3 o of the z vertex distribution. The requirement
is applied to the vertex determined from tracks measured in the central drift
chamber (central vertex).

As described in section 4.2, the Monte Carlo events are reweighted to the
z vertex distribution of the NC data.

The distributions of the interaction vertex in the z direction for the 2003 -
04 CC data and the reweighted CC Monte Carlo events are presented in
Figure 5.3. Good agreement is seen in the figure between the data and MC
distributions for both data sets (the larger fluctuations observed in the L data
are caused by limited statistics).

79



80 Charged Current Data
2 [ 2 200
ch 60 ; L o Data ch L R
o L —MC CC + bkg i co
F I MC bkg 150 -
40 i
, 100[-
20 5ol
0 L oL | | il
-40 -20 0 20 40 -40 -20 0 20 40
Z, (cm) Z, (cm)

Figure 5.3: Distribution of the z vertex for the 2003-04 CC events of the L
(left) and R (right) periods. The CC MC and simulated background contri-
butions are also shown.

Definition of the Kinematic Phase Space

The kinematic phase space for the charged current cross section measurements
was chosen with respect to the detector acceptance and selection efficiencies
as follows:

PT,miss > 12 GeV

determined by the rapid decrease of the trigger efficiency towards low
DT miss (below 40% for pr 55 smaller than 12 GeV, see section 5.2.1),
and the increase of the ep induced background as will be explained
further in this chapter.

0.03 < yn < 0.85

the upper, i.e. high yj, limit is determined by the poor Q? resolution of
the hadron method (see chapter 3). The low y, region is limited due
to the detector acceptance where the hadronic final state is partially
lost in the beam pipe and thus degrading the trigger efficiency in this
region (see section 5.2.1).

Q32 > 223 GeV?

this requirement is correlated with the py s cut. The chosen value
of 223 GeV? is defined by the binning used for this measurement as
described in chapter 6. The binning was chosen to be consistent with
previous analyses on unpolarised data.
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Background Rejection

Backgrounds to charged current interactions originate from two sources:
e ep induced background

e non-e¢p induced background

In the following these background classes are explained and the specific back-
ground rejection methods are discussed in detail.

ep Induced Background

The largest contributions of the background processes to the charged current
sample are induced by yp and neutral current events (the processes have been
introduced in chapter 1).

Rejection of the photoproduction background

The variable used to distinguish between ep background processes and the
genuine charged current events is based on the transverse momentum imbal-
ance [119]: While the neutrino is always scattered in the opposite direction
to the struck quark (apparent transverse imbalance of the final state particles
in the detector), the yp is expected to have final state particles isotropically
distributed around the beam axis, i.e. not showing any missing py. How-
ever, photoproduction events can ”obtain” some transverse imbalance caused
by leptonical decays of HF'S particles and by imperfect hadronic measurement.

The sums of the transverse momentum vectors parallel (p7 ;) and anti-parallel

1 ap) to the transverse vector sum forme he all detected particles (pry,
Pr.ap) to the t t i d by the all detected particles (pr,
are defined as:

pTh pT ap

(5.1)
o pPr.n
Th pT,p
V, = 5.2
e ; PT A (5:2)

The axis defining the positive hemisphere in the transverse plane is given by
the transverse vector sum pp j, and thus the parallel and anti-parallel momen-
tum vectors are prj, - prp > 0 and prj, - prep < 0.

The ratio of V,, and V), is called V,44i0:

=~

3 (5.3)

Watia = V.
p
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Figure 5.4: Radial view of a typical charged current (a) and a typical pho-
toproduction event (b). The lines shown are perpendicular to the axis of
the transverse vector sum of the all detected particles (pr) and divide the
detector in two hemispheres visualising the large transverse imbalance in the
charged current event (all measured final state momentum is in one hemi-
sphere, since the v is not detected on the opposite side). In the photopro-
duction event the measured transverse momentum is approzimately equal in
both hemispheres.

Charged current events with a large transverse imbalance would typically have
very different V,, and V), components leading to V,4i, ~ 0. In photoproduc-
tion events with balanced transverse momentum vectors, V40 = 1.

In the present analysis the variable V, .4, is calculated summing over all par-
ticles measured in the detector after the noise subtraction and calibration
(section 4.1). A cut of V,440 < 0.25 is applied in this analysis (Figure 5.5 (a)).
Further studies with the yp and charged current Monte Carlo events showed
that the rejection power of the V4, cut is strongly improved in combination
with the pr,,iss variable [120]. As seen from the 2-dimensional V,.44i0 - DT miss
plot in Figure 5.5 (b), a significant part of the yp background has low pr m;ss
and high V;.,4, values. With the increase of pr ,,iss the charged current events
start to dominate. The dashed line in this figure indicates the 2-dimensional
Vratio - PT,miss cut optimised for the present analysis.
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Figure 5.5: Illustration of yp background suppression cuts: (a) Vyaiio distri-

bution for the 2003-04 data, CC MC and yp MC after all other selection cuts.

The dashed lines indicate the cut Vyqo < 0.25. (b) 2-dimensional Vyqiio and

DT,miss distribution for CC MC and yp MC events. The dashed line indicates

the 2-dimensional Viatio — D1,miss cut down to pr miss = 12 GeV (horizontal
line) used as an additional CC selection requirement.
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Neutral current event rejection

The majority of NC events are already strongly suppressed by the kinematic
phase space and selection requirements adjusted for the CC events. However,
a small fraction of NC events (~ 5%) satisfies the CC selection requirements
and enters in the final CC sample. These are mainly NC events where the
scattered electron is not identified as such in regions where the calorimetric
measurement is poor.

There are three algorithms applied in the presents analysis to suppress these
remaining NC events. In the first algorithm the reconstructed track of the
misidentified electron is used to recognise NC events:

1. The event has an isolated track opposite to the hadronic final state.

An isolated track is defined as opposite to the hadronic final state if
the difference between the track and the hadronic final state (HFS) in
the azimuth angle ¢ is

A¢ - ‘Qstrack - ¢HF‘S| > 160°

The isolation criterium is applied only to tracks identified as non lep-
tonic (originating neither from electrons or muons) and have reliable
momentum measurement, i.e. with pp > 1 GeV and © > 25°. The
track is isolated if there is no another track in the n — ¢ cone around
it with a radius R,_4 = 0.5 (29°), calculated as

RU*d’ = \/Anthacks + Ad)%racks

Here, A¢iracks and Anyrqcrs are the difference in azimuth angle ¢ and
pseudorapidity n between two tracks.

The second algorithm searches for isolated electrons opposite to the hadronic
final state:

2. The event has an isolated electron with large Dj.; and acomplanarity

Adae > 160°.

The quantity Dj.; defines the distance in 7 — ¢ space between the
isolated electron and the four-vector of the closest jet (or hadronic
final state if there is no jet):

Djet - \/Anzfjet + A('Zsz*je'f
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It is required that the D, is greater than 1.0 (57.3°).
The lepton acoplanarity A, is the distance in azimuth angle ¢ be-
tween the electron and the four-vector of the hadronic final state

Ad)ac = ‘Qslepton - ¢HF§"

The isolation here means electron against the hadrons, i.e. the iden-
tified electron is called isolated if the calorimeter energy in the cone
around the electron of radius R,_4 = 0.5 (29°) is less than 5% of the
electron energy [121,122].

Finally, an additional cut was developed in this analysis in order to reduce
the remaining fraction of neutral current events with the scattered electron:

3. The event has an identified scattered electron and a balanced trans-
verse momentum pr e = P74 /DT e

0.75 < pth/pTye < 1.05
The distribution of prj,/pr, for the CC events, CC simulated and NC
simulated events before and after this cut is shown in Figure 5.6.

The remaining number of the NC events in the CC sample after the described
NC rejection algorithms is reduced to below the permil level.

2] : :
g | 1 e oma
L 10 — E E — CCMC
o 05 1 15 2

I:)T,had / I:)T,e

Figure 5.6: Distribution of prp/pr. for the CC data, CC and NC Monte
Carlo events with the scattered electron. The full charged current selection
as well as 1 and 2 NC rejection cuts are applied to these event sumples. The
dashed lines indicate the region rejected by the cut 3.
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Non-ep Induced Background

The non-ep backgrounds are cosmic muons crossing the detector, beam parti-
cle interactions (mostly protons) with the residual gas nuclei inside the beam
pipe (beam gas), and particle interactions with the beam pipe or accelerator
components surrounding the beam pipe (beam halo events). All three such
background types are largely suppressed during the data taking by the ToF
system (see section 2.2.4) and dedicated L4 filters (see 2.3.4 section). However,
the rate of non-ep background still remains very high (relative to the small
cross section of CC events) and requires additional rejection at the analysis
level. This is done by filter algorithms called topological non-ep background
finders [123 125].

The background suppression is based on the topological signatures of each
class:

- cosmic muons originate from collisions of cosmic rays with the at-
mosphere and leave ”downgoing” tracks in the instrumented iron, LAr
calorimeter and the tracking devices;

- in the final state of the beam gas interactions many low pr parti-
cles are produced which are distributed isotropically in the transverse
plane. These particles correspondingly generate many low pr tracks
in the H1 tracking chambers. As a result of the high energy of the
proton beam, the final state particles are boosted in the direction of
the proton beam. Beam gas events may be misidentified as charged
current events if the proton collides with beam gas nuclei close to the
ep interaction vertex and due to hadronic final state fluctuations when
the event "obtains” missing transverse momentum;

- the signature of beam halo events is a muon track crossing the de-
tector parallel to the beam pipe. These muons are originating from
interactions of the protons with the beam pipe or machine elements
surrounding the beam pipe far upstream of the detector (the p’s mainly
comes from pions and kaons). The hadronic components of these inter-
actions are quickly absorbed by the surrounding material and usually
are not arriving at the detector.

The non-ep background events may also overlap with the physics events or
with each other. Such events are called overlap events. Examples of each
background class and one overlap event are presented in Figures 5.7-5.10.
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Figure 5.7: An example of a beam halo event. The u’s originating from beam
proton interactions with the beam pipe or surrounding elements (usually far
upstream the detector) leave characteristic energy pattern in the electromag-
netic LAr calorimeter and the muon chambers parallel to the beam pipe.

Figure 5.8: An example of a cosmic event. A high energy muon generates an
energy deposit in LAr calorimeter and straight track in the tracking cham-
bers, resulting in a missing transverse momentum pr miss = 24.6 GeV. Due
to the single reconstructed track pointing into the expected ep interaction ver-
tex this event satisfies all CC selection requirements. The event was rejected
during the visual scanning.
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Figure 5.9: An event with several overlapping beam-gas interactions. The
energy patterns are clearly visible in the muon chambers. Such events may
contribute to CC background if the proton interaction with the residual gas
nuclei occurs close to the ep interaction region, and also if fluctuations in
the final state induce missing transverse momentum pr miss.

Figure 5.10: An example of an overlap event. A clear cosmic muon pat-
tern crossing the detector is visible together with an ep interaction occur-
ring at the same time. The total event missing transverse momentum

DT,miss = 17.4 GeV. This event fulfilled all CC selection requirements
but was rejected during the visual scanning.
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Topological background finders

A set of background finder algorithms, called QBGFMAR?, is used to reject
the non-ep background introducing minimal inefficiency to the CC MC events.
The algorithms in QBGFMAR have been developed to recognise typical sig-
natures of cosmic, beam halo and beam gas events. At the analysis level
QBGFMAR is implemented in a bit coded formats and stored as the flag Ibg.
A short description of each QBGFMAR finder is given in Table 5.3.

Besides QBGFMAR, two additional sets of non-ep background finders, called
Ibgfm and Ibgam, have been applied in the analysis. Ibgfm is an extension
of the QBGFMAR package and uses different combinations of QBGFMAR
variables (a detailed description can be found in [125]).

The Ibgam finders are described in Table 5.4 (taken from [125] and updated).
The Ibgam bits 3, 4 and 8 are not applied in this analysis since these finders
cause a inefficiency for charged current events (as was determined by CC MC
events).

‘ bit ‘ finder description ‘

0 | HALAR longitudinal energy pattern in the LAr calorimeter

1 | HAMULAR | longitudinal energy pattern in the LAr calorimeter
with energy deposit inside the backward iron
endcup

2 | HAMUMU horizontal muon track in the forward detector
region and energy deposit inside the backward iron
endcup

3 | HASPALAR | cluster in the inner forward LAr part, matching
energy deposit in SpaCal

4 | HAMUIF cluster in the inner forward LAr part, matching
energy deposit inside the backward iron endcup

5 | COSMUMU | two opposite muon tracks matching in directions

6 | COSMULAR | at least one muon with 90% energy deposited in

a matching LAr cluster

7 | COSTALAR | two opposite clusters in the Tail Catcher with 85%
energy deposited in matching LAr clusters

8 | COSTRACK | two CJC tracks with opposite directions in space

9 | COSLAR LAr cluster with the highest hadronic energy deposit
in the isolated cylinder of the radius 25 ¢m. Energy
in the electromagnetic part is small.

Table 5.3: Ouverview of the QBGFMAR non-ep background finders as coded
in 10 Ibg bits.

2A detailed description of QBGFMAR can be found in [124].
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‘ bit ‘ finder ‘ description
0 | BEAMGASTRACK | many CJC tracks in the backward region of the
detector
9 large ratio of the non-vertex/vertex fitted CJC
tracks
1 | COSLARSHAPE cosmic muon not crossing drift chamber
2 cosmic muon crossing drift chamber with energy
deposits in opposite sides of LAr calorimeter
3 cosmic muon crossing drift chamber with energy
deposit in one side of LAr calorimeter with
matching iron track
4 | COSLARTRACK high energy cluster without matching tracks
5 | HALARTRACK high energy horizontal cluster without matching
tracks
6 | HASPA uniform energy deposition in SpaCal
7 | COSTRACKTIME | cosmic muon determined by chronological
sequence of CJC tracks
8 many non-vertex fitted CJC tracks with the
large T0¢ j¢ time difference
10 | BEAMGASLAR- many CJC tracks in the backward detector
TRACK region
11 | HALARTRACK no good quality track measured in the detector
region with a good acceptance
12 large track-cluster mismatch in the polar angle 6

Table 5.4: Description of the non-ep background finders as coded in the

Ibgam bits. Bits 3, 4 and 8 are not used in the present analysis.
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Timing requirements

An additional background rejection is achieved requiring the event interac-
tion time to be in coincidence with the bunch crossing (BC) time?. The event
timing is determined precisely with the central drift chamber (from the drift
time of the charged particles to the anode wires inside the chamber) or with
the LAr calorimeter (an average T0 timing derived from all big towers). The
resolution of the 70 of CJC chamber is ~ 2 ns (about 0.02 BC) and ~ 0.1 BC
for the LAr T0.

The timing requirement applied in the analysis is a combination of both CJC
and LAr T0:

360 ticks < T0c o < 510 ticks®  (runs 357072 - 368000)
410 ticks < T0¢jc < 510 ticks (runs 368001 - 392213)
|T0LAT - TLAr,nom‘ < 0.54 BC

* 500 TO¢j¢ ticks correspond to 96 ns

For the runs 357072 - 368000 the larger T0¢c ¢ timing period was chosen
in order to cover a secondary CJC T0 peak which appeared in this period
due to hardware problems. For the rest of time, i.e. runs 368001 - 392213,
a tighter T0¢j¢ timing cut was applied. The timing distributions with the
indicated cuts for the 2003-04 data after all charged current selection except
the timing cuts are shown in Figure 5.11.

Visual Event Scanning

After all cuts which were applied to the charged current candidates, an ad-
ditional 33 events (3.5% of all 932 selected CC events) have been identified
by visual scanning as non-ep background. Two out of 33 events which were
scanned away are shown in Figures 5.8 and 5.10.

3With the exception of COSTRACKTIME finder in Ibgam, the background finders do
not have any timing requirements. The CJC timing (7°0) is used in COSTRACKTIME to
determine the direction of a cosmic muon by chronological sequence of hits in the CJC.
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Figure 5.11: Distributions of the CJC and LAr timing signals (T0) for se-
lected CC events from the data taken in the years 2003-04. The timing
requirements are indicated as dashed lines in the plots.
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A Summary of the Final CC Data Cuts

The summary of the charged current selection cuts is given below. In brackets
the rejection of each step is given, starting from ~ 2 million events after the
loose pre-selection (section 5.1.2).

Trigger requirements:
S66][S67|S77

(reject =~ 29%)

Primary interaction vertex:
measured by the central tracker in the region
=35 cm < Zyertex < 3D cm,

(reject = 65% of the remaining sample)

Kinematic cuts:
Prmiss > 12 GeV, 0.03 < y), < 0.85 and Q? > 223 GeV?

(reject = 96% of the remaining sample)

ep induced background rejection:
— Viatio < 0.25 and Vigtio — p1rmiss 2-dimensional cut

— rejection of NC events

(reject = 47% of the remaining sample)

Non-ep induced background rejection:
— topological background finders (Ibg, Ibgfm and Ibgam)

— event interaction timing requirements:
360(410) < T0cyc < 510 ticks and |T07,4, — Tr Ar nom| < 0.54 BC

(reject =~ 86% of the remaining sample)

visual event scanning
(reject 3.5% of the final sample)

The total number of the CC events selected in the years 2003-04 is 899.
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5.2 Efficiency Estimation Using PSCC Events

When the detector information of the scattered electron is "removed” in a
NC event, the resulting event looks as a real CC event. Such events are called
pseudo charged current events (PSCC), see section 4.3.

The PSCC events are used for the determination of the trigger requirement
and selection efficiencies for the CC events. The simulated CC events are ad-
justed to the determined PSCC efficiencies so that Monte Carlo events model
data in each analysis aspect (details see below).

The efficiency e of any CC selection requirement using PSCC events is defined
in a following way:

cut
_ NPSC'C 5.4
Ecut = Na” ( - )
PscCC

Here, N&% . is a number of weighted PSCC events (see section 4.3) which ful-

fill the cut requirements. It is a sum of the event weights: N&% . = S w@l ..

Nﬁl‘é(;(; is the total number of weighted PSCC events (NI%%(;(; => wfbl.l@()())-

As will be shown later, the measurement of the cross section can be rep-
resented in double differential form, i.e. as function of the two independent
kinematic quantities  and Q2. All selection cut efficiencies in this thesis were
determined in (z, Q?) bins which are used for the double differential CC cross
sections measurement. The simulation then is adjusted to the determined
efficiencies in the each (z,Q?) bin.
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5.2.1 Trigger Efficiency

As discussed above, trigger efficiencies were determined using PSCC events.
Since the data from the negative and positive polarisation periods (i.e. left
and right handed data samples) could potentially have different detector per-
formance, the efficiencies were determined separately for the L and R data
sets. Further studies have shown that there are no significant differences
between the efficiencies determined separately for two periods and are com-
parable within statistical errors. Nevertheless, the trigger efficiencies for two
periods were used separately.

An example of the trigger efficiencies as function of 2 and Q? for the right
handed data period (with more integrated luminosity, see Table 5.1) are dis-
played in Figure 5.12.

The efficiencies as function of the missing transverse momentum pr ;55 and
the hadronic angle v, are shown in Figure 5.13. Part of the inefficiency at
low p7miss (corresponding to low Q? and high z) is caused by the limited
detector acceptance at low vy, angles, i.e. where the Ep ;s trigger element
is reconstructed from the part of the hadronic final state which is not disap-
pearing in the beam pipe. The inefficiency at low pr s and high 7, angles
(low Q?, low ) rises due to relatively high energy thresholds against noise in
the central detector region.

Figure 5.14 shows the trigger efficiencies as function of z for various values
of Q%. The inefficiencies at low Q% and high z has the same origin as for low
PT,miss and low 7, i.e. limited by the detector acceptance. In the same way
the inefficiency at low Q% and low x is caused by the high energy thresholds
against the noise in the LAr calorimeter.

The CC MC events are reweighted with the trigger efficiencies determined
from the PSCC events.

Systematic uncertainty

The systematic uncertainty on the trigger efficiencies in each (x,Q?) bin is
determined in a similar way to previously performed CC analyses, e.g. [126].
The uncertainty depends on the efficiency in the (z, Q%) bin and the statistical
error of the PSCC sample used, and is given by: 15%(1 — ¢) & Erriiat, .

For the present analysis, Errsiet, , was determined to be 1%.
p ysis, PSCC
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Figure 5.12: Trigger efficiencies in (z,Q?) bins as determined for the right
handed (R) CC sample.
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Figure 5.13: Trigger efficiencies as function of the transverse missing mo-
mentum prmiss (left) and hadronic angle vy, (right) as determined for the
right handed (R) CC sample. The solid symbols show the combined trigger
efficiency (S66|567||S77).
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Figure 5.14: Trigger efficiencies as function of x for different Q? values.
The efficiencies shown are for the right handed (R) CC sample.

5.2.2 Vertex Requirement Efficiency

The distribution of the interaction vertex for CC data events is determined
by the central tracker for —35 cm < zyerter < 35 ¢m (see chapter 5.1.3). The
data interaction vertex has to be modelled accurately by the Monte Carlo
(see section 4.2). Moreover, the central vertex efficiency has to be described
by the simulation.

Again the PSCC data events are used to determine the interaction vertex
efficiency®. The central vertex requirement efficiency as function of g, is pre-
sented in Figure 5.15 (a). As can be seen from the figure, the vertex efficiency
in the high y;, region is close to 100% but decreases rapidly towards low yj,
where the acceptance of the central drift chamber is limited. The vertex ef-
ficiency determined from MC events is also shown in Figure 5.15. From the
efficiency ratio in Figure 5.15 (b) a difference up to 20% is observed between
PSCC events and the CC simulation (the lowest bin in the efficiency plot can
be ignored as it is outside of the analysis cut y, > 0.03).

The published measurement of the total charged current cross sections of
the 2003-04 data [13] by a large part is based on the analysis described in
this thesis. For the publication, a large systematic uncertainty of the vertex
requirement efficiency was assigned from the efficiency ratio of PSCC data
and CC MC as observed in Figure 5.15 (b).

*As there were no significant variations observed for the vertex requirement efficiency
of the L and R data samples, the efficiency was determined for the whole data period.
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Figure 5.15: (a) Vertex requirement efficiencies of the PSCC data and CC
MC events as function of yn; (b) ratio of vertex efficiencies with the assigned
yp, dependent systematic uncertainty: 15% for y, < 0.06, 7% for 0.06 < y;, <
0.1, 4% for 0.1 <y, < 0.2, 1% for 0.2 <y, < 1.0. The vertical dashed line
indicates the analysis cut of yp > 0.03.

Many studies were performed in order to understand the origin of this differ-
ence (some of these checks are discussed further down in this section).

An important fact realised during these studies was that the central vertex re-
construction of the PSCC events is not exactly the same as the reconstruction
in the CC data and CC MC simulation:

- in the pseudo charged current algorithm the vertex is determined using
reconstructed tracks remaining after the electron removal;

- the central vertex in the original reconstruction (data and simulation)
is determined using primary event information, mainly hits in the cen-
tral drift chamber®.

In order to have consistent samples to determine the vertex efficiency as well
as to study different vertex reconstruction properties, also the neutral cur-
rent Monte Carlo events have been modified to pseudo charged current events
(PSCC MC). A good agreement of the z vertex distributions between PSCC
data and PSCC MC samples is observed in Figure 5.16 (a). However, due
to the different vertex reconstruction methods, the positive z values of the
charged current MC at z 2 40 ¢m are generally higher than in pseudo charged
current events (Figure 5.16 (b)).

5The hit information is not available in the PSCC events due to limitations in data
storage and access speed.
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Figure 5.16: (a) Distribution of the z vertex for the 2003-04 CC data and
CC Monte Carlo events; (b) z vertex distribution of PSCC data, PSCC MC
and CC MC events.

A potential reason for the vertex efficiency difference in the CC and PSCC
(neutral current) simulations is related to radiative effects:

- as described in section 1.2.3, the photon radiation in the CC Monte
Carlo events includes three terms: The photon radiation from the
"incoming” lepton (initial state radiation, ISR), the photon radiation
from the exchanged W, and some part of the photon radiation from
the final state, i.e. ”outgoing” quark (geu¢). The interference of the
included g, part with other terms is taken into account. Terms which
account for the remaining radiation from the outgoing quark and vir-
tual loop corrections on the quark line are neglected as argued in [40];
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- contrary to the CC MC, in the NC Monte Carlo events the photon ra-
diation from the outgoing quark is not accounted for. Clearly, photon
radiation from the W* does not exist in NC MC events. In addition,
there are photons radiated from the scattered electron (Final State
Radiation, FSR) which do not exist in the CC events.

The polar angle (©) distribution of the radiated photons in PSCC and CC
MC events is shown in Figure 5.17. The PSCC MC distribution in this figure
is corrected for the FSR, i.e. for the presence of the photons radiated from
the scattered electron. As noted in Figure 5.17, the photons radiated in the
backward region (at large polar angles) are emitted by the incoming electron
(ISR). The distributions of ISR photons are similar for CC MC and PSCC
MC events. The photons observed in the central and forward region (small
polar angles) in CC MC are emitted by the outgoing struck quark and the
W. The forward photons are not observed in the PSCC MC events.

The discussed differences concerning radiative effect may lead to differently
reconstructed kinematic variables in PSCC and CC MC events and thus affect
the vertex efficiencies.

— CCMC
102 ----- PSCC MC

Events

— Gouts W ISR — §

P

T
L

T T HHH‘

*.l\: IR I o S IR R
0 20 40 60 80 100120140160 180

@y rad (o)
Figure 5.17: Distribution of the polar angle (©) of radiated photons in CC
MC and PSCC MC events.

To study a possible influence of the radiative effects on the vertex require-
ment efficiency in CC and PSCC simulated events, non-radiative Monte Carlo
events were generated for CC and NC interactions, i.e. the photon radiation
off the lepton line was switched off during event generation. The PSCC tech-
nique was then applied to the non-radiative NC MC events and the vertex
efficiency was determined from the produced non-radiative PSCC simulated
events. The ratio of the vertex efficiency for the usual radiative PSCC MC
and non-radiative PSCC MC events is shown in Figure 5.18. The observed
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Figure 5.18: Ratio of the vertex requirement efficiencies determined from
PSCC MC generated ignoring photon radiation off the lepton line and the
usual radiative PSCC (i.e. NC) simulated events.

difference in vertex efficiency for radiative and non-radiative PSCC events is
small (typically below 2% as can be seen in Figure 5.18). The conclusion can
be drawn from this study®, that radiative effects are not the reason for the
large vertex efficiency difference between CC MC and PSCC events observed
in Figure 5.15.

After many other studies it has finally been found that the vertex fitting
algorithm was not fully adjusted to PSCC events: For those events for which
the vertex refitting procedure failed (vertex mismatch in the zy plane, for
example), the 7original”, i.e. NC event vertex value was taken. This means,
that up to 4% of PSCC events had vertex values determined by the scattered
electrons of the original NC events. The electron usually leaves a clear iso-
lated track in the detector which is used to determine a precise event vertex
position (see NC studies performed in [115], for example).

After the modification of the vertex fit algorithm, the new vertex efficiency
was determined for PSCC (data and MC) and CC MC events. As seen in
Figure 5.19, a clear improvement of agreement in the vertex requirement ef-
ficiency between PSCC data and CC MC is observed. One should note that
small differences in the sources (tracks and hits) used for vertex refitting al-
gorithm for PSCC and CC MC events still remain and thus some difference
in the vertex efficiencies may stay. This remaining difference, however, is cov-
ered by the systematic uncertainty which is given below.

5The influence of the radiative effects to other CC selection efficiencies was studied and
found to be negligible.
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The results of the performed studies can be summarised as follows:

- good agreement of the vertex distributions was observed for CC data
and CC MC events (Figure 5.16 (a)),

- disagreement of the vertex distributions was observed for CC data and
PSCC events at z 2 40 e¢m (Figure 5.16 (b)),

- good agreement of the vertex distributions was found for PSCC data
and PSCC MC events (Figure 5.16 (b)),

- reasonable agreement of the vertex efficiencies for CC MC and PSCC
events was found after modifying the vertex algorithm (Figure 5.19),

- due to different methods used to reconstruct the event vertex position
in CC MC and PSCC events, some small differences of the vertex
efficiency remain between PSCC data and CC MC (and thus between
PSCC MC and CC MC) (Figure 5.19). The remaining difference is
used to determine the systematic uncertainty of the interaction vertex
requirement.

Systematic uncertainty

As the difference between vertex requirement efficiencies for PSCC data and
CC MC events increases towards low y;, values, a y, dependent systematic
uncertainty was chosen from Figure 5.19 (b): 15% for y, < 0.05, 6% for
0.05 < yp < 0.15 and 1% for 0.15 < y, < 1.0.
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Figure 5.19: (a) Vertex requirement efficiencies as function of yp, for PSCC
data, CC MC and PSCC MC events; (b) ratio of vertex efficiencies of
CC MC and PSCC data events. The applied systematic uncertainties:
15% for yp < 0.05, 6% for 0.05 < yp < 0.15 and 1% for 0.15 < y, < 1.0
(shown as shaded bars). The vertical dashed line indicates the analysis cut
of yn, > 0.03.
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5.2.3 ep Background Rejection Efficiency
vp background rejection

The inefficiency due to yp suppression cuts was determined from the PSCC
events and compared with the efficiency determined from CC simulation’.
As shown in Figure 5.20, the efficiencies of the yp suppression cuts for PSCC
and CC MC are in good agreement over the whole xj region. Detailed studies
have been performed to evaluate systematic uncertainties rising from the ep
induced background.

® PSCC data
0.6
—CCMC
1 1 IIIIIII 1 1 11 1111 R X
1072 10* 1 102 10" 1
Xh Xh

Figure 5.20: Efficiencies of the yp background suppression cuts for the PSCC
data and CC MC events as function of xp. The dashed area represents
changes in the efficiency of the CC MC due to a systematic variation of the
variable V,qiio by £0.02.

Systematic uncertainty

There are two sources of systematic uncertainties for the ep induced back-
ground: The uncertainty from the cuts against photoproduction (V;.q0, pTyh)
and the uncertainty of the subtracted ep background (yp).

The first uncertainty is estimated by varying V.., variable by +0.02 and, by
the same amount, varying the 2 dimensional V;.44io — pr cut in the simula-
tion. The effect of the V.4, variation to the efficiency of the ep background
suppression is shown in Figure 5.20 (b). The corresponding effect on the cross
section is discussed in chapter 6.

The second uncertainty is determined from a comparison of data and yp sim-
ulation in the region where the background dominates, i.e. with relaxed ~vp

"The efficiency of the ep background suppression cuts was determined for the whole
2003-04 data period.
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suppression cuts. As shown in Figure 5.21 (a), good agreement is observed in
the Viqtio distributions for the CC data and yp simulated background.

The other method to estimate the systematic uncertainty of the subtracted
~p background is to use the electron tagger (ET, see chapter 2.2). ET is used
to identify yp events by measuring the scattered electron in the data and in
the simulated photoproduction processes. Data and simulation events were
selected in the tagger acceptance region 0.4 < y. < 0.85. In addition, the av-
erage ET acceptance (determined for a given analysis period) was taken into
account for the simulation. To suppress the overlap with the Bethe Heitler
events, an energy in the photon tagger (PT, chapter 2.2) was required to be
less than 2 GeV'.

The method showed good agreement of the V., distributions for tagged
data and photoproduction events (Figure 5.21 (b), detailed studies performed
in [120]). For the remaining differences observed in the V44, distributions
a systematic uncertainty of 30% on normalisation of the ep background sub-
traction has been chosen (shown as the shaded area in Figure 5.21). The
effect on the uncertainty to the CC cross section is smaller than 1%.
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Figure 5.21: (a) Distribution of variable V,q40 for the CC data, CC MC
and yp simulated events after all CC selection cuts except for 2-dimensional
Vratio — prn cut. The dashed line indicates the analysis cut of Vigiio < 0.25;
(b) Viatio distribution for tagged CC data and yp simulated events after all
CC selection cuts except for 2-dimensional Viqiio —pr,n cut. The shaded bars
show the 30% systematic uncertainty chosen for the ep background subtrac-
tion (see text).

104



Charged Current Data 105

Neutral current background rejection

The total inefficiency induced by all NC suppression cuts in the PSCC and
CC MC events was estimated to be below 0.5% in the present analysis and
was therefore neglected. However, a 10% systematic uncertainty was assigned
to the NC background suppression (this results in an effect smaller than 1%
to the total CC cross section, see section 6.3).

5.2.4 Non-ep Background Rejection Efficiency

The background finders are applied to both the data and the simulation. The
efficiency of the background finders is determined from the PSCC events and
from the simulated events separately®.

The efficiencies for the background finders Ibg, Ibgfm and Ibgam, determined
as function of the hadronic angle v, from the PSCC and CC MC events, are
shown in Figure 5.22. As seen in the figure, the efficiency of the background
finders is close to 100% for a wide range of ;, but typically decreases for very
low ~y, values where the detector acceptance is limited. The efficiency at high
v, values is influenced by limited number of events and the edge of the LAr
calorimeter acceptance. However, the difference between the efficiencies of
PSCC and simulated events is below 5% everywhere.

As the differences of the individual efficiencies for each background finder
classes are small, the total efficiency is determined for all background finders
together. The resulting efficiency determined from PSCC events was used to
adjust the efficiency in the simulation: The MC events were reweighted with
the factor w defined for each (z, Q?) bin as:

2 prPScc ,_.CC MC
“)('7'" Q ) = 6bgf €bgf

Here, 8,’;*?00 and 6%? MC are the efficiencies of the background finders deter-

mined from PSCC and CC MC, respectively.

The ratio of the non-ep background finder efficiencies as function of y; for
PSCC data and CC MC events before and after the MC reweighting is shown
in Figure 5.23.

The procedure to derive the systematic uncertainty for the background finder
cuts is described at the end of this section.

8Non-ep background rejection efficiencies were determined for the whole 2003-04 data
period.
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Figure 5.22: Efficiencies of Ibg (top), Ibgfm (middle) and Ibgam (bottom)
non-ep background finders for PSCC and Monte Carlo events (left) as func-
tion of vy, and the ratio between them (right).
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Figure 5.23: Ratio of the non-ep background finder efficiencies as function
of yp, for PSCC and CC MC: Before correcting MC efficiency to the PSCC
efficiency (left) and after (right).

Timing requirement efficiency

In order to make a reliable estimation of the timing efficiency, the PSCC
code was modified. The change of code was required in order to apply the
calibration of the LAr T0 signal to PSCC events as it is applied to the CC
data [127]. After the modification of PSCC code, the full reconstruction of
LA~ trigger timing signal became possible and thus the calibration of the LAr
T0 in PSCC events. The distribution of the LAr 70 in PSCC events before
and after the calibration is shown in Figure 5.24.

The total inefficiency of the CC timing requirements in PSCC data was found
to be 1.7% for both timing cuts (LAr and CJC). The timing requirement
efficiency determined from PSCC data was used to adjust the CC simulation
in each (z,Q?) bin.

Systematic uncertainty

In order to determine common systematic uncertainty, the timing require-
ment efficiency was combined with the non-ep background finder efficiency
(see Figure 5.25). An uncertainty of 2% for y; < 0.1 and 1% for y;, > 0.1 has
been chosen from Figure 5.25 and applied in the present analysis.
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Figure 5.24: Distribution of the LAr TO signal in PSCC data events before
and after the LAr T0 calibration. The central part of the calibrated PSCC
distribution is well described by a Gaussian. The dashed lines indicate the
timing cut (|TOra.|< 0.54 BC) which corresponds = 50 of the distribution.
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Figure 5.25: Non-ep background finder efficiency combined with the event
timing requirement for PSCC and CC Monte Carlo events as function of yp,.
The lines represent the systematic uncertainty as determined from the re-
maining efficiency differences: 2% for y, < 0.1 and 1% for y, > 0.1.
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5.3 Final Charged Current Event Samples

The number of the selected charged current events together with the corre-
sponding Monte Carlo expectations and the measured background contribu-
tions for L and R positron running periods are given in Table 5.5.

‘ ‘ Let ‘ Re' ‘
CC data 220 679

CC MC expectation | 221.9 | 649.1
background MC 16.9 | 22.2

Table 5.5: Final charged current samples selected in this analysis.

The distributions of several kinematic quantities (pr, Q?, E — p,, x) for the
selected charged current events are shown in Figure 5.26 and Figure 5.27 for
L and R data sets, respectively. Good agreement between the distributions
for CC data and simulation is found. As the rate of background events does
not depend on the positron polarisation, the relative background contribution
in the L data set is larger.

As mentioned in chapter 4, an important data quality check is the stability
of the detector with time. The numbers of CC events per 1 nb~! luminosity
("event yield”), corrected to zero polarisation, are shown as function of the
run number in Figure 5.28. As in the NC case (Figure 4.1), the yields of both
CC samples were found stable with time.
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Figure 5.26: Distributions of the kinematic variables pr, Q*, E —p, and x
for the left handed CC data together with expectations for the full simula-
tion, taking into account all efficiencies. The contribution of the simulated

background is shown as well.
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Figure 5.27: Distributions of the kinematic variables pr, Q*, E — p, and x
for the right handed CC data together with expectations for the full simula-
tion, taking into account all efficiencies. The contribution of the simulated
background is shown as well.
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Figure 5.28: Ewvent yield of L (top) and R (bottom) charged current events
divided by (14 P.) as function of the run number. The lines are linear fits
for a given period with a x?/dof = 0.6 and 1.1 for the L and R handed CC

samples, correspondingly.
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Chapter 6

Charged Current Cross
Section Measurement

The procedure to measure the cross sections for the deep inelastic charged
current scattering process is described in this chapter.

The kinematic (z,Q?) plane is divided into bins for the cross section deter-
mination. The size of each bin is optimised according to the resolution and
certain quality criteria (acceptance, purity and stability). The cross section
is calculated from the measured number of events in the data and the corre-
sponding simulated events in the (x, Q%) bins. The simulation is corrected for
detector acceptance and all efficiencies are taken into account. The discussion
of the systematic uncertainties is presented at the end of this chapter.

6.1 Definition of (z,Q?) Bins

The binning in the  and Q? plane for the determination of the charged cur-
rent cross section is defined with equidistant bins in log;,(x) and logio(Q?).
The sizes of the bins are defined taking into account the statistical precision
of the measurement and the resolution of the kinematic quantities. The cross
sections are measured at the bin center values.

The definition of the (x,Q?) bins used in this analysis follows the binning
used in the previous published inclusive measurements, e.g. [126].

Bin boundaries:

log10(Q?) | 2.35 | 2.60 | 2.85 | 3.10 | 3.35 | 3.60 | 3.85 | 4.10 | 4.40

Q? GeV? | 224 398 708 1259 | 2239 | 3981 | 7080 | 12589 | 25119

logio(z) |-2.33 | -2.00 | -1.67 | -1.33 | -1.00 | -0.75 | -0.50 | -0.25 | 0.00

T 0.005 | 0.010 | 0.021 | 0.047 | 0.100 | 0.178 | 0.316 | 0.562 | 1.000
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Bin center values:
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logip(x) | -2.10 | -1.89 | -1.50 | -1.10 | -0.89 | -0.60 | -0.40 | -0.19
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Figure 6.1: Kinematic plane in x and Q* for the charged current measure-
ment. The dashed lines represent bin boundaries, the solid lines are limits
defined by the y and pr, cuts. The bins used for the CC cross section mea-
surement, i.e. satisfying the P and S quality requirements (see text), are
shown as the dashed areas.

The kinematic plane in z and Q? is further restricted by the cuts 0.03 < y < 0.85
and prj > 12 GeV, corresponding to the requirements applied in this analy-
sis (see section 5.1.3). The kinematic plane for the CC measurement is shown

in Figure 6.1.

Additional quality criteria for the selection of bins are given by the Acceptance
(A), Purity (P) and Stability (S) determined from Monte Carlo simulation.

These variables are calculated as follows:
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rec
ﬁ%

2
Ngen+rec
P = ——— (6.2)
Ny
Ngen+rec
_ 2
Si = Ngen-l—rec(all) (63)
where !
N is the number of generated MC events in the bin 4 (events
must also satisfy the y and pr ) requirements),
Nje© is the number of reconstructed MC events in the bin i (events
must also satisfy all CC selection requirements),
Nigenwec is the number of generated and reconstructed MC events in

the bin i,

Nigenwec(a“) is the number of MC events generated in the bin 4 and

reconstructed in any bin.

The Acceptance is a fraction of reconstructed events over the generated in
the bin 7. However, events may migrate from bin to bin. For example, if the
number of events migrated out from the bin ¢ is replaced by the same amount
of events migrated in from other bins, A stays 100%. Such effects are quanti-
fied by the Purity, i.e. the fraction of events generated and reconstructed in
the same bin i. Finally, the Stability accounts for the generated events which
were reconstructed in bins other than s.

In order to be able to trust the quality criteria which are entirely determined
from simulated events, it is important to verify good agreement between data
and simulation (for the agreement in the present analysis see chapter 4).

Acceptance, Purity and Stability as function of z at fixed values of Q? are
presented in Figure 6.2 for the L. and R CC samples. The decrease of S and
P in the high z region is caused by the loss of final state particles in the
beam pipe. The effect becomes smaller with the increase of Q%. The low z
region (high y) is affected by the poor resolution of the hadron reconstruction
method (see chapter 3).

The measurement of CC cross sections was performed only in those bins
where P or S are larger than 30%. The bins used for the CC measurement,
i.e. fulfilling P or S quality criteria, are shown in Figure 6.1 with the dashed

areal .

'The CC cross sections were not measured at )% = 15000 GeV? in the present analysis
as no CC events were found in the correspond bins.
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Figure 6.2: Acceptance (A), Purity (P) and Stability (S) as function of z for
various values of Q% as determined in the present charged current analysis
for the left (top) and right (bottom) handed CC samples. Typically, the
errors are smaller than the symbol size. Only bins where P and S greater
than 30% are used for the cross section measurement (indicated by the dashed

line).
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6.2 Cross Section Calculation

The general formula to measure the cross section in a given (z, @?) bin is:

Ndata o Nbgr " 1
— c
- [data A 14 §re’

O_*

(6.4)

Here, o* represents the total, single differential and double differential cross

: : do do d’o
SeCthIlS, ie. of = Ototy W, dz’ W’

N9 i the number of data events selected in a bin,
N7 is the number of simulated background events selected in a bin,

L% is the integrated luminosity (see section 2.1),

A= % is the detector acceptance as defined in the equation 6.1 and

determined from MC including radiative corrections,

6% is a correction factor for the cross section to account for the shift
from the finite size bin to the bin center position ("bin center correc-
tion”). It is determined from the theoretical cross section prediction
at the bin center (z;.,Q?,.) and the integrated cross section over the
same bin 4: 7

o
dzdQ? 5= ,Q°=Q7

2

3
i i, d2
f:l}z max fQ; mazx dmd52 d’I}dQ2

Ti,min i,min

be
0, =

07¢ is a radiative correction estimated by the Monte Carlo simulation
(see section 1.2.3):

arad

re __ -
(si " gBorn 1

The acceptance, bin center and radiative corrections are obtained from the
Monte Carlo simulation of the CC reactions. The radiative effects are cal-
culated using HERACLES [50] as implemented in DJANGO [48]. The cross
section formula 6.4 can be simplified to:

Ndata _ Nbgr EMC

* *
o NMC £data omc (65)
were NMC ig the number of reconstructed MC events in a bin and £V is the

luminosity of the MC sample. Similar to equation 6.4, o}, represents the
total, single differential and double differential cross sections of the theory.

117



118 Charged Current Cross Section Measurement

6.3 Systematic Uncertainties

Systematic uncertainties are separated into correlated and uncorrelated ones,
depending on their correlation between the cross section (z,Q?) bins. Those
errors which can cause a systematic shift, common to all measured cross sec-
tion values are treated as correlated, the hadronic energy scale which may
differ from the ”true” energy equally over all detector regions and thus over
all bins, is a typical example. The uncorrelated errors originate from the lo-
cal inefficiencies depending on the detector performance. For example, the
hadronic energy measurement also depends on the calorimeter performance
and therefore may differ in certain calorimeter regions. Thus the uncertainty
of the hadronic energy measurement has both correlated and uncorrelated
components, i.e. the uncertainty is treated to be partially correlated and par-
tially uncorrelated.

The separation of uncertainties in correlated and uncorrelated is relevant for
comparisons of theoretical expectations with the data (see section 7.1).

Systematic uncertainties to the cross section measurement were determined
from the simulated events varying each of the uncertainty sources (listed be-
low) by the amount estimated from the studies discussed in chapter 4. The
resulting errors on the cross section found to be symmetric to a good approxi-
mation and are listed in Table 6.1 for the total CC cross section measurement.

The systematic uncertainties on the charged current cross section measure-
ments are:

e A 2% uncertainty is assigned to the hadronic energy measured in the
LAr calorimeter, 1% of which is assumed to be correlated (section 4.1).

e A 10% correlated uncertainty is assigned to the energy identified as
noise in LAr calorimeter (section 4.1).

e A correlated uncertainty due to variation of the variable V,..4, by £0.02
(section 5.2.3).

e A 30% correlated uncertainty on the subtracted photoproduction back-
ground (section 5.2.3).

e A 10% correlated uncertainty on the subtracted NC (section 5.2.3),
and 20% on the other ep backgrounds [128] (lepton pair and W pro-
duction, see section 1.3).

e A y dependent uncorrelated uncertainty introduced by non-ep back-
ground finders (section 5.2.4):

2% for y, < 0.1,
1% for y;, > 0.1.
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e A y dependent uncorrelated uncertainty of the vertex finding efficiency
(section 5.2.2):

15% for y, < 0.05,
6% for 0.05 < yj, < 0.15,
1% for 0.15 < y,, < 0.1.

e An uncertainty on the trigger efficiency is determined as a quadratic
sum of the trigger inefficiency and the statistical error of PSCC events

used for the efficiency determination: 15%(1 — ) @ Erriiel, ..

The first uncertainty component is assumed to be correlated. The
statistical error of PSCC events, Erriidl, .. is considered to be uncor-

related and was estimated to be 1% in this analysis (section 5.2.1).

e An uncorrelated uncertainty due to QED radiative corrections (see sec-
tion 1.2.3) was estimated in [129] and on average is smaller than 2%
(depending on the kinematic region). The uncertainty on the radiative
corrections is determined by comparing ;¢ obtained from various nu-
merical programs which slightly differ in the implementation of O(«)
and higher order QED corrections.

e A 0.5% correlated uncertainty is related to the variation of the dif-
ferent choice of PDFs used in the MC simulation. The uncertainty
was estimated using several commonly used PDFs (e.g. MRSH [53],
CTEQ [55]) to derive charged current cross sections.

A global uncertainty of 1.3% is considered on the luminosity measurement,
out of which 0.5% is assumed as correlated.

The absolute uncertainty of 1.1% and 0.7% on the mean polarisation is con-
sidered for the L. and R data samples, respectively.

The total systematic error on the cross section is obtained adding the in-
dividual uncertainties in quadrature. The total error of the measurement is
formed by adding the total systematic and statistical (determined from the
number of data events) errors in quadrature.

For the measurement of the total CC cross section the uncertainty on the
luminosity is included in the total systematic uncertainty but the polarisa-
tion error is not (see discussion in section 7.1). In the single and double
differential cross section measurement the normalisation uncertainty of the
luminosity is not considered in the total systematic uncertainty but the un-
certainty of polarisation is included.

The summary of all uncertainties with the effects to the total cross section
measurements is shown in Table 6.1.
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120 Charged Current Cross Section Measurement

‘ systematic uncertainty ‘ variation ‘ effect on oyt ‘
hadronic scale +2% 1.3%
noise subtraction +10% 0.3%
trigger efficiency +(15%(1 — €) ® Erriidt, ) 2%
vertex efficiency y dependent 2.1%
Vap/Vyp cut +0.02 0.6%
statistical error of CC MC 0.5%
vp bkg subtraction +30% 0.5 —-1)%
NC bkg subtraction +10% < 0.1%
rest ep bkg subtraction +20% < 0.3%
background finders y dependent 1.1%
radiative corrections 0.8%

| total systematic uncertainty | | 36 -31% |

‘ luminosity ‘ ‘ 1.3% ‘

Table 6.1: The list of all systematic uncertainties and estimated effects to
the total charged current cross section.
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Chapter 7

Results

The e*p charged current cross sections measured with left and right handed
positrons in the beam (polarised cross sections) allow to perform novel tests
of the electroweak part of the Standard Model.

The cross sections in this chapter are presented in the following order: The to-
tal CC cross section a’(‘%, the Q% dependence of the CC cross section do/dQ?,
the = dependence of the CC cross section do/dr and the CC cross section
measured double differentially, d?c /dzdQ?.

The polarised cross sections were found to be in agreement with the Stan-
dard Model expectation, i.e. proportional to the positron polarisation (see
equation 1.46). Thus the results can be combined into an unpolarised cross
section measurement with the better statistical precision. This also gives an
improved access to the QCD observables and allows direct comparisons with
previous H1 CC measurements.

The numerical values of all CC cross sections of the present measurement
together with the systematic uncertainties are summarised in Appendix A,
Tables A.4-A.9.

7.1 Polarised CC Cross Sections

The most interesting measurement, testing the electroweak model, is the po-
larisation dependence on the total charged current cross sections. It is a first
such measurement at high Q?. The measured polarisation dependence allows
direct tests of the electroweak sector of the Standard Model which predicts a
linear dependence of the cross section on (1 + P,) in a V — A type theory.
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7.1.1 Polarisation Dependence of the Total CC Cross Section

The measurement of the total charged current cross sections, a’(‘%, was per-

formed in the kinematic region Q% > 400 GeV? and y < 0.9 '

The measured total CC cross sections for two values of the longitudinal
positron polarisation P, are presented in Table 7.1. In the table also the
unpolarised CC total cross section, based on 65.2 pb~! of data and collected
in the years 1999-2000 [18], is given.

‘ P.(%) ‘ olol, (pb) ‘ SM expectation (pb) ‘
-40.2 | 14.16 £ 1.0844qs F 0.565y; 15.69 +£0.3
0 28.44 £ 0.77 504 £ 0.85ys¢ 26.3 04
+33.6 | 35.58 £ 1.474¢ = 1.354y4t 35.08 + 0.6

Table 7.1:  The total CC cross section wvalues measured in the region
Q? > 400 GeV? andy < 0.9 together with the expectations of the Standard
Model.

The labels stat and syst in Table 7.1 stand for the statistical and total system-
atic uncertainties. As discussed in 6.3 section, the luminosity error is included
in the total systematic (fg)é uncertainty, the polarisation error is not.

The unpolarised (P, = 0) cross section shown in Table 7.1 differs from the
one in [18] in two respects: The Q? cut is adopted to the present analysis
(from Q? > 1000 GeV? to Q? > 400 GeV?), and the uncertainty of the QED
radiative corrections are reduced from 3% to 0.8% (based on [129]). The
uncertainty of the luminosity measurement (1.5%) is included in the total
systematic uncertainty of the unpolarised measurement.

For comparison, the expectations of the Standard Model for the measured
cross sections are also given in Table 7.1. The uncertainties of the SM are
combinations of the model errors and the errors of the experimental data en-
tering into the H1 PDF 2000 fit. The measured charged current cross sections
together with the SM predictions are shown in Figure 7.1.

In order to test the SM predictions of a linear polarisation dependence a
linear fit has been performed to the three data measurements using a x?
minimisation (least squares) method. In the error matrix for the fit, the cor-
related systematic uncertainties (see section 6.2) are taken into account. The
absolute error of the polarisation measurement was considered as independent
uncertainty which is completely uncorrelated for the two measurements.

'The correction from the kinematic cuts (Q7 > 400 GeV?, 0.03 < y» < 0.85,
PT,miss > 12 GeV) to the measured cross section region (Q2 > 400 GeV? and y < 0.9)
was determined to be 1.063 using the H1 PDF 2000 parametrisation.
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The linear fit results in a x? = 4.0 for one degree of freedom. The fit extrap-
olated to the point P, = —1 yields a fully left handed charged current cross
section of

ol (P, = —1.0) = —3.3 £ 2330 + 0.64y5; £ 0.8,/ pb

This value is consistent with zero. The errors here correspond to the statistical
(stat) and systematic (syst) uncertainties. There is an additional systematic
uncertainty from the polarisation measurement (pol).

3 [T T T T | T T T T T T T T T T
s
b8 ol €P - VX 7
i ® Data (this measurement) ]
i O 99-00 Data ]
40— H1 PDF 2000 7
i — Linear Fit ]
30— _
20 ]
10 , , -
L Q"> 400 GeV .
- y<0.9 i
O_ 1 | ‘ | | ‘ | | | ‘ | ]
-1 -0.5 0 0.5 1
Pe

Figure 7.1: The etp CC cross section as function of the positron polarisation
P.. The full symbols represent this measurement, the open symbol represents
the H1 1999-00 data. The inner error bars are the statistical, the outer ones
the total errors. The (horizontal) errors on the polarisation measurement
are smaller than the symbol sizes. Also shown is the prediction from the
Standard Model using H1 PDF 2000 (see text) for the parton distribution
functions (dark green shaded band). The linear fit to the data is shown as
the dark line with a one-sigma error band.
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From the uncertainties of the extrapolated cross section to the point P, = —1,
an upper limit of 2.24 pb at 95% confidence level (CL) is derived using a pre-
scription, according to Feldman and Cousins [130].

The result obtained is consistent with the electroweak theory prediction of a
vanishing cross section due to the V' — A character (see section 1.1.5) of the
weak charged current.

The upper limit of 094 (P. = —1) can be used to set a limit on the mass
of a hypothetical right handed gauge boson Wg. Assuming that the total CC
cross section is as a sum of R and L charged currents (mediated by Wy, and
W, respectively), i.e. 0%, = (14 P.)ol + (1 — P.)o&, the extrapolated
cross section upper limit 2.24 pb at P, = —1 can be directly used to deter-
mine the mass of Wg. For the calculation the assumptions of a massless right
handed v, and SM couplings were made. The result obtained excludes the
existence of charged currents mediated by a right handed Wx of mass below
200 GeV at 95% CL.

The published measurement of the total CC cross sections [13] is the result
of a common effort of two independent analysis groups at H1. A very good
agreement of two independent cross section measurements was achieved and
the results of both analyses were used in the publication.

The result of this analysis differs from the corresponding published [13] result
of ot (at P. = +33.6%) in the following aspect: Due to improved under-
standing of the difference of the vertex efficiency between pseudo CC and CC
simulated events, the corresponding systematic uncertainties were reduced

substantially (see section 5.2.2).

The measurement of the total CC cross section was also performed within
the ZEUS collaboration [131]. Both results are presented in Figure 7.2. The
linear fit of the ZEUS data provides a cross section [131] at P, = —1.0 of

oleVS (P, = —1.0) = 7.4 £ 3.950 & 12445 Db

with the same error notation as above. The result obtained is consistent with
the prediction of Standard Model as well.

Starting in 2005, the HERA machine is running with electrons instead of
positrons. The e p data offer an additional possibility to test the electroweak
part of the Standard Model. Like etp CC cross sections, the CC cross sec-
tion for polarised e~ beam depends linearly on the longitudinal polarisation,
but with a (1 — P,) dependence. Thus the e p CC cross section vanishes
at P, = +1. The prediction for the e”p CC total cross section, based on
the H1 PDF 2000 parton distribution functions, is shown as a dashed line in
Figure 7.2.
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Figure 7.2: The etp CC total cross sections as function of P, measured in
this analysis (closed circles) and published by the ZEUS collaboration [131]
(open bozxes). The inner error bars represent the statistical, the outer ones
the total errors. The horizontal errors on the polarisation measurement
are smaller than the symbol sizes. Also shown is the prediction from the
Standard Model based on the H1 PDF 2000 parton distribution functions for
etp (line) and e p (dashed line).
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7.1.2 The ()? Dependence of the Polarised CC Cross Section

The Q? dependence of the polarised charged current cross sections was mea-
sured in the kinematic region y < 0.9 2. The measured cross sections together
with the SM predictions based on the H1 PDF 2000 parton distribution func-
tions are shown in Figure 7.3 (note that the measurement of o9}, presented
in the previous section does not include the value of do/dQ? measured at
Q? = 300 GeV?). As seen in the figure, the measured cross sections agree
well with the theory predictions over the entire Q? range. However, a small
difference in the region 398 GeV? < Q% < 708 GeV? was observed. The differ-
ence has been investigated and was shown to originate neither from detector
effects nor from the data treatment [120]. Most likely, this is a statistical
fluctuation (consistent within 2.6 standard deviations with the expectation).
The cross section values of the do /dQ? measurement are given in Appendix A,

Tables A.2 and A.3.
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Figure 7.3: eTp CC cross sections of two polarised (L and R) measurements
as function of Q* for y < 0.9. For comparison, the SM predictions based on
the H1 PDF 2000 parton distribution functions are shown.

*The factors estimating the influence to do/dQ” due to changes in the kinematic re-
gion (from the analysis cuts to the cross section measurement) are given in Appendix B,
Table B.1.
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7.1.3 The 2 Dependence of the Polarised CC Cross Section

The z dependence of the CC cross sections was measured in the kinematic
region Q% > 1000 GeV? and y < 0.9 3. The results together with the SM pre-
dictions are presented in Figure 7.4. The decrease of the theory expectations
observed at low z values is a result of the kinematic cuts (Q? > 1000 GeV?
and y < 0.9).

The tabulated cross sections can be found in Appendix A, Tables A.5 and
A.6.
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Figure 7.4: Polarised e*p CC cross sections as function of x, measured in
the kinematic region Q% > 1000 GeV? and y < 0.9. For comparison, the
SM predictions based on the H1 PDF 2000 parton distributions are shown.

3The factors estimating the influence to do/dx due to changes in the kinematic re-
gion (from the analysis cuts to the cross section measurement) are given in Appendix B,
Table B.2.
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7.1.4 Polarised Double Different Cross Section

The measurement of the polarised double differential charged current cross
sections, d?0 /dzdQ?, was performed in the region of 300 < Q? < 15000 GeV?
and 0.013 < z < 0.65. The results of this measurement together with the
theory predictions are presented in the form of reduced cross sections, o¢cc,
(equation 1.39) which are directly related to the parton distribution functions,
and are shown in Figure 7.5.

The measured double differential cross sections are interesting as the test of
the electroweak part of Standard Model as well as an additional input to the
existing H1 inclusive results for the extraction of the parton distributions of
the proton (PDFs) by a next-to-leading order QCD fit.

The numerical values of d?c/dzdQ? and G¢oc are tabulated in Appendix A,
Tables A.8 and A.9.

7.2 Unpolarised CC Cross Sections

As discussed in section 1.2.1, the theory predicts a linear dependence of the
CC cross sections on the positron beam polarisation (equation 1.46). The
results discussed in the previous section showed a remarkable agreement of
the CC cross sections for each (L an R) sample (0%, do/dQ?, do/dz and
d*0/dzdQ?) with the Standard Model expectations. Thus with the available
statistical precision, the L and R charged current samples can be combined
in order to measure an unpolarised CC cross section. Unpolarised CC cross
sections are interesting for the following reason: The statistical error would be
significantly reduced (although still remains the dominant uncertainty) and
thus better precision can be offered to QCD analyses (i.e. the extraction of
the parton distributions within the proton).

The combined L and R charged current sample (for characteristics of L and R
data sets see Tables 5.1 and 5.5) was corrected for the remaining polarisation
(Prest = 1.49%) to a fully unpolarised data set which is determined as follows:

LrPr+ L P,

Prest = ER T EL

Here, Lr and Pg correspond to the integrated luminosity and polarisation of
the R data sample, similarly £ and Py, are used for the L data set.
The integrated luminosity of the unpolarised data set is 47.6 pb~ .

In the following, the unpolarised differential CC cross sections do/dQ?, do /dx
and d?0/dzdQ? are presented.
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Figure 7.5: The reduced polarised etp CC cross sections as function of x
for different Q2 values of the left handed (top) and right handed (bottom,)
data. The theory expectation based on the H1 PDF 2000 parton distribution
functions is also shown.
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7.2.1 The ()? Dependence of the CC Cross Section

The Q? dependence of the unpolarised charged current cross sections was
measured in the same kinematic region as the polarised one, i.e. for y < 0.9.
The results are presented in Figure 7.3. The data are compared with predic-
tions of the H1 PFD 2000 fit and show good agreement. The data to theory
ratio is also given in Figure 7.6.

The numerical values of the cross sections are tabulated in Appendix A, Ta-

ble A.1.
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Figure 7.6: Unpolarised eTp CC cross section as function of Q* for y < 0.9.
The band represents the uncertainty of the H1 PDF 2000 fit calculated by
the adding in quadrature the experimental uncertainty as derived from the
fit and the model uncertainty [18, 132]. The bottom plot shows the ratio of
cross sections for data and theory.
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Figure 7.7 shows the new results of the unpolarised differential CC cross sec-
tion do/dQ? together with corresponding the neural current cross section
measured at H1 in the years 1999-2000 [18]. The NC cross section at low Q?
exceeds the CC cross section due the dominant photon exchange (the NC cross
section increases towards low Q2 like 1/Q*), whereas the CC cross section at
low )? is suppressed by the W propagator mass (~ [M3,/(Q*+ M2,)]?). How-
ever, the CC and NC cross sections approach each other in the region where
QQ? is of comparable size with the weak intermediate vector boson masses
(Q? =~ M%(W)). This is a manifestation of the electro-weak unification (see

section 1.2).
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Figure 7.7: Unpolarised etp CC cross sections for data taken from the years
2003-04 (this analysis) and etp NC cross sections measured in the years
1999-00 [18] as function of Q* for y < 0.9. The bands are theory expec-
tations based on the Standard Model with parton density functions from
H1 PDF 2000, determined as explained in Figure 7.6.
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7.2.2 The x Dependence of the CC Cross Section

Similarly to the polarised cross section, the kinematic cuts Q* > 1000 GeV?
and y < 0.9 were applied for the measurement of the unpolarised differential
cross section do/dzx. The x dependence of the unpolarised charged current
cross section for data and theory is presented in Figure 7.8. The ratio of the
cross sections for data and the H1 PDF 2000 predictions (Figure 7.8) shows
good agreement between measured and predicted do/dz values.

The numerical values of the cross sections are tabulated in Appendix A, Ta-
ble A 4.
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Figure 7.8: Unpolarised e™p CC cross sections as function of x measured
in the kinematic region Q% > 1000 GeV? and y < 0.9. The comparison
of the cross sections of data and theory based on the H1 PDF 2000 parton
distribution functions (band determined as explained in Figure 7.6), is also
shown. The bottom plot shows the ratio of cross sections for data and theory.
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7.2.3 Unpolarised Double Different Cross Section

The measurement of the unpolarised double differential CC cross section,
d*c/dzdQ?, was performed in the same kinematic region as the polarised
one, i.e. 300 < Q? < 15000 GeV? and 0.013 < z < 0.65. The results
together with the theory predictions are presented in Figure 7.9 in the form
of the reduced cross section, ¢ (equation 1.39).

The numerical values of d’c/dzdQ? and G¢cc are tabulated in Appendix A,
Table A.7.
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Figure 7.9: Unpolarised e™p reduced charged current cross section as func-
tion of = for different values of Q*. The model uncertainty based on the H1
PDF 2000 parton density functions is shown as the shaded band (determined
as explained in Figure 7.6).
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Comparison with 1999-00 e¢*p Measurement at H1

The comparison of the unpolarised reduced CC cross section go¢ with the
previous unpolarised H1 e™p measurement [18] is presented in this section.
The unpolarised measurement from [18] is based on data taken in 1999 and
2000 at a centre of mass energy /s = 319 GeV (as in the present analysis),
and correspond to an integrated luminosity of 65.2 pb~! (luminosity of the
present measurement is 47.6 pb~!).

The reduced CC cross sections are shown in Figure 7.10 (top). Good agree-
ment is observed between the unpolarised 1999-00 measurement and the re-
sults of the present analysis performed with polarised positrons. Despite the
fact that two analyses differ in the event selection requirements, a very rea-
sonable agreement is observed between the cross sections.

The overall good agreement of the cross sections of both data measurements
and the predictions of H1 PDF 2000 is also seen in the ratio plots shown in
Figure 7.10 (bottom). The highest x cross section points are missing in this
analysis due to low statistics (typically < 2 events) but are present in the
99-00 measurement.
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Figure 7.10: Reduced unpolarised et p charged current cross section oo of
the present measurement (solid symbols) and previous H1 measurement pub-
lished in [18] (open symbols) as function of = at different values of Q. The
theory expectations based on the H1 PDF 2000 parton distribution functions
are shown as bands (determined as explained in Figure 7.6).
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The Quark Distribution xzd at Large =

In the QPM, the e™p CC reduced cross section ¢c is a sum of quark distri-
butions (see equation 1.44 in section 1.2.1):

Goc =zfu+e + (1 —y)’z[d + s).

The various contributions of the quarks to the CC cross section can be calcu-
lated from the H1 PDF 2000 fit as described in [18,132]. Figure 7.11 shows
the reduced unpolarised CC cross section (from the beginning of this chapter)
and the sum of all quark contributions (as predicted by the H1 PDF 2000 fit)
as a band. As can be seen from Figure 7.11, the charged current cross section
is dominated at large x by the d quark (its contribution is shown as the solid
line). This provides a unique possibility to constrain the d quark distribution
in a QCD fit, since the e"p CC and e*p NC cross sections are dominated at
large = by the u quark distribution.
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Figure 7.11: Unpolarised e*p reduced charged current cross sections as func-
tion of x for various values of Q* (same this analysis data as in Figure 7.9).
Also shown are the expected contribution of the valence quark (zd) indicated
as a dark line. The model uncertainty (H1 PDF 2000) is shown as a shaded
band.
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Chapter 8

Summary and Outlook

Measurements of the e™p deep inelastic charged current (CC) cross sections
with the H1 detector at HERA have been presented in this thesis. The mea-
surements are based on data taken in the years 2003-04 at a centre-of-mass
energy /s = 319 GeV with positrons of negative and positive longitudi-
nal polarisation, corresponding to integrated luminosities of 20.7 pb~' and
26.9 pb~!, respectively. These are the first measurements of the polarisa-
tion dependence of the charged current cross sections at high four-momentum
transfer squared Q2.

The relevant aspects of the charged current analysis, especially the under-
standing of detector effects in the data and in the Monte Carlo simulations,
have been developed in the thesis. To improve the triggering for the ongoing
HERA running, the neural networks for the DIS event trigger rate reduction
at the second H1 trigger level were provided.

The total and differential charged current cross sections, rré?é, do/dQ?, do/dx
and d?o /drd@Q?, are measured in the kinematic region of Q? > 300 GeV? and
inelasticity y < 0.9. The measured cross sections were compared with the the-
ory expectations and found to be in agreement with the Standard Model (SM)
prediction. The total charged current cross section extrapolated to P, = —1
was found to be consistent with zero, supporting the absence of the right
handed charged currents in the electroweak sector of the SM.

Part of the results obtained with the present analysis were published by the
H1 Collaboration as the first polarisation dependence of the total charged
current cross section measurement at HERA [13].

The results of this analysis can be further used in the following aspects:

The d quark distribution in the valence region can be constrained
which is possible especially from the eTp CC interactions at HERA
in the large Q? region. The understanding of the proton structure is
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Summary and Outlook

essential for future studies in the field of particle physics, for example,
in studies of pp collisions at the Large Hadron Collider (LHC);

Charged current cross sections can be used to determine the mass of
heavy intermediate vector boson W. Although the mass of the W
presently is known with high precision [24], the space-like domain of
W exchange at HERA brings an additional quality to the boson mass
determination;

Together with the data presently being collected at HERA 11, precise
tests of the electroweak SM section can be performed (the statisti-
cal error still dominates in the present analysis). New, precise mea-
surements can be used to constrain the physics beyond the Standard
Model.
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Appendix A

Tables of Results

In this appendix the results of the single and double differential charged cur-
rent e*p cross section measurements are given. The results of the unpolarised
cross section measurement, i.e. the combination of I and R data sets are pre-
sented first, then the results of polarised cross section measurements are given.

Abbreviations used in tables:

(ssta,t
5sys
5tot
5unc

5h

unc

5(301"

V+
6cor

5h+

cor

5PJ+

cor

the relative statistical error

the relative systematical error

the relative total error

the uncorrelated part of the systematic error

the contribution of the hadronic energy error to the uncorrelated
systematic error

the correlated part of the systematic error

the contribution from a positive variation of one standard deviation
of the vertex requirement error

the contribution from a positive variation of one standard deviation
of the hadronic energy error

the contribution from a positive variation of one standard deviation
of the error due to noise subtraction
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Tables of Results

Q2 dUCC/dQ2 65tut 65y5 6tot 6unc 61},'11(1 6cor 6(“/0;"» 6(}}:;' 6(]‘\(];‘»
(GeV?) | (pb/Gev?) || (%) | (%) | (%) (%) | (%) (%) | (%) | (%) | (%)
300 3.352e-02 12.08 13.75 18.31 10.53 -3.42 8.84 7.84 | -1.97 | -0.56
500 1.732e-02 9.71 6.76 11.84 5.76 -1.58 3.54 2.84 | -0.78 0.79
1000 1.094e-02 7.60 4.23 8.70 3.85 -1.01 1.73 0.76 | -0.57 0.60
2000 5.009e-03 7.23 3.16 7.89 2.88 0.31 1.31 0.41 0.40 0.39
3000 2.287e-03 8.78 4.02 9.66 3.42 2.55 2.12 0.38 1.61 0.67
5000 1.182e-03 9.72 5.77 11.30 4.83 4.35 3.16 0.42 2.66 0.75
8000 2.842e-04 16.10 10.48 19.22 9.05 8.75 5.29 0.48 4.64 1.15
15000 3.409e-05 31.17 | 18.71 | 36.35 15.44 | 15.21 10.55 0.50 9.55 1.57

Table A.1: The unpolarised (P, = 0) cross section docc/dQ? of the com-
bined 2003-04 ¢*p CC measurement for y < 0.9. The luminosity uncertainty
of 1.3% is not included in the errors.

2 d(TOC/dQ2 Ostat 5sys Otot Oune (51},'11(1 Ocor 5("/(')-;-_ (5(}";;‘ 5({\:)_7!—
(GeV?) | (pb/GeV?) || (%) | (%) | (%) () | %) || (&) | (&) | (%) | (%)
300 2.154e-02 23.94 14.74 | 28.12 10.52 | -3.27 9.97 7.89 -1.87 | -0.46
500 7.177e-03 24.21 7.50 25.34 5.82 -1.61 3.89 2.78 -0.79 0.75
1000 5.538e-03 16.72 5.11 17.48 3.83 -1.02 2.06 0.81 0.56 0.63
2000 3.027e-03 14.39 4.23 15.00 2.94 0.23 1.43 0.40 0.31 0.41
3000 1.295e-03 17.83 4.87 18.48 3.47 2.65 2.12 0.41 1.64 0.60
5000 7.139e-04 19.22 6.41 20.26 4.92 4.44 3.13 0.43 2.68 0.73
8000 1.460e-04 34.55 10.71 36.18 8.91 8.62 5.30 0.47 4.71 1.15

Table A.2: The polarised (P, =

—40.2%) cross section docc/dQ? of the
left handed (L) 2003-04 e*p CC measurement for y < 0.9. The luminosity
uncertainty of 1.3% is not included in the errors.

Q2 da—OC/dQ2 Ostat 5sys Otot Oune (51},'11(1 Ocor 5(“/r)_7|‘— 5(}’1:;' 5(]‘\(r)j‘_
(GeV?) | (pb/GeV?) || (%) | (%) | (%) (%) | (%) (%) | (%) | (%) | (%)
300 4.408e-02 14.02 13.77 19.65 10.50 -3.35 8.69 7.95 -1.92 | -0.50
500 2.566e-02 10.60 6.99 12.69 5.77 -1.56 3.43 2.87 | -0.76 0.75
1000 1.545e-02 8.53 4.61 9.70 3.85 -0.97 1.62 0.75 -0.55 0.63
2000 6.574e-03 8.37 3.62 9.11 2.78 0.28 1.25 0.41 0.38 0.44
3000 3.074e-03 10.08 4.53 11.05 3.51 2.67 2.10 0.41 1.65 0.59
5000 1.573e-03 11.26 6.00 12.76 4.76 4.28 3.09 0.42 2.62 0.77
8000 3.980e-04 18.21 10.65 | 21.09 9.04 8.74 5.29 0.47 4.68 1.15
15000 3.943e-05 39.10 18.46 | 43.24 15.23 14.99 10.26 0.50 9.30 1.52

Table A.3: The polarised (P. = 33.6%) cross section docc/dQ? of the right
handed (R) 2003-04 e*p CC measurement for y < 0.9. The luminosity
uncertainty of 1.3% is not included in the errors.
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xr dO’CO/dQﬁ Ostat 653;5 Otot Ounc 61’1111(’ Ocor 6(“/(;71“ 6(}}04; 6!\rl)j:
(pb) (%) | (%) | (%) (%) | (%) || %) | (%) | (%) | (%)

0.032 1.570e+02 9.15 3.38 9.75 2.75 0.73 1.96 | 0.35 | 0.53 0.89
0.080 | 8.719e+01 7.03 3.05 7.66 2.68 1.46 1.47 | 0.39 | 0.70 0.71
0.130 | 5.097e+01 8.32 4.36 9.39 3.87 2.62 2.01 | 0.47 | 1.56 0.35
0.250 | 1.434e+01 13.12 7.01 14.87 6.09 5.32 3.47 | 0.51 | 2.91 0.66
0.400 | 4.530e+00 28.46 | 14.04 | 31.74 11.46 | 11.18 811 | 0.50 | 6.53 | -1.85

Table A.4: The unpolarised (P, = 0) cross section doc¢/dzx of the combined
2003-04 etp CC measurement for y < 0.9 and Q% > 1000 GeV?2 The

luminosity uncertainty of 1.3% is not included in the errors.

T dﬂ()(}/dm 6sf,at 5sys 61,01‘, 51”1(3 5ch 5cor 52{7_: 6?;; 557_:
(pb) ) | (B) | (%) %) | () || B) | (%) | (&) | (%)

0.032 | 1.044e+02 17.36 4.51 17.94 2.87 0.68 2.23 | 0.35 | 0.46 | 0.80
0.080 | 4.004e+01 15.97 4.10 16.49 2.71 1.53 1.50 | 0.41 | 0.76 | 0.74
0.130 | 3.783e+01 14.75 5.09 15.61 3.85 2.60 1.99 | 0.47 | 1.57 | 0.38
0.250 | 7.503e+00 28.04 7.49 29.02 6.06 5.29 3.49 | 0.51 | 294 | 0.61
0.400 | 3.012e+00 63.89 | 15.86 | 65.83 12.65 | 11.86 9.17 | 0.50 | 6.79 | -2.71

Table A.5: The polarised (P, = —40.2%) cross section docc/dz of the left
handed (L) 2003-04 e*p CC measurement for y < 0.9 and Q% > 1000 GeV2.
The luminosity uncertainty of 1.3% is not included in the errors.

T dﬂ()(}/dm 6sf,at 5sys 61,01‘, 51”1(3 5ch 5cor 5;{74; 6?04; 501\1171»
(pb) (%) | (%) | (%) (%) | (%) || &) | (%) | (%) | (%)

0.032 | 1.982e+02 10.75 3.72 11.38 2.63 0.66 1.77 1 0.39 | 0.48 | 0.82
0.080 | 1.241e+02 7.83 3.61 8.62 2.67 1.50 1.45 | 0.41 | 0.72 | 0.72
0.130 | 6.210e+01 10.07 4.78 11.15 3.88 2.64 2.01 | 0.47 | 1.59 | 0.37
0.250 | 2.021e+01 14.85 7.25 16.52 6.08 5.32 3.44 | 0.51 | 294 | 0.64
0.400 | 6.588e+00 31.70 | 14.34 | 34.79 11.62 | 11.37 8.17 | 0.50 | 6.79 | -1.75

Table A.6: The polarised (P, = 33.6%) cross section docc/dz of the right
handed (R) 2003-04 e*p CC measurement for y < 0.9 and Q% > 1000 GeV2.
The luminosity uncertainty of 1.3% is not included in the errors.
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Q2 T Y d? U—C'C'/dmdQ2 occ 6stat 6sys 6t0t 6unc 6an 6cor 62{;; 62(;; 6CN0;{"

(pb/GeV?) (%) | (0) | (B) || (%) | (%) || %) | () | (%) | (%)

300 | 0.013 | 0.227 7.052e-01 1.187 || 25.03 | 19.46 | 31.71 || 13.76 | -4.12 || 13.76 | 12.89 | -2.69 | -0.70
300 | 0.032 | 0.092 2.065e-01 0.856 || 20.65 | 10.65 | 23.24 8.02 | -2.92 7.01 5.56 1.38 | 0.78
300 | 0.080 | 0.037 7.279e-02 0.754 || 23.27 | 12.67 | 26.50 || 11.25 | -2.66 5.84 2.25 | -1.83 | -1.97
500 | 0.013 | 0.379 4.286e-01 0.765 || 21.64 | 11.54 | 24.52 8.19 | -1.43 8.14 7.44 1.21 | 0.85
500 | 0.032 | 0.154 1.607e-01 0.706 || 15.06 | 5.54 | 16.04 || 4.31 | -1.92 3.48 1.63 | -1.21 | 1.09
500 | 0.080 | 0.062 4.397e-02 0.483 || 17.35 | 7.25 | 1880 || 6.85 | -1.56 2.38 0.52 | -0.38 | -0.49
1000 | 0.013 | 0.757 4.261e-01 0.874 || 16.89 | 10.44 | 19.85 7.72 | -2.86 7.03 5.92 | -2.64 | -0.19
1000 | 0.032 | 0.308 1.303e-01 0.657 || 12.14 | 3.35 | 12.59 2.47 | -0.79 2.27 | -0.38 | 0.37 | 0.63
1000 | 0.080 | 0.123 3.641e-02 0.459 || 13.27 | 491 | 14.15 4.36 0.83 2.25 0.46 | 0.90 | 0.92
1000 | 0.130 | 0.076 1.323e-02 0.271 || 28.02 | 7.73 | 29.07 || 6.68 | -0.95 3.89 0.50 | -0.87 | -2.14
2000 | 0.032 | 0.615 7.907e-02 0.513 || 11.84 | 3.66 | 12.39 || 2.90 | -1.08 2.23 0.50 | -0.52 | 0.80
2000 | 0.080 | 0.246 2.574e-02 0.418 || 11.25 | 2.98 | 11.64 2.21 0.78 2.00 0.34 0.89 | 0.72
2000 | 0.130 | 0.152 1.060e-02 0.280 || 17.79 | 5.67 | 18.67 5.06 1.57 2.54 0.48 | 0.98 | -0.52
2000 | 0.250 | 0.079 1.147e-03 0.058 || 77.63 | 9.62 | 78.22 6.62 | -0.65 6.97 0.50 | -1.39 | -3.40
3000 | 0.080 | 0.369 1.551e-02 0.315 || 12.73 | 4.18 | 1340 || 3.24 | 2.61 2.65 0.46 | 1.82 | 0.69
3000 | 0.130 | 0.227 8.263e-03 0.272 || 15.22 | 3.33 | 15.58 || 241 1.48 2.30 0.45 | 0.72 | 0.73
3000 | 0.250 | 0.118 1.266e-03 0.080 || 33.58 | 6.92 | 34.28 || 5.72 3.47 3.90 0.50 | 1.61 | -1.25
5000 | 0.080 | 0.615 1.013e-02 0.301 || 16.07 | 7.19 | 17.61 5.99 5.62 3.98 | -0.52 | 2.78 | 1.10
5000 | 0.130 | 0.379 4.908e-03 0.237 || 1592 | 5.15 | 16.73 3.73 3.28 3.55 0.50 2.54 | 0.93
5000 | 0.250 | 0.197 1.531e-03 0.142 || 20.96 | 5.87 | 21.76 || 4.29 3.86 4.01 0.51 | 2.64 | 0.42
5000 | 0.400 | 0.123 6.727e-04 0.100 || 44.85 | 13.92 | 46.96 || 9.72 8.93 9.97 | 0.50 | 3.84 | -2.62
8000 | 0.130 | 0.606 2.048e-03 0.158 || 22.68 | 11.06 | 25.23 || 9.24 | 9.07 6.08 0.44 | 4.78 | 1.59
8000 | 0.250 | 0.315 5.498e-04 0.081 || 26.51 | 9.09 | 28.02 7.35 7.13 5.36 0.50 | 4.02 | 1.11
8000 | 0.400 | 0.197 1.932e-04 0.046 || 44.89 | 15.01 | 47.33 || 10.98 | 10.83 || 10.23 | 0.50 7.39 | -1.22
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Table A.7: The unpolarised (P, = 0) cross section d?ccc/dzdQ? and the reduced cross section Go¢ of the combined 2003-04
etp CC measurement. The luminosity uncertainty of 1.3% is not included in the errors.
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Q2 €T ) d2 UCC/dmd(g2 6'(7(7 5stat 6sys 6tot 6unc 6ch 5007‘ 52{)}’-_ 6?:;- 6113\(21_

(pb/GeV?) ) | %) | (%) ) | %) || (B) | (&) | (%) | (%)
300 | 0.013 | 0.227 7.018e-01 1.181 38.69 | 20.08 | 43.59 13.64 | -3.96 || 14.49 | 13.10 | -2.38 | -0.29
300 | 0.032 | 0.092 1.007e-01 0.417 || 48.03 | 11.71 | 49.43 785 | -2.73 8.27 | 5.68 | 1.54 | 0.82
300 | 0.080 | 0.037 2.719e-02 0.282 || 63.14 | 13.77 | 64.62 11.33 | -2.64 734 | 228 | -1.63 | -1.56
500 | 0.013 | 0.379 1.241e-01 0.222 67.73 | 11.90 | 68.76 8.08 | -1.47 8.31 7.30 | 1.04 | 0.70
500 | 0.032 | 0.154 5.688e-02 0.250 41.36 6.54 41.87 4.36 | -1.97 4.07 1.62 | -1.06 | 1.00
500 | 0.080 | 0.062 2.506e-02 0.275 || 35.66 7.69 | 36.48 6.82 | -1.50 2.32 0.57 | -0.43 | -0.49
1000 | 0.013 | 0.757 1.175e-01 0.241 93.25 | 10.40 | 54.25 6.99 | -2.45 7.22 5.99 | -232 | 0.13
1000 | 0.032 | 0.308 8.259e-02 0.417 || 23.76 | 4.65 24.21 2.58 | -0.90 2.79 | -0.37 | 048 | 0.71
1000 | 0.080 | 0.123 1.702e-02 0.215 29.98 5.53 30.49 4.33 0.62 2.15 0.48 | 0.84 | 0.87
1000 | 0.130 | 0.076 9.489e-03 0.195 50.76 8.14 51.41 6.71 | -1.01 3.75 0.50 | -0.82 | -2.24
2000 | 0.032 | 0.615 5.399e-02 0.350 22.24 4.79 22.75 3.11 | -0.93 2.46 0.48 | -0.43 | 0.83
2000 | 0.080 | 0.246 1.327e-02 0.215 24.21 3.95 24.53 2.19 | 0.62 1.90 | 035 | -0.79 | 0.76
2000 | 0.130 | 0.152 8.458e-03 0.223 || 30.40 | 6.08 | 31.00 4.96 1.20 229 | 049 | 0.75 | -041
3000 | 0.080 | 0.369 7.079e-03 0.144 28.79 5.08 29.24 3.42 2.85 2.64 0.50 | 1.85 | 0.80
3000 | 0.130 | 0.227 5.644e-03 0.186 28.09 4.23 28.41 2.42 1.50 2.21 0.44 | 0.89 | 0.63
3000 | 0.250 | 0.118 6.479e-04 0.041 71.71 7.42 72.10 5.76 3.95 3.84 0.50 | 1.84 | -1.39
5000 | 0.080 | 0.615 4.056e-03 0.121 39.39 7.44 | 40.09 5.78 | 5.40 3.85 | -0.52 | 2.75 | 0.96
5000 | 0.130 | 0.379 4.592e-03 0.222 25.19 5.85 25.86 3.94 | 351 3.40 | 0.50 | 2.46 | 0.92
5000 | 0.250 | 0.197 6.209e-04 0.058 || 50.65 | 6.77 | 51.10 473 | 4.34 404 | 053 | 2.86 | 0.60
5000 | 0.400 | 0.123 3.163e-04 0.047 || 100.00 | 13.06 | 101.55 8.36 7.47 9.67 0.50 | 4.25 | -2.95
8000 | 0.130 | 0.606 6.941e-04 0.053 60.15 | 11.40 | 61.22 9.30 9.13 6.04 0.43 | 4.90 | 149
8000 | 0.250 | 0.315 4.223e-04 0.063 || 46.30 | 8.99 | 47.16 6.93 | 6.69 5.07 | 0.50 | 3.82 | 0.96
8000 | 0.400 | 0.197 8.970e-05 0.021 || 100.00 | 15.73 | 102.04 || 11.62 | 11.47 || 10.26 | 0.50 | 7.90 | -0.99

Table A.8: The polarised (P, = —40.2%) cross section d’occ / dzdQ? and the reduced cross section o of the left handed

(L) 2003-04 e*p CC measurement. The luminosity uncertainty of 1.3% is not included in the errors.
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Q2 T Yy dQUoo/d.’EdQQ &CC 6stat 6sys 6t0t 6unc 6{;”5 6cor 62;1» 62(;; 62;4:
(pb/GeV?) (%) | &) | (%) (%) | (%) (%) | (B) | (%) | (%)

300 | 0.008 | 0.369 2.167e+00 2.245 || 46.19 | 37.36 | 59.41 || 29.96 | -5.77 || 22.23 | 21.23 | -3.41 | -0.69
300 | 0.013 | 0.227 7.254e-01 1.221 || 33.27 | 19.51 | 38.57 || 13.74 | -4.13 13.71 | 13.00 | -2.59 | -0.52
300 | 0.032 | 0.092 2.993e-01 1.240 || 22.84 | 10.67 | 25.21 798 | -2.61 6.81 5.71 1.30 | 0.62
300 | 0.080 | 0.037 1.115e-01 1.155 || 24.99 | 12.58 | 27.98 || 11.29 | -2.82 5.19 222 | -1.88 | -1.45
500 | 0.008 | 0.615 1.219e+00 1.339 || 56.35 | 24.73 | 61.54 || 18.64 | -1.10 16.13 | 15.25 | -0.21 | 1.81
500 | 0.013 | 0.379 6.720e-01 1.199 || 22.77 | 11.66 | 25.58 || 8.46 | -1.54 7.79 | 7.27 | -0.86 | 0.50
500 | 0.032 | 0.154 2.453e-01 1.078 || 16.16 | 5.68 | 17.13 4.27 | -1.81 3.20 1.67 | -1.00 | 1.05
500 | 0.080 | 0.062 6.065e-02 0.666 || 19.84 | 7.48 | 21.20 6.84 | -1.56 2.32 0.55 | -0.48 | -0.58
1000 | 0.013 | 0.757 6.889¢-01 1.412 || 17.79 | 10.76 | 20.79 || 8.01 | -2.28 6.92 | 6.03 | -2.30 | 0.32
1000 | 0.032 | 0.308 1.704e-01 0.860 || 14.09 | 3.75 | 14.58 || 2.46 | -0.91 2.05 | -0.37 | 0.38 | 0.65
1000 | 0.080 | 0.123 5.231e-02 0.660 || 14.78 | 5.20 | 15.67 || 4.33 | 0.71 212 | 0.47 | 0.81 | 0.85
1000 | 0.130 | 0.076 1.656e-02 0.340 || 33.62 | 7.92 | 34.54 6.68 | -1.02 3.78 0.50 | -0.69 | -2.20
2000 | 0.032 | 0.615 9.805e-02 0.636 || 13.96 | 3.85 | 14.48 2.60 | -0.79 2.07 0.51 0.31 0.88
2000 | 0.080 | 0.246 3.561e-02 0.578 || 12.72 | 3.44 | 13.18 2.09 0.71 1.91 0.36 | -0.77 | 0.79
2000 | 0.130 | 0.152 1.254e-02 0.330 || 21.94 | 5.85 | 22.71 4.99 1.17 2.35 0.49 0.76 | -0.44
2000 | 0.250 | 0.079 2.401e-03 0.122 || 67.50 | 9.57 | 68.18 || 6.61 | 0.68 6.65 | 0.50 | -1.37 | -3.66
3000 | 0.080 | 0.369 2.197e-02 0.445 || 14.18 | 4.78 | 14.97 3.51 2.91 2.61 0.49 1.81 0.78
3000 | 0.130 | 0.227 1.036e-02 0.341 || 18.09 | 3.88 | 18.51 2.46 1.57 2.28 0.44 0.98 | 0.63
3000 | 0.250 | 0.118 1.807e-03 0.115 || 38.00 | 7.41 | 38.72 5.94 3.89 3.98 0.50 1.95 | -1.40
5000 | 0.080 | 0.615 1.486e-02 0.442 || 17.60 | 7.07 | 1897 || 5.58 | 5.20 3.89 | -0.55 | 2.77 | 1.07
5000 | 0.130 | 0.379 5.262e-03 0.254 || 20.55 | 5.55 | 21.28 || 3.94 | 3.52 3.38 | 0.50 | 241 | 0.91
5000 | 0.250 | 0.197 2.303e-03 0.214 || 23.01 | 6.18 | 23.83 || 4.32 | 3.90 3.97 | 0.52 | 2.70 | 0.55
5000 | 0.400 | 0.123 1.037e-03 0.154 || 50.09 | 13.16 | 51.79 8.51 7.64 9.84 0.50 3.91 | -2.97
8000 | 0.130 | 0.606 3.159e-03 0.243 || 24.47 | 11.45 | 27.02 9.50 9.33 6.09 0.42 4.94 1.46
8000 | 0.250 | 0.315 6.580e-04 0.097 || 32.38 | 9.01 | 33.61 || 7.15 | 6.92 512 | 0.50 | 3.87 | 1.03
8000 | 0.400 | 0.197 2.796e-04 0.066 || 50.14 | 15.40 | 52.45 || 11.37 | 11.21 || 10.21 | 0.50 7.66 | -1.04
Table A.9: The polarised (P, = 33.6%) cross section dQUcc/d.’I}dQQ and the reduced cross section 6o of the right

(R) 2003-04 e*p CC measurement. The luminosity uncertainty of 1.3% is not included in the errors.
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Appendix B

Kinematic Extrapolation
Factors

In this appendix the factors (k.o ) are given which estimate the influence to the
single differential CC cross sections caused by enlarging the kinematic region
beyond the cuts used in the CC analysis. The factors k., were calculated
using the H1 PDF 2000 parametrisation.

Q*(GeV?) | 300 200 1000 | 2000 | 3000 | 5000 | 8000 | 15000
kecor 1.397 | 1.175 | 1.042 | 1.026 | 1.030 | 1.035 | 1.047 | 1.064

Table B.1: The extrapolation factor kg, estimating the influence to the
differential cross section docc /dQ2 due to changes from the measurement
kinematic cuts 0.03 < y < 0.85 and prmiss > 12 GeV to y < 0.9.

x 0.032 | 0.080 | 0.130 | 0.250 | 0.400
keor | 1.053 | 1.017 | 1.008 | 1.002 | 1.061

Table B.2: The extrapolation factor kg, estimating the influence to the
differential cross section docc/dz due to changes from the measurement
kinematic cuts 0.03 < y < 0.85 and prmiss > 12 GeV to y < 0.9 for
Q% > 1000 GeV?2.
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