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Abstract

Knowledge Discovery in Databases (KDD) is the non-trivial process of identi-
fying valid, novel, potentially useful, and ultimately understandable patterns
in large data collections. The most important step within the process of
KDD is data mining which is concerned with the extraction of the valid
patterns. KDD is necessary to analyze the steady growing amount of data
caused by the enhanced performance of modern computer systems. However,
with the growing amount of data the complexity of data objects increases
as well. Modern methods of KDD should therefore examine more complex
objects than simple feature vectors to solve real-world KDD applications ad-
equately. Multi-instance and multi-represented objects are two important
types of object representations for complex objects. Multi-instance objects
consist of a set of object representations that all belong to the same feature
space. Multi-represented objects are constructed as a tuple of feature rep-
resentations where each feature representation belongs to a different feature
space.

The contribution of this thesis is the development of new KDD meth-
ods for the classification and clustering of complex objects. Therefore, the
thesis introduces solutions for real-world applications that are based on multi-
instance and multi-represented object representations. On the basis of these
solutions, it is shown that a more general object representation often provides
better results for many relevant KDD applications.

The first part of the thesis is concerned with two KDD problems for which
employing multi-instance objects provides efficient and effective solutions.
The first is the data mining in CAD parts, e.g. the use of hierarchic cluster-
ing for the automatic construction of product hierarchies. The introduced
solution decomposes a single part into a set of feature vectors and compares
them by using a metric on multi-instance objects. Furthermore, multi-step
query processing using a novel filter step is employed, enabling the user to
efficiently process similarity queries. On the basis of this similarity search
system, it is possible to perform several distance based data mining algo-
rithms like the hierarchical clustering algorithm OPTICS to derive product
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hierarchies.

The second important application is the classification and search for com-
plete websites in the world wide web (WWW). A website is a set of HTML-
documents that is published by the same person, group or organization and
usually serves a common purpose. To perform data mining for websites, the
thesis presents several methods to classify websites. After introducing naive
methods modelling websites as webpages, two more sophisticated approaches
to website classification are introduced. The first approach uses a preprocess-
ing that maps single HTML-documents within each website to so-called page
classes. The second approach directly compares websites as sets of word vec-
tors and uses nearest neighbor classification. To search the WWW for new,
relevant websites, a focused crawler is introduced that efficiently retrieves
relevant websites. This crawler minimizes the number of HTML-documents
and increases the accuracy of website retrieval.

The second part of the thesis is concerned with the data mining in multi-
represented objects. An important example application for this kind of com-
plex objects are proteins that can be represented as a tuple of a protein
sequence and a text annotation. To analyze multi-represented objects, a
clustering method for multi-represented objects is introduced that is based
on the density based clustering algorithm DBSCAN. This method uses all
representations that are provided to find a global clustering of the given
data objects. However, in many applications there already exists a sophisti-
cated class ontology for the given data objects, e.g. proteins. To map new
objects into an ontology a new method for the hierarchical classification of
multi-represented objects is described. The system employs the hierarchical
structure of the ontology to efficiently classify new proteins, using support
vector machines.



Zusammenfassung

Knowledge Discovery in Datenbanken (KDD) ist der nicht-triviale Prozess,
neues, giiltiges und bisher unbekanntes Wissen aus groflen Datenmengen zu
extrahieren. Der wichtigste Schritt im KDD Prozess ist das Data Mining,
das die in den Daten geltenden Muster findet. KDD ist notwendig, um
die stetig wachsenden Datenmengen zu analysieren, die durch die wach-
sende Leistungsfiahigkeit moderner Rechensysteme entstanden sind. Aller-
dings steigt auch die Komplexitat der Objektdarstellung einzelner Datenob-
jekte an. Moderne KDD Verfahren sollten daher auch mit komplexeren Ob-
jekten als einfachen Merkmalsvektoren umgehen kénnen, um reale KDD Ap-
plikationen adaquat zu losen. Zwei wichtige Arten von komplexen Datenmod-
ellierungen sind mengenwertige und multireprasentierte Objekte. Mengen-
wertige Objekte bestehen dabei aus einer Menge von Objektreprasentationen,
die alle demselben Vektorraum angehdren. Multireprasentierte Objekte sind
durch einen Tupel von Objektreprasentationen gegeben, die jeweils aus un-
terschiedlichen Merkmalsraumen stammen.

Das Ziel dieser Doktorarbeit ist es, neue KDD-Verfahren im Bereich Clus-
tering und Klassifikation von komplexen Objekten zu entwickeln. Ausgehend
von der Modellierung der Daten als mengenwertige und multireprasentierte
Objekte, werden Losungen zu realen Anwendungen vorgestellt. Anhand
dieser Losungen wird gezeigt, dass eine allgemeinere Datenmodellierung fiir
viele relevante Anwendungen zu besseren Ergebnissen fiihrt.

Der erste Teil der Doktorarbeit beschéftigt sich mit zwei KDD Prob-
lemen, die unter Verwendung von mengenwertigen Datenobjekten besser
als durch etablierte Verfahren gelost werden kénnen. Das erste Problem
ist Data Mining von CAD-Bauteilen, wie z.B. das automatische Erstellen
von Produkthierarchien mit Hilfe des Clustering. Hierzu werden eine Zer-
legung der Bauteile in Mengen von Merkmalsvektoren, eine Metrik auf Vek-
tormengen und passende Methoden zur Ahnlichkeitssuche eingefiihrt. Auf
Basis dieses Suchsystems sind dann viele distanzbasierte Data Mining Al-
gorithmen anwendbar, wie zum Beispiel der Clustering-Algorithmus OP-
TICS zur Erstellung von Teilhierarchien. Die zweite Anwendung ist die
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Kategorisierung und Suche von kompletten Websites im World Wide Web
(WWW). Eine Website stellt dabei eine Menge von HTML-Dokumenten dar,
die von der gleichen Personengruppe mit demselben Zweck im WWW pub-
liziert wurde. Zunéachst werden mehrere Methoden zur Klassifikation von
Websites vorgestellt. Die einfachsten versuchen dabei Websites genauso wie
einzelne HTML-Dokumente zu klassifizieren. Desweiteren werden zwei fort-
geschrittenere Ansatze von Klassifikatoren fiir Websites eingefiihrt. Der erste
Ansatz verwendet einen Vorverarbeitungsschritt, der die einzelnen HTML-
Dokumente auf sogenannte Seitenklassen abbildet. Der zweite Ansatz ver-
gleicht Websites direkt als Mengen von Wortvektoren und wendet Nachste-
Nachbar-Klassifikation an. Zur Suche neuer Websites im WWW wird ein
fokusierter Webcrawler vorgestellt, der moglichst schnell grofe Mengen rele-
vanter Websites findet. Das vorgestellte Verfahren minimiert dabei die An-
zahl der geladenen Einzeldokumente und erhoht die Trefferrate unter den
gefundenen Ergebnissen.

Der zweite Teil der Arbeit beschéftigt sich mit dem Data Mining mul-
tireprasentierter Objekte. Eine wichtige Anwendung fiir diesen Bereich ist
das Data Mining von Proteinen, die durch Aminosauresequenzen und Text
beschrieben werden. Zunachst, wird eine Clustering-Methode vorgestellt, die
auf dem dichtebasierten Clustering-Algorithmus DBSCAN basiert. Dabei
werden alle vorhandenen Reprasentationen verwendet, um eine globale Ein-
teilung der Proteine zu finden. Haufig besteht allerdings schon eine von
Experten erstellte Kategorisierung in so genannten Ontologien. Um bisher
noch nicht eingeordnete Objekte in diese Ontologien einzusortieren, wird ein
Verfahren zur hierarchischen Klassifikation von multireprasentierten Objek-
ten vorgestellt. Dieses System nutzt die hierarchische Struktur einer gegebe-
nen Ontologie aus, um die Objekte einer Menge von Klassen mit Hilfe von
Support Vektor Maschinen zuzuordnen.
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Chapter 1
Introduction

In recent years the amount of data that is collected by advanced information
systems has increased tremendously. To analyze these huge amounts of data,
the interdisciplinary field of Knowledge Discovery in Databases (KDD) has
emerged. The core step of KDD is called Data Mining. Data Mining applies
efficient algorithms to extract interesting patterns and regularities from the
data. Besides the sheer size of available data sources, the complexity of data
objects has increased as well. Thus, new data mining methods are necessary
to draw maximum benefit from this additional information. In this chapter
the KDD process is introduced and described. Then data mining and its
key tasks are surveyed. Clustering and classification are discussed in detail,
because these are the tasks the thesis deals with. Afterwards the idea of
using compound data objects for the representation of complex objects is
introduced. Finally the chapter concludes with an outline of the thesis,

offering a brief overview of the introduced solutions.
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1.1 Knowledge Discovery in Databases

In recent years the amount of data collected and stored by electronic devices
has risen tremendously. For example, earth observation satellites retrieving
images, bar code scanners collecting costumer data, and companies map-
ping costumer preferences in data warehouses are generating gigabytes of
data every day. Another rapidly growing information collection is the World
Wide Web (WWW). Currently the web provides more than 4 billions [Cen]
webpages containing information about almost any imaginable topic.

All of these data collections are far to large to be examined manually
and even the methods for automatic data analysis based on classical statis-
tics and machine learning often face problems when processing large, dy-
namic data collections consisting of complex objects. To analyze these large
amounts of collected information, the area of Knowledge Discovery in Da-
tabases (KDD) provides techniques which extract interesting patterns in a
reasonable amount of time. Therefore, KDD employs methods at the cross-
point of machine learning, statistics and database systems. In [FPSS96] KDD
is defined as follows :

Knowledge Discovery in Databases is the non-trivial process of iden-
tifying valid, novel, potentially useful, and ultimately understandable patterns
in data.

According to this definition, data is a set of facts that is somehow accessi-
ble in electronic form. The term ”patterns” indicates models and regularities
which can be observed within the data. Patterns have to be valid, i.e. they
should be true on new data with some degree of certainty. A novel pattern
is not previously known or trivially true. The potentially usefulness of pat-
terns refers to the possibility that they lead to an action providing a benefit.
A pattern is understandable if it is interpretable by a human user. At last
KDD is a process, indicating that there are several steps that are repeated

in several iterations.

Figure 1.1 displays the process of KDD in its basic form. The process
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Figure 1.1: The process of KDD.

comprises the following steps:

e Focussing
The first step is to define the goal of the particular KDD task. Another
important aspect of this step is to determine the data to be analyzed

and how to obtain it.

e Preprocessing
In this step the specified data has to be integrated, because it is not
necessarily accessible on the same system. Furthermore, several objects
may be described incompletely. Thus, the missing values need to be

completed and inconsistent data should be corrected or left out.

e Transformation
The transformation step has to assure that each data object is repre-
sented in a common form which is suitable as input in the next step.
Thus, certain attributes are selected and others are left out. Further-

more, some attribute values have to be discretized, depending on the
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algorithms used in the next step. Note that the chosen features and
the type of object representation can have a major influence on the
resulting patterns. Prominent examples of object representations that

are results of the transformation step are feature vectors or itemsets.

e Data Mining
Data mining is the application of efficient algorithms to detect the de-
sired patterns contained within the given data. Thus, the data mining
step is responsible for finding patterns according to the predefined task.
Since this step is the most important within the KDD process, we are

going to have a closer look at it in the next section (1.1.1).

e Evaluation
At last, the user evaluates the extracted patterns with respect to the
task defined in the focussing step. An important aspect of this eval-
uation is the representation of the found patterns. Depending on the
given task, there are several quality measures and visualizations avail-
able to describe the result. If the user is satisfied with the quality of the
patterns, the process is terminated. However, in most cases the results
might not be satisfying after only one iteration. In those cases, the
user might return to any of the previous steps to achieve more useful

results.

The quality of the results varies, depending on the right choice of feature
transformations, feature selections and data mining algorithms. A user must
decide which techniques should be employed and select the step where the
KDD process should be modified to improve the result after each iteration.
Thus, the number of iterations and the quality of the results strongly depend
on the user directing the KDD process.
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1.1.1 Data Mining

Since data mining is the most important step within the KDD process, we
will treat it more carefully in this section. In [FPSS96] Data Mining is defined
as follows:

Data mining is a step in the KDD process consisting of applying data
analysis and discovery algorithms that, under acceptable computational ef-
ficiency limitations, produce a particular enumeration of patterns over the
data.

According to this definition data mining is the step that is responsible for
the actual knowledge discovery. To emphasize the necessity that data mining
algorithms need to process large amounts of data, the desired patterns has to
be found under acceptable computational efficiency limitations. Let us note
that there are many other definitions of data mining and that the term data
mining and KDD are often used in a synonymous way.

In the following, we will describe the most important data mining meth-

ods with respect to the kind of knowledge they mine:

e Classification (also called supervised learning)
Classification is the task of learning a function that maps data objects
to one or several classes in a predefined class set. To learn this function,
classification methods need a training set, containing data objects that
are already mapped to the class they belong to. After analyzing the
training set, classification methods can map new unknown objects to
the classes. A second purpose of classification is, deriving class models
to explain why the objects are mapped in this way. In section 1.1.2

and chapter 2.3, classification is treated more precisely.

e Clustering (also called unsupervised learning)
Clustering is the task of identifying a finite set of categories (or clusters)
to describe the data. Thus, similar objects are assigned to the same

category and dissimilar ones to different categories. Clustering is also
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called unsupervised learning because the data objects are mapped to
a set of clusters which can be interpreted as classes as well. In section
1.1.2 and chapter 2.2, clustering and cluster algorithms will be discussed

more exhaustive.

e Association Rules
Finding Association rules is the task of identifying rules that express
co-occurrences within transaction databases. A transaction is a set of
items where each item has a different type. Association rules express
that in the given database a specified set of items appears together
in the same transaction with a certain support/probability. The most

important example of transaction data is market basket data.

e Data Generalization
Data Generalization derives compact representations for a subset of

data objects.

e Regression
The task of regression is to learn a function which maps data objects to
a real value. To find a regression function, a training set of data objects
that are already mapped to a real value is necessary. An additional
goal of regression is to discover functional relationships between the
feature values of the underlying training objects. Regression is related

to classification, since both tasks learn functions from a training set.

e Dependency Modelling
Algorithms in this category are designed to find a model which describes
significant dependencies between variables, e.g. learning or believe net-

works.

A second important categorization is to distinguish the databases a data
mining algorithm is build on. The characterization of the database can have

a major effect on the data mining algorithm, since data objects in varying
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kinds of databases usually are represented in a different way and contain
different kinds of information. Important groups of databases are relational,
object-relational, spatial and deductive databases. Most of the so far pro-
posed data mining methods are developed for spatial and pure relational
databases. [CHY96] surveys data mining techniques for relational databases

and [KAH96] contains an overview of spatial data mining techniques.

1.1.2 Clustering and Classification

The main contribution of this thesis is the development of new methods for
clustering and classification. Therefore, these very important data mining
tasks and their relation to each other are described more closely in the fol-

lowing.
Clustering

Clustering is the process of grouping the data records into meaningful sub-
classes (clusters) in a way that maximizes the similarity within clusters and
minimizes the similarity between two different clusters [KHK99].

Other names for clustering are unsupervised learning (machine learning)
and segmentation. Clustering is used to get an overview over a given data
set. A set of clusters is often enough to get insight into the data distribution
within a data set. Another important use of clustering algorithms is the pre-
processing for some other data mining algorithm. In chapter 2.2.2 a general
categorization and important examples of clustering algorithm are described
more closely.

Example applications of clustering are the grouping of costumers for tar-
get marketing, grouping HTML-documents to order the answer sets of search
engines [BGG199a, BGGT99Db] or finding clusters of proteins and genes hav-
ing a similar function [HKKM98, SCC*95, NRS*95].
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Classification

Classification is the process of learning a function that maps data objects
to a subset of a given class set. Therefore, a classifier is trained with a la-
belled set of training objects, specifying each class. There are two goals of

classification:

e Finding a good general mapping that can predict the class of so far
unknown data objects with high accuracy. For this goal, the classifier
is a mere function. To achieve this goal, the classifier has to decide
which of the characteristics of the given training instances are typical
for the complete class and which characteristics are specific for single

objects in the training set.

e The other goal of classification is to find a compact and understand-
able class model for each of the classes. A class model should give an
explanation why the given objects belong to a certain class and what
is typical for the members of a given class. The class model should be
as compact as possible because the more compact a model is, the more
general it is. Furthermore, small and simple class models are easier to

understand and contain less distracting information.

Of course, a good classifier should serve both purposes, but for most
practical applications finding an accurate mapping is more important than
developing understandable class models. Thus, multiple techniques are used
to classify objects that do not offer an understandable class model. A cat-
egorization of different kinds of classification methods is given in chapter
2.2.3.

Example applications of classification methods are mapping emails into
one out of a determined set of folders, predicting the functional class of
proteins [DK02, JH98|, finding relevant information in the WWW [CDI98,
CvdBD99a, CvdBD99b], and predicting the costumer class for a new cus-

tomer.
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Figure 1.2: Classification separates the data space (left) and clustering

groups data objects (right).

Classification and Clustering are strongly connected. Classification tries
to learn the characteristics of a given set of classes, whereas clustering finds
a set of classes within a given data set. An important feature of clustering
is that it is not necessary to specify a set of example objects. Therefore,
clustering can be applied in applications where there is no or little prior
knowledge about the groups or classes in a database. However, the usefulness
of a found clustering is often subject to individual interpretation and strongly
depends on the selection of a suitable similarity measure. In applications for
which the existence of a dedicated set of classes is already known, the use of
classification is more advisable. In these cases providing example objects for
each class is usually much easier than constructing a feature space in which
the predefined classes are grouped into delimited clusters. Furthermore, the
performance of a classifier can easily be measured by the percentage of correct
class predictions it achieves. To conclude, clustering and classification are
related data mining tasks that are used in different situations. Figure 1.2
displays class separation by a classifier on the left side and the grouping of

two clusters in a noisy data set on the right side.
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1.1.3 Data Mining and Complex Objects

For many standard applications, like market basket analysis, constructing a
usable KDD process is a rather well determined task. However, the data to
be processed in real-world applications is getting more and more complex and
is yielding more potential knowledge. With advancing processors, memory
and disc space, the detail level of objects is increasing as well as their plain
numbers. For example, companies acquire more detailed information about
their costumers, sky telescopes offer pictures with higher resolutions and
HTML-documents use structural tags, embedded multimedia content and
hyperlinks which makes them much more complicated than ordinary text

documents.

All these additional information yields new challenges to KDD. Though it
is basically desirable to have more information about given data objects, the
selection of characteristics that are used in data mining gets more difficult.
Additionally, many complex objects provide structural information as well
as plain features. For example, a gene sequence is characterized by the order

of nucleotides instead of their plain appearance in the gene.

To analyze complex objects, the most established way is to map any
complex object to a feature vector. The idea is to span a vector space in
which each relevant object characteristic or feature provides a dimension.
Thus, an object is represented by the vector of its feature values. Since this
is the most common feature representation, there is a wide variety of data
mining algorithms that can process vectors as input representation. Though
this method offers good results in many application areas, the data transfor-
mation becomes more and more difficult with increasing object complexity.
Since data transformation usually is not informed about the purpose of the
KDD task, it is difficult to decide which characteristic of an object should be
preserved and which can be neglected. Furthermore, structural information
is very difficult to express using a single feature vector. For example, it is not

possible to model an arbitrary sized set within a feature vector without loos-
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ing information. Thus, transforming complex objects into a feature vector
and employing vector-based data mining often spends large efforts for data
transformation and provides suboptimal results.

For several applications, it is more beneficial to employ specialized data
mining algorithms that can process more complex input representations than
plain feature vectors. Employing structured object representations like graphs,
sequences or relational data, often provides an more natural view on real-
world complex objects. The type of data representation discussed in this
thesis is called compound object representation and is also capable to model
structural information. A compound data object is defined in the following
way:

Compound Data Objects are built of concatenations and sets of other
compound data objects. Basic compound objects can consist of any object
representation that can be processed by a data mining algorithm.

The most simple type of compound object is a value v for a given object
domain D. A concatenation of this basic type is a feature vector (vy, ..., vq) €
Dy x ... x D,. However, the idea of compound objects is not limited to this
kind of basic objects. Other examples are trees, graphs, and sequences that
could be used as basic objects, too. Figure 1.3 illustrates two basic types of
compound objects, concatenated or multi-represented objects and set-valued
or multi-instance objects. The following directions are capable to process
compound objects for data mining.

Distance based data mining algorithms like the density-based clustering
algorithms DBSCAN, OPTICS, k-medoid clustering or k nearest neighbor
(kNN) classification can process any data objects as long as there is a suitable
distance function. For this approach, the treatment of the structural infor-
mation completely relies on the distance function. For some kinds of com-
pound objects, there already exist several distance functions [EM97, RB01],
each offering a different interpretation of the structure. The challenge of this
approach is to find out which distance function is suited best for a given

application.
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Figure 1.3: Multi-represented and multi-instance objects are basic types

of compound objects.

Another approach considering compound data is multi-instance learn-
ing. A multi-instance learner tries to solve a two class classification problem
in which each training object is given by a bag or set of feature vectors
[DLLP97]. An object is relevant, if there is at least one relevant instance
within the set. An object is irrelevant, if there is none relevant instance
within the set. Thus, the problem of the classifier is to find out which kind
of instance makes an object relevant in order to decide the class of new sets
of instances. There have been several methods developed so far to solve this
problem [DLLP97, WZ00, CZ00, GFKS02]. However, this direction treats
only a very specialized interpretation of data mining in multi-instance ob-
jects. Other directions that are related to data mining in compound objects
are generalization [HNKW98], ensemble learning [VMO02] and relational data
mining [DLO1].
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1.2 Outline of the Thesis

This thesis is aimed at the development of methods for classification and
clustering of two basic types of compound objects: multi-instance objects
and multi-represented objects.

Multi-instance objects are given by a set of object representations similar
to the objects mined in multi-instance learning. However, the goal of multi-
instance data mining is much more general. Therefore, multi-instance data
mining algorithms should consider a wide variety of dependencies between the
instances of two objects. An example for multi-instance objects are websites
which can be described as sets of HI'ML-documents. Therefore, websites can
be represented as sets of feature vectors.

Multi-represented objects are concatenations of several different kinds of
object representation. Unlike modelling an object by spanning a single fea-
ture space, multi-represented objects are given by a tuple of feature represen-
tations. Each of these feature representations exists in a separated feature
space. For some objects, there exists no feature representation in some of
these data spaces. Thus, methods of multi-represented data mining have
to cope with missing object representations. An example for data objects
that can be transformed into multi-represented form are proteins which can
be described by text annotations, the amino acid sequence and structural
feature representations.

The use of data mining methods using compound objects depends on the
given application. For many applications, data mining based on feature vec-
tors offers very good results because the structural information is not relevant
for the given task. To demonstrate the need for data mining using compound
objects, this thesis introduces new methods of clustering and classification
of compound objects that offer advanced solutions to important data min-
ing applications. Each of the introduced solutions is capable to exploit the
structure of the given input data and to outperform conventional approaches

using feature vectors.
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The thesis consists of four parts. The rest of the first part (chapter 2)
contains a brief overview of feature transformations, classification and clus-
tering algorithms that are necessary to understand the methods introduced
in the next two parts of the thesis.

The second part describes methods employing multi-instance objects to
offer solution to two important applications. The part starts with a chapter
(3) that formally introduces multi-instance data mining, describes several
important applications, and distinguishes the introduced solution from the
area of classical multi-instance learning.

Chapter 4 is concerned with shape-based data mining in CAD parts.
It starts by introducing a representation of CAD parts as sets of covers.
To measure the similarity between two multi-instance objects, the ”mini-
mal matching distance” is used which is a metric on sets of vectors that is
computable in polynomial time. Based on this representation and distance
function, an efficient similarity search system is introduced that uses multi-
step query processing. Given the similarity search system, various distance
based data mining algorithms are applicable.

In chapter 5 we introduce data mining aimed at the efficient retrieval of
relevant websites or so-called website mining. A website is a set of HTML-
documents that is published by the same person group or institution and is
usually serving a common purpose. Websites are interesting objects for data
mining, since there are many important applications directed at websites
instead a single HTML-documents. A basic task of website mining is the
classification of websites. After discussing naive approaches, we introduce
two more sophisticated solutions to website classification. The first approach
employs a preprocessing step that maps the webpages of a website to a pre-
defined set of page classes. Based on this preprocessing step, multiple meth-
ods of website classification are discussed. The second approach to website
classification does not employ any preprocessing step, but directly compares
websites as multi-instance objects of text feature vectors. To further improve

the performance of website classification, a method for reducing the number
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of webpages that are needed for the classification of a website is introduced.
The last and most important contribution of this chapter is a focused crawler
that is specialized on retrieving new relevant websites from the WWW while
reading as few webpages as possible. The idea of the crawler is to employ
a two level architecture. The first level, called the external crawler, ranks
candidates for relevant websites and decides which of these candidates has
to be explored next. The second level, called the internal crawler, examines
these candidates and decides if they are indeed relevant.

Chapter 6 concludes the part about data mining in multi-instance ob-
jects. Since the last two chapters contain solutions to real-world problems
containing aspects that are not specific to multi-instance objects, the solu-
tions to multi-instance data mining are especially summarized. Furthermore,
the chapter draws general conclusion from the introduced techniques.

The third part of the thesis is concerned with data mining in multi-
represented objects. The first chapter (7) of this part gives an introduction
to multi-represented objects and names several important applications.

Chapter 8 introduces a method for density-based clustering of multi-
represented objects. Therefore, two new methods are introduced that are
based on the density-based clustering algorithm DBSCAN. Both methods
are capable to find more meaningful clusters based on more than one object
representation. The introduced clustering methods are applied to a protein
database, consisting of text annotations and amino acid sequences. Further-
more, the usefulness of the method is demonstrated on an image database
where each image is described by a color histogram and a segmentation tree.

In chapter 9, we introduce a solution to ontology-based data integration
of biomolecular databases. Therefore, we introduce a classification method
for mapping multi-represented objects into large class ontologies. The intro-
duced classification system is based on support vector machines (SVM) and
utilizes the inheritance relationships within the given class ontology. Fur-
thermore, the system is able to predict a set of classes for each data object

which is an important requirement for protein classification. To draw max-
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imum knowledge from multiple representations, a technique called ”object-
adjusted weighted” (OAW) is introduced. OAW recombines the classification
results achieved in each representation for each object and uses the reliability
of the results for finding a global class prediction. The system is evaluated
by mapping entries of the SWISS-PROT protein database [BBAT03] to the
classes of Gene Ontology [Con00].

The part of the thesis that deals with multi-represented data objects is
concluded by chapter 10. This chapter contains a brief summary of the
introduced data mining techniques with respect to multi-represented data
mining. Furthermore, a categorization of problems in multi-represented data
mining is provided.

The fourth and final part contains a summary of the thesis. The last
chapter (11) sums up the introduced methods and draws general conclusions.
Afterwards ideas for future work are presented that contain several interest-
ing directions for data mining of compound objects and for the introduced

KDD applications.



Chapter 2

Basic Techniques of Knowledge

Discovery and Data Mining

There are many established data mining algorithms that can be applied to
a given data mining task. In this chapter well established data transforma-
tions and data mining techniques that are used by the novel solutions are
described. The first section illustrates the basic idea of data transforma-
tion more formally. Additionally, similarity measures and basic similarity
queries are described. Finally, data transformation, feature selection and
distance functions for text documents are introduced. The next section gives
a brief overview and categorization of clustering algorithms. To understand
the contribution of the thesis, it is necessary to discuss the clustering al-
gorithms DBSCAN and OPTICS more closely. The last section deals with
classification algorithms. It begins with a small introduction about the gen-
eral characteristic of classification and its evaluation. Afterwards important
directions, like kNN classification, statistical classifiers, support vector ma-

chines and decision trees, are surveyed.

19
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2.1 Feature Spaces and Data Transformation

for KDD

2.1.1 Feature Transformation and Similarity Search

This section describes the idea of data transformation. Additionally, sim-
ilarity measures are described to compare the given data objects. Finally,
similarity search and basic types of similarity queries are explained.

In most KDD applications, the data objects are not provided in a form
that can be processed by a data mining algorithm. Therefore, the data
objects have to be transformed into a more meaningful representation that
directly expresses the potentially relevant characteristics. For example, im-
ages are transformed into feature vectors that describe shape, texture or
color [HSE*95, NBE"93, SH94] or text documents in word vectors [Sal89).

In general, a feature transformation is a function of the following form.

Definition 2.1 (feature transformation)

Let o € O be an object of the object space O and let F' be a feature space.

Then, feature transformation is a function, mapping the objects of O to F:
FT:0—F

The object space O can be given by any object representation that is
processable by a computer. The feature space F' might be a vector space, a
compound object or any other arbitrary form that is processable by the cho-
sen data mining algorithm. An important assumption about feature spaces
is that object similarity is reflected within the distance of feature represen-
tations. In other words, two objects that are similar should be transformed
to feature representations that are close with respect to a suitable distance
function. On the other hand, the feature representations of dissimilar objects
should be far away from each other. To fulfill this assumption, a suitable dis-
tance measure has to be selected. For most types of feature spaces there

exist multiple distance measures that are suitable for certain applications,
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but do not reflect object similarity in other cases. Formally, distance based

similarity can be defined as follows:

Definition 2.2 (distance based similarity)

Let O be the set of data objects and let FT : O = F be a feature trans-
formation into the feature space F. Furthermore, let dist : F' x F' — IR be
a distance measure in the feature space F'. The similarity of objects objy,

objs € O 1s defined as follows:
simdist(objy,0bj2) = dist(FT(objy), FT(0bjs))

The most established type of distance functions are the [, distance func-

tions which are defined as follows:

Definition 2.3 (/,-distance metrics)

l: REx R* - IR : l,(z,y) <Z|x, z) ,p>1

For p = 2 the [, is called Euclidian distance function and is used as
the default distance function for most applications using vector spaces. The
l, distance functions are metric which means that they fulfill the following

conditions:

Definition 2.4 (Metric Distance Function)
Let dist : F' x F' — IR be a distance function. dist is called a metric iff

1. dist(x,y) =0 x =y Vo,y € F
2. dist(x,y) = dist(y,z) Yo,y € F

3. Vx,y,z € F : dist(z,z) < dist(z,y) + dist(y, z)
Using metric distance functions provides many benefits like the use of

efficient indexing and data structures [BKK96, CPZ97, LJF94, BBJT00],

but it is not mandatory for achieving good data mining results.
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Having a notion of similarity that is processable by a computer, many data
mining algorithms become applicable. On the other hand, it is not necessary
to define an explicit distance measure for a wide variety of data mining
algorithms like kernel based methods or decision trees. To distinguish these
two directions of data mining algorithms, we call all data mining algorithms
that demand the selection of a distance function distance based data mining
algorithms.

Distance based data mining algorithms often use similarity queries as

basic operations. The two most important types of similarity queries are:

1. Definition 2.5 (e-range queries)
Let DB C F be a set of objects that is given in feature space F and
let simdist : F X F' — IR a similarity measure. Then, the result of an
e range query to the set DB with respect to an query object ¢ € F' 1is
defined as follows:

N.(q) = {z|x € DB A simdist(q,x) < €}

The result of an € range query is the subset of a data set that is con-
tained within the hypersphere around the querypoint ¢ having the ra-

dius €.

2. Definition 2.6 (k nearest neighbor (kKINN) queries)
Let DB C F be a set of objects that is given in feature space F' and
let simdist : F' x F' — IR a similarity measure, then the result of an
k nearest neighbor query to the set DB with respect to an query object
q € F is defined as follows:

NNi(q) ={x1,...,xxlx € DBAN Az’ € DB\ {xy,...,2,}
AN B, 1<i<k:simdist(x;,q) > simdist(z',q)}

In other words, a kNN query for the query object ¢ returns k objects

having the minimal distance to gq.
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In the following, we will call a system that enables us to process similarity

queries a similarity search system.

2.1.2 Data Transformation for Text Documents

An important part of this thesis deals with processing text data. There are
several established techniques that are aimed at increasing the performance
for this important application area [Sal89, YL99, DMS98, Lar98]. The fol-
lowing section gives an introduction to data transformation methods for text
documents which we use in this thesis.

The most established way to process text documents is to treat each
document as a so-called "bag of words”. In this representation, each word
occurring in any document provides a dimension for a vector space. A doc-
ument can be represented as a feature vector where each dimension provides
the number of occurrences of the word corresponding to this dimension. A
more general approach to text mining is to use terms instead of words. A
term can be a small sequence of words or a single word. The techniques
processing more complicated terms are the same as for single words.

Since most documents contain only a limited number of terms, the feature
vectors that are build in this way contain an extraordinary high percentage
of zero-valued dimensions. Therefore, the feature vectors are called sparse
and need to be processed by methods that can cope with this extraordinary
characteristic. An example effect that occurs data spaces of sparse feature
vectors is that usually all objects are placed on the surface of the feature
space, since there is no document that contains all words.

Another problem of text feature spaces is the number of possible dimen-
sions. Obviously, it does not make sense to use every possible term. Most of
the dimensions would be used for almost no text document and the extremely
high dimensionality of the feature space would make efficient calculation very

difficult.

There are several techniques that reduce the number of terms that have to
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be considered. A method that can be used especially for words is stemming
which is the reduction of each word to its basic word stem. Using stemming
reduces the number of terms by mapping several words into the same dimen-
sion. There are two directions to achieve stemming: lexical and algorithmic
stemming. Algorithmic stemming employs rules to reduce a word, whereas
lexical stemming does rely on dictionaries to find out if a word is derived
from a particular word stem. Since algorithmic stemming is not applicable
for all languages and large dictionaries are hard to acquire, both directions
have their drawbacks. Professional text mining tools usually use a mixture
of both. [Tom04] compares stemming for nine European languages.

Another established approach to reduce the dimensionality of a feature
space is the deletion of stop words like "to”, ”like” or "would”. These words
usually do not give a hint to the topic of a given text document. Stop words
lists for common languages can be found on the WWW | e.g. [Con].

Though stemming and the removal of stop words reduce the potential
candidates for spanning a feature space, the number is usually still very big.
Thus, most text transformations use methods of feature selection to select
the most meaningful terms for building a feature space. The research com-
munity has spent a lot of attention on feature selection and there are several
techniques that have proven to be useful. [YP97] contains an comparative
study of some of the most established methods of feature selection for text
mining.

In the following, we will introduce the feature selection methods that
achieved the best results in [YP97].

The first is called ”feature selection by document frequency”. For each
term t the number of text documents in the database DB that the term
occurs in, is counted denoted as cont(t, DB). Afterwards, the terms are
sorted descending with respect to cont(t, DB) and each term is given a rank
with respect to its order. Thus, the term occurring in the most documents,
receives the top rank (rank 1) and so on. To find the final score for each

term, the rank is multiplied with cont(t, DB). To select k features, the k
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terms providing the highest values of (k - contt, DB) are chosen. The idea
is that terms that occur in almost any given document are not well suited
to distinguish them. On the other hand, terms that occur in only a view
documents are too special to be used for a general comparison. Though this
technique is very simple, it achieves remarkable results and is applicable for
text clustering since it does not rely on the existence of document classes like

the following two approaches.

The following feature selection techniques are for text classification only
since they weight the significance of each term for a given class. Afterwards
the top k significant terms for each class are chosen as dimensions of the

resulting feature space.

To decide the significance of a given term for a class, there exist multiple
solutions. All of them begin with counting the number of documents of class
¢; containing a particular term w; denoted as occy Example methods to

calculate the significance of a term w; with respect a class ¢; are:

x? statistic
This method measures the level of independence between a term t and a class

¢; and is computable in quadratic time.

Definition 2.7 (x? statistics)
Let DB a labelled text collection and let C; C DB be the documents of
DB belonging to class ¢;. Furthermore let cont(t,S) = {d € S|t € d} de-
note the subset of set S that contains a term t and let cont(t,S) denote the
S\ cont(t,S). Then the x* statistics for class C; and term t is defined as
follows:

= |cont(t, C;)|
= | Uy cont(t, Cy)|
= |cont(t, C;)|
= | Ui cont(t, C))|
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|DB|(A-D — C - B)?
(A+B)(B+D)(A+ B)-(C+ D)

XQ(ta Ol) =

Information Gain
The information gain is measure for the degree a given term is capable to
distinguish the classes. It is based on the entropy as a measure of pureness

with respect to set of classes C.

Definition 2.8 (entropy)

Let DB be a set of documents and let C' = {Cy,..C,} with DB = U<;<,, C;
be a disjunctive partitioning of DB. Then the entropy of DB with respect to
the partitioning C' s defined as follows:

entropy(C) = =Y _ Pr[C;] - log PR|C}]
i=1
where Pr[C;] denotes ||g]i3||.

Definition 2.9 (Information Gain)
Let t be a term and let cont(t,S) = {d € S|t € d} denote the subset of
set S that contains a term t and let cont(t,S) denote S\ cont(t,S). The

information gain of t with respect to the disjunctive partitioning C' is:

Go(t) = entropy(C) —
t(t,DB

|Con|1();B|)| -entropy(cont(t, DB)

_lconi(t, DB)|

DB - entropy(cont(t, DB))

The idea of information gain is to split a given set according to the oc-
currence of a given term and afterwards compare the weighted average of the
resulting subsets to the entropy of the unsplitted set. If the entropy in the
subsets decreases significantly, the term provides a higher information gain
and is better suited as a feature. We will need the information gain again in

section 2.3 for constructing decision tree classifiers.
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To conclude, there are multiple techniques for reducing the dimensionality of
text feature spaces. However, to find a suitable document representation it
is often necessary to still employ between 5,000 and 20,000 terms to achieve
good results.

After introducing techniques of feature selection, we will turn to the fea-
ture values that are stored in a feature vector. The most common approach
is to count the appearances of the terms within a document to determine the
feature value. This approach is called term frequency (TF) and is denoted
by n(t,d). However, for text collections containing documents that strongly
vary in size, the appearance of a word should be measured by the length
of the document. A word appearing in a small document should have more
impact to the document length than the same word appearing in a large doc-
ument containing a large number of words. Therefore, the document vector
is often normalized with respect to the document length f = %.
Another commonly used technique is to additionally consider the inverse

document frequency (IDF) of a term. The IDF factor is defined as follows:

DB
IDF(t) = ;128

where DB is a data collection and cont(t, DB) denotes the set of elements
in DB that contains a given term ¢t. The idea of IDF is to treat each di-
mension with a different weight. If a term appears very often, its weight is
reduced. This way, terms that appear very often in all kinds of documents
are considered as less important than terms appearing in specific documents
only. Often TF and IDF are used together. The TDIDF score of a term

appearance in a document is calculated by:
TDIDFp(t)=TFp(t)- IDF(t)

Though text documents are reduced to feature vectors, comparing those

vectors using the established [, distance measures does not perform very well.
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The sparseness of feature spaces has the effect that the feature values in the
majority of the dimension is equally set to zero. Thus, [, distance measures
tend to consider the distance between most documents as very small. How-
ever, this effect is not wanted, since two documents should be compared by
counting the words that appear in both of them. Therefore, there exists
several special distance function that are suitable for sparse vectors and es-
pecially for text documents. [Dun03] lists some of the most common distance
functions for text documents. The most established distance function is the

cosine coefficient which is defined as follows:

Definition 2.10 (cosine coefficient)

1, ]_x’l, yl

BRI

The idea of the cosine coefficient is to consider the sum of the products of

dists : R* x R — R : disteos(z,y)

the term frequencies of each document. This way, only words that occur in
both documents are accounted for an increasing similarity. To consider the
document size, the product is divided through the product of the length of
each feature vector. Thus, the fraction has a value between one and zero. To
turn the similarity measure to a distance function, the fraction is subtracted
from one. The cosine coefficient is metric and has proven to be a suitable

distance for many text mining application like clustering and classification.

2.2 Clustering Algorithms

Clustering or cluster analysis is one of the data mining tasks in this thesis.
Therefore, this section provides a brief review about the purpose of clustering,
a categorization of directions in clustering, and a discussion of the density-

based clustering algorithms.
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2.2.1 The Task of Clustering

Clustering is the process of grouping a given data set into classes or clusters.
The objects within a cluster should be similar to each other and the objects
of different clusters should be dissimilar to each other. Thus, similarity is a
very important aspect for clustering objects. In most cases, clustering relies
on distance based similarity as is described in the previous section. There
are multiple algorithms for clustering data and the choice of a suitable one
depends on both, the type of data and the application. An overview about
clustering algorithms can be found in [HKO01].

2.2.2 Directions of Clustering Algorithms

Over the last decades the research community proposed a variety of clustering
algorithms which can be categorized with respect to varying aspects. In the

following, we will use the categorization provided by [HKO01].

1. Partitioning Methods
Partitioning clustering algorithms partition a database of n objects
into k disjunctive clusters. Each cluster contains at least one object
and each object belongs to exactly one cluster. In order to find a good
clustering, partitioning methods divide the data set into k initial parti-
tions and afterwards optimize the cluster quality in several iterations.
In each iteration some objects are moved from one cluster to another
one, improving the quality of the clusterig. If it is not possible to aug-
ment the quality by relocating any object, the algorithm terminates.
Note that partitioning clustering algorithms are often heuristic and usu-
ally not guarantee to find the clustering having the maximal quality.
The most prominent examples of this direction are k-Means clustering
and k-Medoid methods like PAM or CLARANS [HKO01]. Partitioning
clustering algorithms are well suited for small to medium sized data-

bases and are useful to find k spherical clusters to describe a data set.
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However, partitioning clustering algorithms need a predefined number
of clusters to be found and do not find arbitrary shaped clusters in

large databases without extension.

. Hierarchical Methods

Hierarchical methods create a hierarchical decomposition of the data
set. A hierarchical clustering allows that smaller clusters are part of
bigger clusters which are more general. There are two approaches to
hierarchical clustering, agglomerative and divisive clustering. Agglom-
erative clustering follows a bottom-up approach. Each object is a clus-
ter of its own. In the next step, the two clusters are merged that are
closest to each other. The merging of clusters is repeated until either a
complete tree of clusters is built or a termination condition is reached.
This cluster tree is called dendrogram and contains clusters of varying
size. Divisive methods follow a top-down approach and successively
divide already found clusters into smaller clusters. The clustering ter-
minates if each cluster consists of exactly one object or a termination
condition is reached. In basic hierarchical clustering algorithms the
decision that an object belongs to a cluster cannot be revised. Though
this characteristic helps to find clusters efficiently, the quality of the
clustering might suffer. Thus, there are more sophisticated approaches
that analyze the object linkages like in CURE [GRS98] or Chameleon
[KHK99] or additionally use iterative relocation like BIRCH [ZRL96].

. Density-Based Methods

Density-based clustering algorithms define clusters according to the
dense areas in the database. They are capable of finding an arbitrary
number of arbitrary shaped clusters. Another advantage of density-
based clustering is its capability to consider noise which is not to
be counted to any cluster. In order to identify dense areas in the
database, density-based algorithm employ e-range queries to decide if

the e-neighborhood of a data object contains a sufficient number of
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other data objects. Clusters are defined by connected areas where the
data objects contain objects with dense e-neighborhoods. In the next
section, we will have a closer look at the most prominent examples for
density-based clustering algorithms DBSCAN [EKSX96] and OPTICS
[ABKS99].

4. Grid-Based Methods
Grid-based methods divide the object space into a finite number of cells
that form a grid structure. All clustering operations are performed on
this grid structure. The advantage of grid-based clustering is the fast
computation. The drawback of these approaches is that the result is
strongly dependent on the size and placement of the grid. Important

examples for grid-based clustering algorithms are Sting [WYMO97]| and
CLIQUE[AGGR9S].

5. Model-Based Methods
This approach is based on the construction of a (statistical) model that
explains the data distribution in a given data set as good as possible.
The common way to construct such a model is using a mixture of sev-
eral density functions, containing a density function for each Cluster.
Often an additional uniform distributed density function is added to
consider noise objects. A further extension determines the most likely
number of clusters in the database. Examples for model based clus-
tering algorithms are COBWEB [Fis87] and expectation maximization
clustering(EM Clustering) [DLR77]. Though model-based clustering
algorithms create very expressive models, their computational costs are
often very high. Thus, model-based clustering algorithms are usually

not applicable to very large databases.

Though the given categorization surveys the most important directions of
clustering, many clustering algorithms employ ideas of more than one of the

mentioned categories. For example, the density-based algorithm OPTICS



32 2 Basic Techniques of Knowledge Discovery and Data Mining

database 1 database 2 database 3 database 4
Figure 2.1: Sample databases.

provides a cluster hierarchy as a result and EM Clustering has a similar

algorithmic scheme as partitioning clustering algorithms, e.g. k-Means.

2.2.3 Density-Based Clustering

Density-based clustering algorithms are the foundation of the clustering so-
lutions that are proposed in this thesis. Additionally, to the advantages
of density-based clustering named above, this approach is very general and
therefore well suited for clustering complex and compound objects. As men-
tioned above, the basic idea of density-based clustering is the observation
that inside a cluster the density of points is considerably higher than outside
a cluster. Furthermore, different clusters are separated by areas of noise.
This observation can be validated by looking at the two dimensional sample

databases displayed in figure 2.1).

DBSCAN

The key idea of density-based clustering is that for each member of a cluster
the neighborhood of a given radius has to contain a minimum number of
objects, i.e. the density in the neighborhood has to exceed a density thresh-
old. This threshold is determined by two user defined input parameters ¢
specifying the size of the neighborhood and MinPts specifying the minimum

number of objects the neighborhood must contain.

Definition 2.11 (e-neighborhood)
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Let e € IR. The e-neighborhood of an object p € D, denoted by N_(p), is
defined by
N.(p) = {o € D|dist(p,0) < e}

As claimed above, an object should be inside a cluster if its neighborhood

contains at least a given number of objects.

Definition 2.12 (core object)
An object ¢ € D is a core object w.r.t. € € IR and MinPts € IN, denoted by
CORE,,,, (q), if its e-neighborhood contains at least MinPts points, formally:

CORE,,, (q) < |N.(p)| > MinPts

Let us note that the acronym den in the definition refers to the density
parameters € and MinPts. In the following, we omit the parameters £ and
MinPts wherever the context is clear and use den instead. The core point
concept is visualized in Figure 2.2(a).

A naive approach could require the core object property for each member
of a cluster. However, this approach fails because there are some objects on
the border of the cluster (- so called border objects) that do not fit the core
point property but are intuitively part of a cluster. In fact, a cluster has
two properties: density and connectivity. The first one is captured through
the core object property. The second one is captured through the following

concepts.

Definition 2.13 (direct density-reachable)

An object p € D 1is direct density reachable w.r.t. ¢ € IR and MinPts € IN
from q € D, denoted by DIRREACH,,,, (¢,p), if q is a core object and p is in
the e-neighborhood of q, formally:

DIRREACH,,,(q,p) < COREy,,(¢) N p € N.(q).

The concept of direct density reachability is depicted in Figure 2.2(b).
Obviously, directly density reachable is a symmetric relation for pairs of core

objects. However, it is not symmetric in general.
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Definition 2.14 (density-reachable)

An object p € D is density-reachable from ¢ € D w.r.t. € € IR and MinPts €
IN, denoted by REACH,,,, (q,p), if there is a chain of objects py,...,p, € D,
P1 = q, pn = p Such that p;1 s directly density reachable from p;, formally:

REACHden(Qap) <~
Ip1,- P €D ipr=q AN pp=p A
Vie{l,...,n—1} : DIRREACH,,, (p;, Pi+1)-

Density reachability is illustrated in Figure 2.2(c). It is the transitive
enclosure of direct density reachable but it is not symmetric in general (again
only for pairs of core points). Thus, we have captured the connectivity of core
points so far. But two border objects of the same cluster C are not density
reachable from each other. However, there must be a core point in C from
which both border points are reachable. Therefore, the following definition

captures general connectivity of points within a cluster.

Definition 2.15 (density-connected)

An object q € D 1is density-connected to another object p € D w.r.t. € € IR
and MinPts € IN, denoted by CONNECT,,, (¢,p), if there is an object o € D
such that both p and q are density reachable from o, formally:

CONNECT,, (¢.p) &

do € D : REACH,,,(0,q) N REACH,,,(0,p).

Density connected is in general a symmetric relation. The concept is
visualized in Figure 2.2(d).

Now, the density-based notion of a cluster can be defined using the in-
troduced concepts. Intuitively, a cluster is defined to be a set of density
connected objects which is maximal w.r.t. density- reachability. The objects

in D, not belonging to any of its density-connected sets are defined as noise.

Definition 2.16 (density-connected cluster)

A non-empty subset C C D is called a density connected cluster w.r.t. € € IR
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(C) REACHden(q7p) (d) CONNECTden (q’p)

Figure 2.2: Illustration of density-based clustering concepts

and MinPts € IN, denoted by CONSET,,,,(C), if C is a density connected set
and C is maximal w.r.t. density-reachability, formally:

CoNSET,,,(C) &
(1) Connectivity: CONSET,,,,(C)

(2) Mazimality: Vp,q € D : q € C NREACH,,, (q,p) = p € C.

The algorithm DBSCAN is proposed in [EKSX96] and computes all density-
based clusters w.r.t. the user-specified parameters € and MinPts by one single
pass over the data. For that purpose, DBSCAN uses the fact that a density
connected set can be detected by finding one of its core objects p and com-
puting all objects which are density reachable from p. The pseudo code of
DBSCAN is depicted in Figure 2.3. The method ExpandCluster which com-
putes the density connected cluster, starting from a given core point, is given
in Figure 2.4.

The correctness of DBSCAN can be formally proven (cf. Lemmata 1 and
2 in [EKSX96], proofs in [SEKX98]). Although DBSCAN is not in a strong

sense deterministic (the run of the algorithm depends on the order in which
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algorithm DBSCAN(SetOfObjects D, Real ¢, Integer MinPts)

// each point in D is marked as unclassified
generate new clusterlD cid;
for each p € D do
if p.clusterlD = UNCLASSIFIED then
if ExpandCluster(D, p, cid, €, MinPts) then
cid = cid+ 1
end if
end if
end for

Figure 2.3: The DBSCAN algorithm.

the points are stored), both the run-time as well as the result (number of
detected clusters and association of core objects to clusters) are determi-
nate. The worst case time complexity of DBSCAN is O(nlogn) assuming
an efficient spatial index (e.g. [BKK96] or [BBJT00]) and O(n?) if no index

exists.

OPTICS

DBSCAN computes a flat density-based decomposition of a database. It de-
tects each density connected set w.r.t. a global density parameter specified
by € and MinPts. However, there may be clusters of different density and/or
nested clusters in the database (cf. “database 3” and “database 4” in Figure
2.1). If the densities of different clusters vary significantly, the parameteriza-
tion of DBSCAN is problematic. A less strict density threshold would detect
also the clusters of lower density but may merge clusters of higher density.
On the other hand, a more strict density threshold would partition the denser
clusters but would miss clusters with lower density. In addition, the infor-
mation of nested clusters, i.e. denser clusters within less dense clusters, may
be missed.

In [ABKS99] the density connected clustering notion is extended by hi-
erarchical concepts. Based on these concepts, the algorithm OPTICS is pre-
sented. The key idea is that (for a constant MinPts-value) density-based

clusters w.r.t. a higher density, i.e. a lower value for ¢, are completely con-
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boolean ExpandCluster(SetOfObjects D, Object start, Integer cid, Real ¢, Integer MinPts)

SetOfObjects seeds := N_(start);
if [seeds| < MinPts then

start.clusterlD := NOISE;

return false;
end if
for each o € seeds do

o.clusterlD := cid;
end for
remove start from seeds;
while seeds # () do

o := first point in seeds;

neighbors := N_(o);

if |neighbors| > MinPts then

for each p € neighbors do
if p.clusterlD € {UNCLASSIFIED, NOISE} then
if p.clusterlD = UNCLASSIFIED then
insert p into seeds;

endif
p.clusterlD := cid,;
endif
end for
end if
remove o from seeds;
end while

return true;

Figure 2.4: Method ExpandCluster.

tained in density-based clusters w.r.t. a lower density, i.e. a higher value
for . Figure 2.5 illustrates this observation: C7 and Cy are density-based
clusters w.r.t. eps; < epsy and C is a density-based cluster w.r.t. epss
completely containing C and Cb.

The algorithm OPTICS extends DBSCAN by computing the density con-
nected clusters w.r.t. all parameters ¢; that are smaller than a generic value
e. In contrast to DBSCAN, OPTICS does not assign objects to clusters, but
stores the order in which the data objects are processed and the information
which would be used by an extended DBSCAN algorithm to assign objects
to clusters. This information consists of only two values for each object, the
core distance and the reachability distance.

The core distance is based on the concept of k-nearest neighbor distances.
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Figure 2.5: Nested clusters of different density.

Definition 2.17 (k-nearest neighbor distance)
The k-nearest neighbor distance of p, denoted by nn-dist,(p), is defined as
follows:

nn-disty(p) = max{dist(o,p)| o € NNx(p)}.

Let us note that in Definition 2.17 it is implicitly assumed that D contains

at least k elements, i.e. k£ < n.

Definition 2.18 (core distance)
The core distance of an object ¢ € D w.r.t. € € IR and MinPts € IN is
defined as

nn-dist ., prs(@)  if IN.(q)| = MinPts

00 else.

CoreDisT,,,(q) = {

The core distance of an object ¢ is the smallest threshold ¢ < e such that
q is a core object w.r.t. £ and MinPts. If € would be greater than the generic

¢ value, the core distance of ¢ is set to co.

Definition 2.19 (reachability distance)
The reachability distance of a point p € D relative from another object g € D
w.r.t. € € IR and MinPts € IN is defined as

ReacuDisT,,, (¢, p) = max(COREDIST,,,(q), dist(q,p)).
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MinPts=5

............ generic eps value

- --- core-distance(o)
---- reachability distance(o,p)

—— reachability distance(o,q)

Figure 2.6: Illustration of core distance and reachability distance.

The reachability distance of an object p w.r.t. another object ¢ is the
smallest threshold ¢ < ¢ such that p is directly density reachable from gq.
Obviously, to achieve this relation, ¢ has to be a core object. Thus, the
reachability distance cannot be smaller than the core distance of q. As a
consequence, if dist(q,p) < COREDIST,,, (¢), the reachability distance of
p wrt. ¢ is set to COREDIST,,, (q). Otherwise, the smallest threshold
¢ < e, where p is directly density reachable from ¢, is exactly dist(q,p).
Let us note that if ¢ is not a core point w.r.t. the generic e-value, i.e.
CoreDIST,,, (q) = 00, we get REACHDIST,,, (¢, p) = oo indicating that the
smallest threshold ¢ is in fact greater than ¢, i.e. p cannot be directly reached
from ¢ w.r.t. the generic threshold .

Both the core distance of an object o and the reachability distances of
the objects p and ¢ relative to o are illustrated in Figure 2.6.

The OPTICS algorithm computes a so-called cluster ordering of a database
w.r.t. the two input parameters € and MinPts. In addition, the core distance
and a “suitable” reachability distance is stored for each object. The pseudo
code of the OPTICS algorithm is depicted in Figure 2.7. It starts with an
arbitrary object o € D, assigns a reachability distance of oo to 0 and expands
the cluster order if the core distance of o is smaller than the generic input
parameter €. The expansion is done by inserting each object p € N_(0) into
a seed list OrderedSeeds. This seed list is organized as a heap, storing that
object ¢, having the minimum reachability distance to the already processed

objects as first object in the list. The heap structure is maintained by the
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algorithm OPTICS(SetOfObjects D, Real ¢, Integer MinPts)

CO := empty cluster ordering;
while |CO| < n do
o := arbitrary not yet handled point in D;
neighbors, := N_(o);
0.R := o0;
0.C := CORE,, (0);
mark o as handled;
append o to CO;
if 0.C' # oo then
OrderedSeeds.update(neighbors,, 0);
while OrderedSeeds # () do
p = OrderedSeeds.first();
neighbors, := N_(p);
p.C := CORE,, (p);
mark p as handled;
append p to CO;
if p.C' # oo then
OrderedSeeds.update(neighbors,, p);
end if
end while
end if
end while

Figure 2.7: The OPTICS algorithm.

procedure OrderedSeeds::update (cf. Figure 2.8) which updates the reachabil-
ity distances of the objects that are already in the seed list if their according
values decrease. The next object to be inserted in the cluster ordering is
always the first object in the seed list. If the core distance of this object is
smaller or equal to £, all objects in the e-neighborhood are again inserted
into or updated in the seed list. If the seed list is empty and there are still
some not yet processed objects in D, we have a so-called “jump”. OPTICS
selects another arbitrary not yet handled object in D and proceeds extending

the cluster ordering for the remaining objects.

Definition 2.20 (cluster ordering)

Let MinPts € IN, € € IR, and CO be a permutation of the objects in D. Each
o € D has additional attributes o.P, 0.C and o.R, where o.P € {1,...,n}
symbolizes the position of o in CO. We call CO a cluster ordering w.r.t. ¢
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method OrderedSeeds::update(SetOfObjects neighbors, Object center)

cdist = center.C,
for each o € neighbors do
if 0 is not yet processed then
rdist := max{cdist, dist(o, center)};
if o is already in OrderedSeeds then
if 0.R > rdist then
0.R = rdist,;
decrease(0);
end if
else
0.R = rdist,;
insert(o);
end if
end if
end for

Figure 2.8: Method OrderedSeeds::update.

and MinPts if the following three conditions hold:

(1) VpeCO: p.C = CoreDiST,,,(p)

(2) Vz,yeCO:1<z.P<yP =

Jo € CO :0.P < z.p AN REACHDIST,,, (0, 2) < REACH,,, (0, V)

(3) VpeCO:
p.R = min{REACHDIST,,, (0,p) |0 € CO N 0.P < p.P},

where min ) = oo

Condition (2) states that the cluster ordering C'O is built by selecting
the object o for position 7 that yields the smallest reachability to each of the
objects that are already ordered so far, i.e. all objects in position j < 1.
0.C symbolizes the core distance of an object o in C'O whereas o.R is the
reachability distance assigned to the object o during the generation of C'O.

A cluster ordering contains sufficient information to extract all density-
based clusterings w.r.t. any & < e. The density-based clustering w.r.t.
a particular ¢/ < ¢ can be extracted by scanning the cluster ordering and

checking the reachability distance and the core distance of each object. If
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Figure 2.9: Reachability plot (right) computed by OPTICS for a sample

two dimensional data set (left).

the reachability distance of the current object is larger than &, we have to
check its core distance. If the core distance of this object is also larger than
¢’ this object is assigned to noise. Ohterwise, the object is a core object and
we start a new cluster. If the reachability of the current object is smaller than
¢’, it can be assigned to the current cluster because it is density reachable
from a preceding core object in the cluster ordering. Let us note that the
resulting clusters may miss some border objects, because border objects can
belong to multiple density connected clusters.

A breakthrough advantage of OPTICS is that the resulting cluster or-
deri