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Abstract: Estimation procedures and optimal designs for estimation of the individ-
ual parameters and of the global parameters are discussed under various conditions of
prior knowledge. The extension to nonlinear parametrization of the response function
is based on the asymptotical validity of the results for the linear parametrization. For
the case where the error variance and the dispersion matrix are unknown, an iterative
estimation procedure is suggested. An example based on dental plaque pH profiles
demonstrates the improvement that is achieved (a) through using the optimal design
or a design that is close to the optimal, and (b) through taking into account prior
information.
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1 Statement of the Problem

In the following we consider observations y;; that are taken from the j-th object
(7 = 1,...,7) under conditions z;, ¢ = 1,...,q. In total, we have r - ¢ observations.
Let us assume that under condition z; the responses y;; of all objects have the same
structure

yi; = (i, 05) + €ij 5 (1)
where <;; is the observation error and 6; = (4,;,... ,ﬂmj)T is the vector of (individ-
ual) parameters that reflect the specific features of the j-th object. Let us further
assume that the variability of 8; can be described by some distribution with mean
8o (the global parameters) and dispersion matrix D, that the observation errors are
independent and have zero mean and variance o2, and that they are independent of
6;. In the following we will use indices ¢ and 8 for the expectation to indicate the
respective distribution; expectation without index is related to the joint distribution.

The model described by (1) usually is called a regression model with random coefhi-
cients or a regression model of the second kind. Objectives of statistical analysis of

such a model can be
e estimation of the individual parameters 8;
o estimation of the global parameters 6,
o estimation of 0% and D

In Sections 2 and 3 we will discuss estimation procedures and optimal designs for
these objectives under various conditions of prior knowledge, respectively. Section 3
illustrates the results of the earlier sections on the basis of dental plaque pH data.

2 Estimation Problems

We will start this section by considering the case of linear parametrization of the
model, i.e., n(z,8) = 87 f(z). This case has extensively been studied [see, e.g., Fe-
dorov and Miiller (1989), Fisk (1967), Gladitz and Pilz (1982), Rao (1973), Spjgtvoll
(1977)]. The main results will be sketched in Section 2.1. In Sections 2.2 and 2.3 we

will discuss the nonlinear model.

2.1 The linear case

Let us assume that n(z,8) = 7 f(z). Estimation is discussed for the following cases:
e o2 and D are known, but 6, is unknown
e 8y, 0%, and D are known

e 9y, 0%, and D are unknown



2.1.1 Parameters ¢’ and D are known, but 6, is unknown

Let us first consider the linear, unbiased estimator
6= M7, (2)

where M = Y27, f(2:)f"(z:) and Y; = XX, f(z:)yi;- Given true values 8,, for the
parameter vector 8; of object j, we find the following conditional moments with

respect to the error distribution:

Ee{éj} = 01’:
Vart{éj} = Ee{(éj aJt)( Jt)T}—a'zM_

A natural estimator of 4, is

The (unconditional) variance of 6, is
Var{fo} = r YD + s’ M ™). (4)
We have two alternatives to calculate the estimate for ,:

(a) find 8; = arg ming 327, [yi; ~ 67 f(z;)]> for j = 1,...,q, and then calculate the

——l

arithmetic mean 6p;

(b) minimize the total sum of squared residuals:

00 = atgrmnz }: Yij — 07 f(z:)]? (5)

Jj=1i=1

r

Some algebra shows that 6o = MY where Y = Y%, f(z;)y; and 7; = r~* Yo Yiss

and therefore éo = éo.

2.1.2 6,, 0%, and D are known

In this case we wish to find an estimator §; that minimizes the unconditional variance

0 —argmmE{( 6;:)(9; ]t) }s

equivalently, this is

J, = argmin{o ™ Yolys, — (e OF + (0 8)TDO-B)}. (6)

i=1



The estimator turns out to be
8; = (D' + 072 M) (D '8, + 072Y;). (7)

It is biased in the sense that Ee{é }=(D '+ o PM) YD 6+ M8,,) = e+ (D71 +
o 2M)"'D"(8, — §,.). Nevertheless, the unconditional dispersion matrix of 4; is

E{(6, = 6;:)(6; — 6,)"} = (D™ + 072 M), (8)
Having in mind that E{(BJ 8 )( 0 ~8;)T} = 02M ", we find that “in total” 9 has

a smaller dispersion matrix than 0
(D' + o M) < oML,
For comparing of 6-‘j with é_,-, it should also be noted that

E{(8; — 80)(8; —80)T} =D ' — (D' + 0 ?M)™ =D(D + o* M) 'D.  (9)

2.1.3 6y, 02, and D are unknown

Taking into account that (2) and (3) do not depend upon 6y, ¢%, and D, and in
order to stay in the class of quadratic unbiased estimators, we propose the following

estimators: r g
&? :r‘l(Q—m)_lgg[%‘j“éjf(l‘i)]z’ (10)
ﬁz(r—l)"li(éj—éo)(éj“éo)T‘ M (11)

j=1
isee, e.g., Spjetvoll (1977);. Unfortunately, (11) does not necessarily satisfy the
natural condition for D to be positive definite for any sample {:;}11- In applications
this fact can cause difficulties, e.g., if (11) is used as a substitute for D in numerical
procedures to derive an optimal experimental design.
Having a sufficient number of observations in a learning sample we can use (3), (10)
and (11) to substitute 8y, 0%, and D, respectively, in (7) by their estimates. We could
not find any studies about the “reliability” of this substitution for small samples;
however, it is evident that asymptotically (for r — oo and ¢ — oc) in the learning
sample, we will obtain the same results as if we used the “true” 8, and D (see also
Section 2.3).

2.2 The nonlinear case: A quasilinear approach

The results of the last section can be generalized for the nonlinear parametrization
of the response function 7(z,8). If we use

. q

8; = arg H{}“Z[yij - n(z:,8))° (12)
i=1



instead of (2) and the 6, are strongly consistent [see Jennrich (1969)], then all results
from Section 2.1 are asymptotically (for ¢ — oo0) valid; in calculating M, the basic
functions f(z) have to be changed to f(z,; ;) where f(z,0) = On(z,8)/06|,_;.

Application of this general rule to (4) requires some precaution, because (4) im-
plicitely assumes that E{y;;} = n(z,,8;). This is fulfilled in the linear case but is not
generally true. To illustrate this let us assume that

EO{(aj - 00)(01 — 00)T} =D = 720

where D is the dispersion matrix of the corresponding normalized random values
(i.e., all diagonal elements of D are 1). For any symmetric distribution of § we get

E{vi;} = Ee{n(z:,6;)}

on(z;, 4
= Eoln(zabo) +yie SMEO g gy
04 4=t
2 2
¥ r °n(z;,0)
F—tr(0 — b)) ———— 0—6
+5 tr( b) 36 967 o:oo( o) + ...}
2 2
Y 8 T/(ziao) 4
- . A T NEHT) 1o
T’(“cHaO) + 2 tr D 30 96T oty + (7 )

If the first two terms in the last line are of similar size then in order to achieve the
accuracy of the above expansion we should use

. azn(x,.,o)r (13)

Bo_argmmZZa [yu n(z;,0) — .z.tr’D_a_o_ao_T_

7j=1:1=1

instead of (5). In the approach discussed in Section 2.1.1 we can use (6) but not (7)
in the nonlinear case.

2.3 Maximum likelihood method and iterative estimators

In this section we assume that ¢;; and 8; are normally distributed. Neglecting additive

constants, we find

R(y,9,0° OO,D) = —2InL(y,0,0%,6,,D) = rqlno? + rIn|D| (14)
+ Z ZO’ sz - 13,,0 ‘+‘ 2(01 - 00)TD—1(0j - 00),
J=1l1i=1 j=1

where L is the likelihood function, ® = (8y,...,6,), and y is the ¢ x r-matrix {y;;}{1.

If 02, 6y, and D are known, minimization of (14) immediately leads to (6), or to (7)
if n(z,8) = 8T f(z). More interesting results are obtained if some of the quantities

o?, 6y, and D are unknown.



2.3.2 0%, 6y, and D are unknown

If 02, 6o, and D are unknown, setting the derivatives of R to zero gives the estimators

0= argngn[rqln 6%(0) + rln|D(0)]], ' (20)
where
#(0) = (o)™ Y s — (w65
B(O) = r 306; - i(@)]d; ~ 6o(©))"

6o(®) = 1Y 4;.
J=1

The fixed point method leads to

® = limo, (21)

$§— 00

Oi(s+1) = argrmn{a’ Yo, zj:y,, n(z,8))?
+ [0~ 0(©,)"D1(0,)[6; — 60(0.)]} -

Comparing (21) with (6) shows that the proposed estimator for 8; is an iterative ver-
sion of (6) and that the two-stage procedure discussed in Section 2.1.3 coincides with
the first iteration of (21). Asymptotically (for » — oo) 0-1- has the same properties as
(7) in the linear case, i.e., if n(z,8) = 67 f(z). In the nonlinear case the asymptotical
behavior of é]- coincides with that of (7). This is due to the strong consistency of 52
and D (for their consistency it is sufficient that r — oo while ¢ can be finite). For the
consistency of éj it is necessary that ¢ — oo. These facts can be proved by means of
the techniques used by Jennrich (1969), Malyutov (1982), and Wu (1981).

Moreover, this consistency can be proved—under rather mild conditions—for non-
Gaussian distributions of ¢;; and §; (e.g., the distributions must have finite second
moments; for the asymptotical normality they must have finite third moments). In
the nonlinear case the most crucial assumption for the consistency of éj is as follows:

The minimization in (17), (18), (20), and (21) has to be done over some
compact Q (i.e., 8; € ), the true value 8;, is an interior point of 2,
and uniformly on

q
lim q Z 7}(% znat)] = vz(a) )

q—oo

where the function v?(#) has a unique minimum at point 6.



2.3.1 Only 0? is unknown

Let us first discuss the case when only ¢? is unknown. The maximum likelihood
estimators for o and © are

r q

&’ T‘I) ! Z Z 3/11 :c,, ]2

J=1l1i=1
and

- r q r
© = arg mm {rqln(rq ! Z > lyis — (s, 6;)]7 + Z(ﬂj — 60)TD1(8; - 00)} , (15)
J=11=1 Jj=1
respectively. At the first glance, (15) looks quite different from previously consid-

ered estimators. Applying the fixed point method leads to the following iterative
procedure:

0 = .Ilglo (OR (16)
r q r

©, = argmin {0,_2 Do Iy — (i, 85)1* + D _(8; — 60) D05 — 00)} - (17)
Jj=li=1 j=1

The optimization problem (17) can be splitted into r separated optimization prob-
lems: For j =1,...,r

q

6;(s) = argn&in {0:2 Z{y,j —n(zi,0))* + (8 — OO)T’D_I(O — 00)} . (18)

1=1

In (17) and (18)

r

0 ! i{yu" nlz:, 0 (3)]}2'

J=11=1

1
A possible choice of initial values for (16) is
9
Bj(O): Zy,, n(z:,8))?, j=1,...,r. (19)

Comparing (18) and (6) shows that (16) and (18) can be considered as an itera-
tive version of (6). Thus, the maximum likelihood approach gives a hint how (6)—
independently of whether ¢;; and 8; follow a normal distribution or not—can be
adjusted to the case where the variance of the observation errors is unknown. Malyu-
tov (1982) discussed asymptotics of the iterative estimators for the regression model
with constant parameters. The generalization to the second kind regression model is

straightforward.



Inspite of its elegance, the m.l.e. or iterative estimators require rather extensive
calculations. Even in simple cases and when the procedure is started from initial
values (2), (3), (10), and (11), two to four iterations are needed in practice.

Iterative estimation based on generalized least squares and various applications of
related algorithms are discussed in a surveying paper by del Pino (1989).

3 Design of Experiments

The problem of optimal choice of the regressors ¢, = (z1,...,z,) is usually referred
to as the design problem. For the various estimators defined in Section 2 we have to
expect different solutions of the design problem since the optimum will be attained
at
§ =agmin¥[D(E,)], =€ X (22)
q

where D(§,) denotes the dispersion matrix for the respective estimation problem
[see the comments next to (2), and (4) and (8)]. Here, X stands for the design
region and ¥ is the design criterion that is used to reduce the multiobjective problem
“minimization of D(§,)” to a scalar task. Possible choices for ¥ are discussed by
Silvey (1980). For the sake of simplicity we restrict ourselves to the popular D-
criterion, i.e., ¥[D(&,)] = In|D(§,)|.

According to the general theory [see Silvey (1980)] the supporting points of £* have
to be located at the maxima of the so-called dual function ¥(z,§). For the situations
of interest, this function is given in the respective section below [for more details, see
Fedorov and Miiller (1989)].

For second kind regression models the question of optimal design is more difficult than
for the standard case. The additional difficulties come from the fact that we have more
parameters (0o, 8;, 0%, and D) to estimate. Analogously to Section 2, we will consider
several situations of prior knowledge and start with the linear parametrization.

3.1 No prior information—initial experiments

3.1.1 Estimation of §;

Having no prior knowledge about 8y, 02, and D, it is evident from Sections 2.1.1 and
2.1.3 that in order to perform an optimal experiment we have to look for designs that
minimize .
¥[D(¢,)) =1n|M7*| =1a|[3] f(=:) fT ()] 7. (23)
=1
This means that we look for the most accurate estimates for ;. The dual function
used by the optimization algorithm is given by

¥(z,€) = fT ()M f(z). . (24)



Of course, in later experiments information about 6, o2, and D that is gained in this
“initial” or “starting” experiment will be used in deriving optimal designs.

3.1.2 Estimation of 6,

Minimizing (23) also affects the quality of the estimator § = r-!Y" éj. The

~ j=1
dispersion matrix of 6,

E{(60 — 80)(60 ~ 60)7} = r YD + o?MY), (25)

is a monotonically increasing function of M~! in the sense of matrix ordering. As
D and o? are unknown nothing better can be proposed than to minimize M1,
. 1.€., to use the criterion (23) for finding the optimal design. In the case of no prior
{ Mii?)nformation the optimal design is the same for estimating both 8, and ;.
Y

S
#

3.2 Preliminary information available
3.2.1 Estimation of §,

Let us assume that reliable estimates for D and o? are given, e.g., values obtained
from (10) and (11). Then

¥[D(¢)] =In|D + 6* M~ (26)
has to be used as appropriate design criterion. The corresponding dual function is

¥(z,€) = [T ()M D+ &M M f(z). (27)

3.2.2 Estimation of §;

Let us assume that estimates such as (3), (10), and (11)—or other reliable estimates—
are available for 8y, D, and o?, respectively, and that we want to estimate 6, for a
new object ¢, £ & {1,...,7}. We have the alternatives to use an approach based on
either (2) or (7). The difference between the two approaches is discussed in Section
2.1.2. If it is reasonable to believe that the new object belongs to the group of objects
that is basis of the preliminary information on 8y, D, and o2, then using

U[D(&,)] = In[D + 672M| (28)

makes the estimate 8, most accurate {On the other hand, if the new object is studied
in a “stand alone” mode, use (23).]
At the same time, the asymptotically minimal bias for the estimate of D is achieved

if (28) is used. This follows from the fact that the asymptotical bias of the iterative
estimator D is (D! + 0" 2M)™! [cf. (9)]. The bias vanishes when ¢ and therefore the



elements of M become very large. The rate of this convergence is determined by the

locations z,...,z,, and (28) guarantees the best rate in the sense of the determinant
value.

For criterion (28) we obtain the dual function

P(z,€) = f1(z)[D! + 672 M|f(z). (29)

3.3 Nonlinear problems

In the light of the discussion in Sections 2.2 and 2.3, the design rules of the last
two sections can be applied straightforwardly to nonlinear problems. A crucial point
is that the basic function f(z,8) depends on 6. If a reliable estimate 6, is known,
On(z,0)/30|;, should be used for f(z,8). To take the stochastic nature of the pa-
rameter estimate §, into account, we can follow one of two approaches: (a) find the
optimal designs for a variety of plausible values of 8, and then merge them to obtain
an “average” design [see Fedorov et al. (1987)]; (b) use a Bayesian or a minimax
procedure [see, e.g., Ford et al. (1989)].

4 An Application

Stephan (1940) already observed that if plaque on the tooth surface is exposed to
carbohydrate the plaque pH rapidly decreases to a minimum and lateron increases
slowly to approach the initial pH value; this pattern or profile of the dental plaque pH
is called the “Stephan curve” (see Figure 1). Measurement of the Stephan curve is
of particular interest as its characteristics are used, e.g., as indicators of the varying
acidogenicity of various substances in our nutrition.

l insert Figure 1 }

A usual approach of measuring the Stephan curve is to take six to ten pH values at
regular time intervals of three to five minutes. We will demonstrate in the following
that the use of the earlier discussed refinements in the estimation procedure as well
as in the sampling design leads to considerably better estimates as the standard

approach.

| insert Table1 |

A suitable model to describe the Stephan curve is
pH(t) = 0:[1 + exp (—61t) — exp (—02t)) (30)

Figure 1 shows measurements (cf. Table 1) taken from twelve individuals at constant
time intervals of four minutes over a time-span of 28 minutes after rinsing with

10



sucrose, together with the fit of (30) to these data (§; = 7.01, 6, = 0.62, f, = 0.39).
The figure indicates that the observed pH-values are considerably scattered around
the mean curve. This suggests to use a regression model with stochastic parameters:
For the j-th individual the mean value function is

PH; (1) = 1(t,6;) = b1; [1 + &7t — %] ; (31)

where 8; = (0y;,6,;,05;)T is a random vector with E{6;} = 8, and Var{4,} = D,.
The increase in the explained variation due to the stochastic nature of the parame-
ters is significant. Assuming normality of the deviations between observations and
model, we find that the test statistic of the likelihood ratio test has the value 213.0,
corresponding to a highly significant p-value in the table of the asymptotic x?(33)-
distribution.

To construct optimal designs for estimating 6, and 6, by means of the criteria (23),
(26), and (28) we use classical numerical algorithms [see, e.g., Fedorov et al. (1987)]
that are based on the dual functions (24), (27), and (29), respectively. Our design
space X is a grid of width 0.5 on the interval [0,8], corresponding to a time unit
of four minutes. Comparisons of the performance of various designs £ will be based
on the design criterion ln |D(£)|. In addition, the maximal variance of the response
functions will be given. According to the equivalence theorem of optimal design
theory the optimal design consists of those points where the variance function has its
maxima, and for such a design both the design criterion and the maximal variance
are minimized.

First we consider the equally spaced (“uniform”) design of eight measurements that
traditionally is used by dentists. It will serve as a reference design for preformance
comparisons. We also use it as a starting design for the numerical algorithms. Es-
timation of §; and 6y on the basis of the uniform design without making use of
prior information corresponds to a value 2.55x107° of the design criterion (23). The
maximal variance of the response function is 0.45.

The optimal design for estimating 6; and 6, without making use of prior information,
i.e., the design obtained from minimizing (23), is shown in Figure 2. This figure—
and Figures 3 to 5—are constructed as follows. The vertical bars indicate the design
points. The height of each bar is proportional to the weight that is given to the
observation at this point; the weight can be read from the scale on the left axis.
The small circles indicate the variance of the response function at specific points; the
maximum of the variance is given on the right axis.

[ insert Figure 2 j

The optimal design shown in Figure 2 does not consist of three supporting points
with equal weights as it must be expected from optimal design theory: One of the
points is splitted due to the roughness of the underlying grid. If we again take a
sample of eight observations the value of criterion (23) is 0.78x10°, a reduction to

11



one third (30%) of the value for the uniform design. The maximal variance of the
response function is 0.10, more than four times less the value for the uniform design.

Of course, in practice it is impossible to locate eight observations at four points (with
unequal weights). A feasible design has to fulfill the restriction that the number of
supporting points is finite, and they have to have equal weights. This affords the
use of special algorithms, different from those usually found in literature. Such an
algorithm for finding restricted optimal designs is described by Fedorov and Miiller
(1989).

For estimating 6; or 6y without making use of prior information this algorithm yields
the design shown in Figure 3. The value of criterion (23) is now 1.15x1075, i.e., 45%
of the criterion value for the uniform design. The maximal variance of the response
function is 0.19. The restricted optimal design is slighly deteriorated as compared to
the unrestricted design but still considerably better than the reference design.

I insert Figure 3 I

It should be noted that the unrestricted and the restricted optimal designs do not
depend on how far we expand the design region. Although the variance function
increases slightly at the right end and approaches the indicated maximal value, the
expansion of the design region leaves the optimal design unchanged. We worked out
but do not report corresponding results for the design region [0,21]. The asymptotic
behavior of the variance function, however, makes clear that the an unrestricted
design region would lead to an additional supporting point very far ahead in time.

So far, we took advantage from improving the sampling design. Next we will show
that further improvement can be gained by incorporating prior information (see Sec-
tion 3.2). Figure 4 shows the restricted optimal design for estimating ; making use
of estimates for the error variance o and the dispersion matrix D, i.e., obtained from
minimizing the design criterion (28). The value of the criterion (28) is 0.29x107%,
that is 25% of the value of criterion (23) for the restricted design without use of
prior information, and only 11% of the criterion value for the uniform design. The
maximal variance of the response function is 0.11.

[ insert Figure 4 ]

Finally, Figure 5 gives the restricted optimal design for estimating 8, making use of
prior information, derived by minimizing criterion (26). The value of the design crite-
rion is 0.44x 1075, that is 38% and 17% of the values of criterion (23) for the restricted
design without use of prior information and for the uniform design, respectively.

r insert Figure 5

12



The example demonstrates the improvements that can be achieved (a) through using
the optimal design or a design that is close to the optimal, and (b) through taking
into account prior information. In practice the gain in the design criterion will lead to
savings in the sample size. Figure 6 shows the optimality criteria for various sample
sizes and different estimation schemes.

insert Figure 6 T

Similar improvements can be expected for the estimation of characteristics of the
model such as the minimum of or the area under the profile.
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Table 1: Measurements of plaque pH values from twelve individuals after rinsing with

sucrose.
| |[Omin 4min 8min 12min 16 min 20 min 24 min 28 min |

7.30 6.24 5.78 5.94 5.79 6.51 7.01 6.70

1
21645 6.01 5.72 5.60 5.47 5.29 6.46 6.50
3697 5.65 5.41 5.42 5.90 6.35 6.40 6.61
41685 6.45 6.10 6.13 6.55 6.32 6.81 6.56
5| 741 6.68 6.42 6.57 6.45 6.94 7.01 7.08
6 7.01 6.41 6.42 6.69 6.70 6.92 6.96 6.92
71684 6.30 6.17 6.09 6.35 6.51 6.76 6.81
8 |6.59 5.97 537  5.44 5.64 6.06 6.34 6.31
9|6.96 5.65 557  5.54 5.50 5.82 6.16 6.35
10 | 6.94 5.25 4.93 5.08 5.02 5.38 5.69 5.59
11 | 6.79 6.10 5.86 6.20 6.63 6.50 6.40 6.85
12 | 7.50 6.16 5.94 6.10 6.55 6.97 7.15 7.20 -
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Figure 1: Measurements of plaque pH values after rinsing with sucrose, fitted curve

(30) and error bands.
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Figure 2: Optimal design for (23).

o]
N
-

(e}

Figure 3: Restricted optimal design for (23).
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Figure §: Restricted optimal design for (28).
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Figure 5: Restricted optimal design for (26).
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Figure 6: Design criteria for estimating 6; as a function of sample size ¢. The solid
and wide dashed polygon is obtained for the uniform design without use and using
prior information, respectively; The narrow and dot-dashed polygon is obtained for
the optimal design without use and using prior information, respectively.
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