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DETECTING ANOMALOUS USER ACTIVITY

TECHNICAL FIELD

[0001] This disclosure relates generally to data processing
and, in particular, to systems and methods for detecting
anomalous and/or fraudulent user activity.

BACKGROUND

[0002] In today’s technology-dependent world, fraudulent
activities are quite rampant and involve many aspects, includ-
ing data and/or information theft, loss, malicious destruction
of data or other forms of data abuse by users of computing
systems belonging to organizations, corporations, institu-
tions, and other entities. Many such organizations strive to
prevent such activity and employ various fraud prevention
and data securitization techniques. However, such conven-
tional techniques are designed to prevent only simple kinds of
fraud from occurring and may not be enough on their own.
Complex fraud schemes built over time, and typically involv-
ing various applications, are often difficult to prevent. Enter-
prise Resource Planning (“ERP”) systems provide built-in
controls to help prevent occurrence of fraud. However, tech-
nical complexity and breadth of these systems pose a chal-
lenge for auditors when performing fraud detection audits. An
extensive understanding of the business, ERP software and its
features can be required in order to conduct effective audits.
Furthermore, auditors need to understand the customizable
aspects of different ERP systems, as well as keep pace with
technology improvements. Hence fraud detection is often a
labor-intensive task requiring time, effort and resources for
both internal and external auditors.

[0003] Because audits are typically conducted periodically,
fraud can be detected long after it has occurred, causing
greater financial loss to the affected organization. Industry
estimates put the average fraud detection time at 18 months.
This is clearly a long period of time in which to detect fraud
and take appropriate remedial measures.

[0004] Thus, there is a need for an automated screening of
system transactional data to timely detect suspicious user
activity or behavior to allow auditors or other reviewers of
such data to focus their attention on investigating suspicious
activities rather than manually screening audit trails.

SUMMARY

[0005] Inoneaspect ofthe current subject matter, a method
includes receiving data representing a transaction activity
corresponding to a plurality of user transactions performed by
aplurality of users, grouping the plurality of user transactions
into at least one subset of user transactions according to user
transaction type such that each subset of user transactions
includes user transactions of the plurality of user transactions
having a similar user transaction type, determining that the
transaction activity is anomalous in relation to the grouped
user transactions based on a predetermined parameter, and
flagging the transaction activity that is determined to be
anomalous.

[0006] In another aspect, a method includes receiving data
representing a transaction activity corresponding to a plural-
ity of user transactions performed by a plurality of users,
determining a frequency of transactions having at least one
user transaction type that are performed by at least one user,
generating a mapping of users and user transaction types
performed by the at least one user based on the determined
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frequency of transactions, grouping the plurality of user
transactions into at least one subset of user transactions
according to user transaction type such that each subset of
user transactions includes user transactions of the plurality of
user transactions having a similar user transaction type,
grouping the plurality of users into at least one user group
based on types of transactions performed by the users, gen-
erating a plurality of transaction profiles based on the trans-
action types, associating the at least one user group with at
least one of the plurality of transaction profiles based on the
transaction types, generating a mapping between the gener-
ated transaction profiles by determining a relationship
between the generated transaction profiles, and determining
that the transaction activity is anomalous in relation to the
grouped user transactions based on a predetermined param-
eter.

[0007] In optional variations, one or more of the following
features can also be included. A frequency of transactions
performed by at least one user and having at least one user
transaction type can be determined, and a mapping of users
and user transaction types performed by the at least one user
can be generated based on the determined frequency of trans-
actions. The plurality of users can be grouped into at least one
user group based on types of transactions performed by the
users, transaction profiles can be generated based on the
transaction types, and user groups can be associated with
transaction profiles based on the types of transactions.
[0008] A mapping between generated transaction profiles
can be generated, and a relationship between the generated
transaction profiles can be determined. Based on the relation-
ship between generated transaction profiles, a determination
can be made whether the transaction activity is anomalous.
An alert can be generated upon determining whether the
transaction activity is anomalous. An indication of the trans-
action activity that is predetermined to be not anomalous can
bereceived, and based on the indication, the transaction activ-
ity that is determined to be anomalous can be excluded from
being flagged as anomalous. In such an example, the prede-
termined parameter can includes the indication of transaction
activity that is predetermined to be not anomalous.

[0009] The transaction activity can be determined to
include a particular anomalous feature, for example wherein
the predetermined parameter includes the particular anoma-
lous feature. The anomalous feature can be one or more of a
type of a transaction performed by a user within a user group
in addition to types of transactions that are allowed to be
performed by the users within the user group, a large number
of transactions performed by a user, a type of transaction
performed by a user that is not performed by any other users,
and a user performing a transaction of a particular type more
often than any other user within a user group to which the user
belongs.

[0010] Articles are also described that comprise a tangibly
embodied machine-readable medium embodying instruc-
tions that, when performed, cause one or more machines (e.g.,
computers, etc.) to result in operations described herein.
Similarly, computer systems are also described that may
include a processor and a memory coupled to the processor.
The memory may include one or more programs that cause
the processor to perform one or more of the operations
described herein.

[0011] The details of one or more variations of the subject
matter described herein are set forth in the accompanying
drawings and the description below. Other features and
advantages of the subject matter described herein will be
apparent from the description and drawings, and from the
claims.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0012] The accompanying drawings, which are incorpo-
rated in and constitute a part of this specification, show certain
aspects of the subject matter disclosed herein and, together
with the description, help explain some of the principles
associated with the disclosed implementations. In the draw-
ings,

[0013] FIG.1 illustrates an exemplary system for detecting
anomalous user activity, according to some implementations
of the current subject matter;

[0014] FIG. 2 is a flow chart illustrating a method for gen-
erating a mapping of transaction profile(s) to user group(s),
according to some implementations of the current subject
matter;

[0015] FIG. 3 is a flow chart illustrating an exemplary
method for generating a directed acyclic graph of transaction
profile(s), according to some implementations of the current
subject matter;

[0016] FIG. 4 is a flow chart illustrating an exemplary
method for adding a transaction profile to the directed acyclic
graph generated in FIG. 3, according to some implementa-
tions of the current subject matter;

[0017] FIG. Sillustrates an exemplary mapping of transac-
tion profile nodes, according to some implementations of the
current subject matter;

[0018] FIG. 6 illustrates an exemplary directed acyclic
graph, according to some implementations of the current
subject matter.;

[0019] FIGS. 7A, 7B, 7C, 7D, and 7E illustrate exemplary
anomaly types, according to some implementations of the
current subject matter;

[0020] FIG. 8 is a flow chart illustrating a method for deter-
mining existence of anomalies, according to some implemen-
tations of the current subject matter; and

[0021] FIG. 9 is a flow chart illustrating a method.

[0022] When practical, similar reference numbers denote
similar structures, features, or elements.

DETAILED DESCRIPTION OF THE INVENTION

[0023] To address the above-noted and potentially other
issues with currently available solutions, one or more imple-
mentations of the current subject matter provide methods,
systems, articles or manufacture, and the like that can, among
other possible advantages, provide systems and methods for
detecting anomalous user activity based on various types of
transactions performed by the user.

[0024] FIG. 1 illustrates an exemplary system 100 for ana-
lyzing anomalous activity by a user, according to some imple-
mentations of the current subject matter. The system 100,
which can include one or more programmable processors 101
and one or more machine readable storage media or devices
102, can be configured to receive and process data concerning
transaction activity, which can include, but is not limited to, a
transaction or a plurality of transactions generated by a user or
various users of the system 100 or any other system that can
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be coupled to the system 100 and to generate a report that
shows which user activities appear to be anomalous, accord-
ing to various predetermined definitions of anomalous activi-
ties. For example, system 100 can be a part of an Enterprise
Resource Planning (“ERP”) system or a part or all of one or
more other systems that can be communicatively coupled to
the system 100. The system 100 can also parse through user
activities to determine which activities, while appearing to be
anomalous, should be excluded from such report. These
activities can include, for example, activities by a system
administrator or the like who has been granted certain rights
and privileges. Activities of such a user would not be consid-
ered anomalous.

[0025] In some implementations, the system 100 can
include an anomalous user activity detector 120 that can be
configured to be in communication with a client machine 130
or user, for example a processor accessing the processor 101
either locally or over a network. The client machine 130 can
include a front end 144, a preprocessed log file, an adminis-
trator 140, anomaly type definitions database (or any other
type of storage) 142, and threshold values database (or any
other type of storage) 154. The detector 120 can configured to
include a transaction mining agent 103, a transaction profile
generator 104, a directed acyclic graph generator 106, and an
anomaly detector 108. Each component of the detector 120
can be configured to communicate with one another via a
service component 122. The transaction mining agent 103
can be further configured to communicate with user-to-trans-
action frequency mapping component 112, which further
includes a user identifiers database 113 and a transaction type
frequencies database 115. Both databases 113 and 115 can be
configured to provide information to the transaction profile
generator 104, which in turn communicates with user group
database 117 and transaction profiles database 119. The data-
bases 117 and 119 can be configured to provide information
to the directed acyclic graph generator component 106, which
generates a directed acyclic graph 121 to be provided to the
anomaly detector component 108. The anomaly detector
component 108 can be provided with information from an
anomaly type definitions database 142 and a threshold values
database 154 as can be provided by the administrator 140.
Each of these components is discussed in further detail below.
All communication between the client 130 and the detector
120 can be made through a service 122 and a front end
component 144 located at the client, which can be server(s),
software or any other suitable means.

[0026] A pre-processed log file 132 containing data or
information concerning transaction activity or a plurality of
transactions can be provided by the client 130 to the detector
component 120 for analysis. An exemplary log file is illus-
trated in Table 1 below. In some implementations, the trans-
action log file 132 can include information about transac-
tion’s date, time, user, terminal, text, and various codes
associated with a transaction. As can be understood by one
skilled in the relevant art, the transaction log can be config-
ured to include any desired information.

TABLE 1

An example of a transaction log.

Date

Transaction

Time User code Terminal MNo Text

17.03.2008

11:54:32  233-063 ECO1 fitgp-s623-206 AU3  Transaction

ECO1 Started
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TABLE 1-continued
An example of a transaction log.
Transaction

Date Time User code Terminal MNo  Text

17.03.2008 11:54:32  233-063 ECO1 fitgp-s623-206  AUW Report
RSECOPO1
Started

17.03.2008 11:54:32  233-002 FB50 fitgp-s527-017  AUC Transaction
FBS50 Started

[0027] In some implementations, the transaction log can can be configured to generate transaction profiles 119 and

include a timestamp, which corresponds to a date and time
field specifying the date and time at which a particular user
has performed an activity. It can also include a username or
1D, which is assigned to each user and which uniquely iden-
tifies that user within the system. The log can specify an
activity or a transaction performed by the user via an activity
entry. It can also specify a terminal name, e.g., an IP address
of'a user’s computer. Further, the log can include activity or
transaction information. This field can include additional
information about the activity performed. This information
can be in code or text.

[0028] Along with the transaction log file 132, the client
130 can be configured to generate a request message for the
activity detector 120 to generate a user-to-transaction fre-
quency mapping 112. The transaction mining agent 103 can
be configured to parse through the log file supplied in the
client’s request message to generate the user-to-transaction
frequency mapping 112. To do so, for each user identity
recorded or otherwise identified in the log file, the transaction
mining agent component 103 can be configured to determine
all types of transactions performed by that user and the fre-
quency of those transactions. Table 2 illustrates an exemplary
user-to-frequency mapping 112 as generated for either users

(uy, ..., ug) and transactions (t, . .., t5).
TABLE 2
An example of a user-to-transaction frequency mapping.
User Transaction types
identifiers t ty ts ty ts
u, 0 0 3 0 0
u, 0 0 0 7 0
us 0 0 2 1 0
u, 0 0 4 0 0
us 6 0 9 0 0
ug 0 2 0 0 10
u, 2 0 6 8 0
g 5 0 4 2 0
[0029] In the above TABLE 2, rows are identified by user

identifiers (u,) and columns are identified by transaction types
(t,). The value 0 indicates that no occurrence was found in the
log file of a given user performing a given transaction type. A
value greater than 0 indicates the number of times that a given
user performed a given transaction type, i.e., a particular
frequency. In some implementations, terminal identification
information can be included in the log file.

[0030] Once the user-to-transaction frequency mapping
has been generated, it can be provided to the transaction
profile generator 104. The transaction profile generator 104

associated user groups 117. Table 3 illustrates exemplary
transaction profiles and user groups for transactions and users
identified in TABLE 2 above.

TABLE 3

An example of transaction profiles and user groups.

Transaction User User Transaction types

profile group identifiers ty ty ts ty ts
tpy ug; uy 0 0 3 0 0

u, 0 0 4 0 0

tpo ug, u, 0 0 0 7 0

tps ugs U3 0 0 2 1 0

tpa ugy us 6 0 9 0 0

tPs ugs Ug 0 2 0 0 10

tpe uge uy 2 0 6 8 0

g 5 0 4 2 0

[0031] Ascanbeunderstood by one having ordinary skill in

the relevant art, TABLE 3 provides an exemplary illustration
of a transaction profile that can be generated based on a
particular log of transactions provided to the system 100. It
should be further understood that the current subject matter
need not be limited to the illustrated example and other ways
of generating a transaction profile are possible. Referring
back to TABLE 3, the generated transaction profile can
include a column containing transaction profile identifiers
(tp,, where i=1, 2,3 .. .), auser group column containing user
group identifiers (ug;, where j=1, 2, 3, . . . ), user identifiers
(u,, where k=1, 2,3 .. .), and transaction type identifiers (t,,
where 1=1, 2, 3, . . . ). Other parameters can be included as
well. Users (u,) can be grouped according to various user
groups (ug;) based on the performed transactions as identified
by the transaction type identifiers (t,).

[0032] Each distinct list of transaction types (t,) can repre-
sent a transaction profile (tp,). User identifiers (u,) with the
same set of transaction types (t,) can be grouped into one user
group (ug;). Bach user identifier (u,) can be assigned to one
and only one user group (ug ) and each transaction profile (tp,)
can be associated with one and only one user group (ug;). For
example, user (u,) performed three transactions of type (t;)
and user (u,) performed four transactions of type (t;) and
neither of these users performed transactions of types (t;, t,,
t,, and t5), as indicated by value of zero in Table 3. As shown
in Table 3, in some exemplary implementations, anytime a
specific transaction is performed, a value corresponding to
that transaction’s identifier (t,) can be incremented by one. If
no transactions of specific type are performed, the value cor-
responding to that transaction type can be zero. Referring
back to the example of users (u,) and (u,), these users can be
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grouped into a single user group (ug,) in light of them per-
forming transactions of similar types. That user group (ug,)
corresponds to a transaction profile (tp,). As can be under-
stood by one having ordinary skill in the relevant art, trans-
action profiles (tp,) can be configured to have zero or more
user groups (ug,), where each user group (ug,) can include
zero or more user (u,) that can perform zero or more transac-
tions corresponding to one or more transaction types (t,).
[0033] Table 4 is a derivation of Table 3 shown above and
illustrates a correlation between transaction profiles, transac-
tion types, and user groups.

TABLE 4

An example of transaction profiles, transaction types and user group
correlations.

Transaction
Transaction profiles types User groups
Py {ts} ug;
P2 {ta} ug,
s {ts, ta} ugs
o {ti, ta} ugy
tps {2, ts} ugs
tPs {t1s t3 ta} uge

[0034] FIG. 2 is a flow chart illustrating an exemplary
method 200 for generating a transaction profile with mapping
to a user group, according to some implementations of the
current subject matter. In some implementations, the method
200 can include initializing a set or sets of transaction profiles
at 202 and a set or sets of user groups at 204, thereby gener-
ating an initialized set or sets of transaction profiles 119 and
user groups 117. As can be understood by one skilled in the
art, sets of transaction profiles and/or user groups can be
initialized at any value (including a NULL value). At 206,
user identities 113 from user-to-transaction mapping or
matrix can be obtained from the transaction mining agent
103.

[0035] At 208, the transaction profile generator 104 can be
configured to determine whether there exist any user identi-
fies that have not yet been assigned to a particular user group.
If there are none, the process 200 can be terminated. If there
exist user identities that have not been assigned to a user
group, the processing proceeds. At 210, transaction type fre-
quencies 115 can be supplied to the transaction profile gen-
erator 104. The transaction type frequencies 115 can be con-
figured to be stored in a database or in any other location in
memory and further configured to indicate for each user the
number of transactions corresponding to a particular transac-
tion type that that user has performed. Subsequent to obtain-
ing transaction type frequencies 115 at 210, the transaction
profile generator can determine whether there already exists a
transaction profile having the same transaction types as have
been previously identified, as indicated at 212. If so, at 214,
based on the information on user groups 117, particular user
group or groups can be obtained that correspond to the match-
ing transaction profile. Then, at 216, the unassigned user
identity, as determined at 208, can be assigned to the obtained
user group or groups. At 226, the user’s transaction frequen-
cies are recorded in the transaction profile. Then, the process-
ing can return to 208.

[0036] Ifthe transaction profile does not exist for a particu-
lar transaction type, at 218 a new transaction profile can be
created to represent this new transaction type. A new user
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group can be created and linked to the newly-created trans-
action profile, and user identity or identities can be assigned
to the user group, at 220. Further, the new transaction profile
can be added to the transaction profile set 119, as indicated at
222, and the user group can be added to the user group set 117,
as indicated at 224. Once the transaction profile and user
group sets are updated in this fashion, these changes can be
recorded, as illustrated at 226.

[0037] Once the transaction profile with mapping to user
groups is determined, it can be provided to the directed acy-
clic graph generator component 106 for generation of trans-
action profiles with parent and child relationships. Specifi-
cally, the directed acyclic graph generator 106 can be
configured to use the transaction profiles (tp,) and user groups
(ug,) created by the transaction profile generator 104 to create
adirected acyclic graph of transaction profiles. The generator
106 can be configured to generate a mapping or a graph based
on the relationships between transaction profiles (tp,). From
this graph, it can be possible to determine various relation-
ships between different transaction profiles, if such relation-
ships exist. In some implementations, the graph can represent
a hierarchy of transaction profiles (tp,) such that ancestor
transaction profile nodes form subsets of their descendent
transaction profile nodes, which can be based on the transac-
tion types in each node. Table 5 illustrates an exemplary
transaction profile with parent and child relationships gener-
ated based on the generated transaction profiles (tp,).

TABLE 5

An example of transaction profiles with parent and child relationships

TP Parent of TP Child of TP
Py tP3, Py —

P2 o) —

o) tPs 1, th

o tPs Py

s — —

tPs — tP3, tha

[0038] Each transaction profile (tp,) in Table 5 has been
obtained using the transaction profile generator 104 and is
illustrated in Table 3. For example, transaction profile (tp,)
corresponds to three transactions of type (t;); transaction
profile (tp) corresponds to two transactions of type (t;) and
one transaction of type (t,); transaction profile (tp,) corre-
sponds to six transactions of type (t, ) and nine transactions of
type (t;). Since transactions (t;) are common to the set of
transaction profiles (tp,), (tp;), and (tp,,) and set of transaction
profiles (tp;) and (tp,) include additional transaction types,
set of transaction profiles (tp,) and (tp,) can be considered a
“child” transaction profile of set of transaction profiles (tp,),
whereas transaction profile (tp, ) can be considered a “parent”
transaction profile of transaction profiles (tp;) and (tp,).

[0039] In some implementations, a directed acyclic graph
can include a set of transaction profile nodes and a set of
directed edges, as shown in FIG. 5. A transaction profile node
can contain a single transaction profile derived by the trans-
action profile generator 104. A directed edge can be con-
nected from one transaction profile node to another where the
transaction types in the transaction profile of the former are a
proper subset of the transaction types in the transaction pro-
file of the latter. For example, as shown in FIG. 5, anode 501
containing transaction type (t;) can be a proper subset of a
node 502 containing transaction types (t,, t;) and a node 503
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containing transaction types (t;, t,). A transaction profile
node need not have a directed edge to a transaction profile
node which is a descendent of at least one child node of the
former node as these edges are redundant, as illustrated in
TABLE 5 and FIG. 5. For example, the node 501 containing
transaction type (t,) need not have a directed edge to the node
504 containing transaction types (t,, t;, t,) because the node
504 has parent nodes 502, 503 containing transaction types
(t,,t3) and (15, t,), respectively.

[0040] Insomeimplementations, the directed acyclic graph
can be initialized with a special node containing a null trans-
action profile which can serve as a root node in a hierarchy of
transaction profiles (as shown in FIG. 6). Because the root
node can be a proper subset of all transaction profiles, itcan be
configured to act as an ancestor for all transaction profile
nodes that are added to the graph. Once the directed acyclic
graph is generated, the root node can be ignored in all subse-
quent analysis.

[0041] Insome implementations, transaction profile nodes
can be added to the graph in order of a cardinality of a
transaction profile. A cardinality of a transaction profile cor-
responds to a number of transaction types in that transaction
profile. The cardinality of the transaction profile can be con-
figured to range from a lowest number to the highest number.
For example, referring to TABLE 3, the cardinality of the
transaction profile (tp,) can be one, as it contains only one
type of transactions (t;), whereas the cardinality of the trans-
action profile (tp,) is three, because it contains three types of
transactions (t,), (t;), and (t,). When adding a new transaction
profile node, its transaction profile can be checked against
other transaction profiles in the graph to check for the exist-
ence of proper subsets. If a subset relationship is detected
which satisfies the condition described in Table 5, an edge
from the parent transaction profile node to the child transac-
tion profile node can be created.

[0042] FIG. 3 is a flow chart illustrating an exemplary
method 300 for generating a directed acyclic graph, accord-
ing to some implementations of the current subject matter. At
302 and 304, respectively, a directed acyclic graph 121 can be
initialized with an empty node and a cardinality counter can
be set to one. Information concerning transaction profiles 119
and corresponding user groups 117 can be obtained at 306. At
308, the directed acyclic graph generator can be configured to
determine whether all transaction profiles have been added to
the directed acyclic graph 121. If so, the processing can be
terminated. Otherwise, the generator 106 can be further con-
figured to determine whether there exist any transaction pro-
files that have cardinality equal to the cardinality counter and
that have not been added to the directed acyclic graph 121, as
indicated at 310. If so, such transaction profiles are selected,
as indicated at 312, and added to the graph 121, as indicated
at 314, and the processing returns to 310. If at 310 the directed
acyclic graph generator 106 determines that there are no
additional transaction profiles having cardinality equal to the
cardinality counter and that have not been added to the graph
121, the cardinality counter is incremented by one, as illus-
trated at 316.

[0043] FIG. 4 illustrates an exemplary method 400 for add-
ing a transaction profile to the directed acyclic graph 121,
according to some implementations of the current subject
matter. The method 400 can be part of the operations occur-
ring at 314 of the method 300 shown and discussed in con-
nection with FIGS. 3. At 402 and 404, all existing nodes inthe
graph 121 can be obtained and a node containing a new
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transaction profile (or one that has not been previously added
to the graph 121) can be created and added to the graph 121,
respectively. At 406, the directed acyclic graph generator 106
can be configured to determine whether all existing nodes in
the graph 121 have been checked or otherwise processed. If
s0, the processing ends. Ifnot, the generator 106 can select the
transaction profile from a node that has not been checked or
processed, as indicated at 408. At 410, the generator can
determine whether the transaction types in the selected trans-
action profile represent a proper subset of the transaction
types in the newly created transaction profile but are not a
proper subset of the transaction types in any other transaction
profiles in the graph 121, which are proper subsets of the
newly created transaction profile. If not, the processing
returns to 406. Otherwise, a directed edge from the selected
unchecked node can added to the new node, as illustrated at
412.

[0044] FIG. 6 illustrates an exemplary directed acyclic
graph 121, according to some implementations of the current
subject matter. The graph can be initialized with a null value
assigned to the transaction profile (tp,) 601. Based on the
information in TABLE 3, the transaction profile (tp,) 602
containing transaction type {t,} and transaction profile (tp,)
603 containing transaction type {t;} can both form respective
directed edges with the null transaction profile (tp,). The null
transaction profile (tp,) 601 can also form a directed edge
with transaction profile (tp5) 604 containing transaction types
{t5, ts}. The transaction profile 604 has no child or parent
nodes. Because transaction profile (tp;) 605 contains trans-
action types {t,, t,} and transaction profile (tp,) 602 contains
transaction type {t,}, these transaction profiles form a
directed edge between one another, as shown in FIG. 6. Simi-
larly transaction profile (tp,) 603 and transaction profiles
(tps) 605 and (tp,,) 606 form directed edges as well. Transac-
tion profile (tps) 607 containing transaction type {t,, ts, t,}
forms directed edges with transaction profiles (tp;) 605 and
(tp,) 606 by virtue of having at two transaction types in
common, respectively.

[0045] The generated acyclic graphs 121 can be used to
determine various anomalies in transaction activity of user(s)
or transactions that are performed by the users. To determine
whether any particular user performed an anomalous trans-
action or is involved in an anomalous transaction activity, the
anomaly detector component 108 can be used.

[0046] Insome implementations, the anomaly detector 108
can be configured to detect and analyze the generated directed
acyclic graph 121 to search for anomalous transaction or user
activity as defined in an anomaly type definitions database
142. The anomaly types can depend on various variables or
threshold values, changes in which may indicate an anoma-
lous activity by a particular user. For example, a user who has
not been granted a status of an administrator can be perform-
ing administrator-only functions (e.g., installation of soft-
ware to the system that has not been authorized). Such vari-
ables or thresholds can be typically supplied by the client 130
in a request message (requesting analysis of the preprocessed
log file 132) to the detector 108. The thresholds can be sup-
plied from a threshold values database 154, as shown in FI1G.
1. If the anomaly detector 108 detects any anomalous user
activity, the transaction profiles detected can be marked (e.g.,
as “red flags™) and returned in the response message to the
client 130.

[0047] In some implementations, it can be possible to
define customized anomaly types, as illustrated in FIGS.
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7A-TE. Anomaly types can be expressed in terms of relation-
ships between the number of users, number of transaction
types, frequency of transaction usage, and any other factors
between transaction profiles and/or within transaction pro-
files. The following is a discussion of at least anomaly types
that can be defined in accordance with implementations of the
current subject matter. As can be understood by one having
ordinary skill in the relevant art, the anomaly types discussed
below are provided here for illustrative, non-limiting pur-
poses and other anomaly types can be possible.

[0048] FIG. 7A illustrates an exemplary anomaly type 702,
according to some implementations of the current subject
matter. Based on this anomaly type, the anomaly detector 108
can be configured to detect transaction activity of a small
group of users who behave slightly differently than a large
group of users by performing some small number of addi-
tional transaction types. The number of additional transaction
types used to detect this anomaly type can be set as a threshold
value, A, ..., €.&., one, two, three, etc., extra transaction types,
and the difference in the number of users with the two trans-
action profiles can likewise be set as some threshold, A, ..
For example, the small group could be one-tenth of the num-
ber of users in the large group. As shown in FIG. 7A, the
anomaly detector can be configured to detect transaction
activity corresponding to 100 users performing 50 different
transaction types and one user performing 5 extra transaction
types. The transaction activity corresponding to these extra 5
transaction types performed by this user can be deemed as an
anomaly or an anomalous transaction activity and the client
can be appropriately alerted in the response message. In some
implementations, exception(s) can be defined that may pre-
vent generating of false alerts or red flags. For example, a
particular user performing extra transaction types can fall in
some defined category of exceptions, whereby that user only
is allowed to perform extra transaction types in relation to
other users (e.g., a chair of a department within a company
can be allowed to perform more transaction types than his/her
subordinates).

[0049] FIG. 7B illustrates another exemplary anomaly type
704, according to some implementations of the current sub-
ject matter. For this anomaly type, the anomaly detector 108
can be configured to detect transaction activity based on
transaction profiles of users which have a large number of
transactions that are being performed by a small number of
users. For example, some users can have accumulated many
roles over the course of their employment in an organization.
The number of users can be set with some threshold value,
A, c..s» and the number of transactions can be set with another
threshold value, A,,,,... These transaction profiles can repre-
sent administrators of the system which can mean that the
transaction activity corresponding to these transaction pro-
files is not anomalous. The user threshold value can be set
based on the known number of system administrators to
reduce the number of false positives. The user can in some
examples add such profiles to a white list that is looked up to
suppress red flags for legitimate profiles. In some implemen-
tations, in addition to generating exceptions for particular
user profiles (e.g., administrators), various lists of particular
excepted transaction types, transaction types requiring per-
missions, etc., for a particular user profile can be consulted to
determine whether or not there exists an anomaly. This can
prevent fraudulent activities by the users that have been
granted special privileges to perform a large number of trans-
actions, e.g., administrators.
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[0050] FIG. 7C illustrates yet another exemplary anomaly
type 706, according to some implementations of the current
subject matter. To detect this anomaly type, the anomaly
detector 108 can be configured to detect transaction activity
based on transaction profiles which are completely separate
from all other transaction profiles, i.e., transaction profiles
where none of the transaction types in the transaction profile
can be found in any other transaction profile. But for any
exceptions, such users having these transaction profiles can
be located and flagged, simply because they share no trans-
action types with any other users.

[0051] FIG. 7D illustrates another exemplary anomaly type
710, according to some implementations of the current sub-
ject matter. In this scenario, the anomaly detector 108 can be
configured to detect transaction activity of users who behave
slightly differently than a large group of users without the
restriction that the latter transaction profile needs to be a
proper subset of the former. In other words, for anomaly type
710, the anomaly detector 108 can detect anomalies in those
transaction profiles that are related, that is, they share some
transaction types but do not have a strict subset-superset
relationship between them. These transaction profiles may
not be represented as a parent-child relationship in the
directed acyclic graph 121. For this anomaly type, the
anomaly detector 108 also detects differences within transac-
tion profiles at the same level (or cardinality) which may or
may not have the same parent node. In fact these transaction
profiles may not have the same cardinality or be a part of the
same branch of the graph or may be an isolated node.

[0052] FIG. 7E illustrates yet another anomaly type 712,
according to some implementations of the current subject
matter. This anomaly type can relate to transaction activity
that is based on transaction frequencies rather than transac-
tion types. The transaction profiles of users with identical or
similar transaction profiles with respect to the types of trans-
actions can be compared with respect to the frequency of
execution of those transaction types. Frequency thresholds
can be set to identify significant or anomalous differences
between the transaction profiles. The comparing can include
comparisons of the transaction types and their frequencies in
transaction profiles that have more than one user in the user
group. The transaction frequencies can be normalized and red
flags can be identified based on specified threshold values.
For example, as shown in FIG. 7E, a transaction profile can
include two users that have performed four transaction types.
In the illustrated example, it appears that the second user has
performed a larger number of transaction type two than a
designated threshold. As such, the second user’s activities
will be flagged as an anomaly. As stated above, all anomalies
can be subject to a set of exceptions that can be defined by the
client in the request message and users performing certain
number and/or types of transactions that otherwise would be
considered an anomaly, can be excluded from the response
message to the client.

[0053] FIG. 8 shows a flow chart 800 illustrating features of
a method for detecting an anomalous activity by a user that is
consistent with at least one implementation of the current
subject matter. The method 800 can be performed by the
exemplary system 100 illustrated in FIG. 1. The method 800
also provides interaction between various components of the
system 100, including the client 130, service 122, and anoma-
lous activity user activity detector 120, which includes trans-
action mining agent 103, transaction profile generator 104,
directed acyclic graph generator 106, and anomaly detector
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108. At 802, preprocessed log file 132 can be loaded from the
client (or a client’s front end component 144) to the service
122 (in some implementations, the service component 122
and the front end component 144 can be represented by a
software or a server providing communication capabilities to
the client 130 and the system 120). Once the file 132 is loaded,
the client can request a user-transaction mapping from the
transaction mining agent 103, at 804. The transaction mining
agent 103 can generate the user transaction frequency
(“UTF”) mapping file 112, as indicated at 806. The UTF
mapping file 112 can be generated using user identifiers 113
and transaction type frequencies 115, as discussed above. At
808, the generated UTF mapping file 112 can be forwarded
through the service 122 and front end 144 for the presentation
to the client 130. Then, the client, through the front end 144
and the service 122, can request a user-group-transaction
profile (“UGTP”) mapping from the transaction profile gen-
erator 104, as indicated at 810. The transaction profile gen-
erator 104 can use user group information 117 and transaction
profiles 119 to generate the UGTP mapping, as illustrated at
812. At 814, the generated UGTP mapping can be forwarded
to the client 130 through the service 122 and front end 144.
Based on the received UGTP mapping, the client 130 can
request, through the service 122, generation of a directed
acyclic graph of the transaction profiles from the directed
acyclic graph generator 106, as shown at 816. The acyclic
graph generator 106 can generate the directed acyclic graph
121 (as indicated at 818) and forward it, through the service
122 and front end 144, to the client 130, as shown at 820. At
822, the client 130 (or its administrator) can input threshold
values for anomaly type definitions 142 and provides them,
through the service 122 and front end 144, to the anomaly
detector 108, as shown at 824. At 826, the client 130 can also
determine or establish the existence of anomalies based on the
generated directed acyclic graph and provide any identified
anomalies to the anomaly detector 108 via service 122 and
front end 144, as shown at 828. Based on the threshold values
and established anomalies received from the client 130, the
anomaly detector 108 can determine whether the established
anomalies are actual anomalies or red flags, as shown at 830,
and advise the client 130 (via service 122 and front end 144)
accordingly, as shown at 832.

[0054] FIG. 9 shows a flow chart 900 illustrating a method
consistent with at least one implementation of the current
subject matter. At 902, data representing a transaction activity
corresponding to a plurality of user transactions performed by
aplurality of users can be received, for example at an anoma-
lous user activity detector 120. The plurality of user transac-
tions can be grouped at 904 into at least one subset of user
transactions according to user transaction type. The grouping
can be such that each subset of user transactions includes user
transactions of the plurality of user transactions having a
similar user transaction type. At 906, the transaction activity
can be determined to be anomalous in relation to the grouped
user transactions based on a predetermined parameter. The
transaction activity that is determined to be anomalous can be
flagged at 910. At 912, the flagged transaction can be pro-
moted. Promoting of a flagged transaction can include, but is
not limited to, one or more of displaying the flag to a user via
a display device, sending an electronic notification to a user,
storing a record of the flagged transaction to a computer-
readable medium or other storage device, generating a printed
record of the flagged transaction, activating a visible or
audible alert, or the like.
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[0055] The systems and methods disclosed herein can be
embodied in various forms including, for example, a data
processor, such as a computer that also includes a database,
digital electronic circuitry, firmware, software, or in combi-
nations of them. Moreover, the above-noted features and
other aspects and principles of the present disclosed imple-
mentations can be implemented in various environments.
Such environments and related applications can be specially
constructed for performing the various processes and opera-
tions according to the disclosed implementations or they may
include a general-purpose computer or computing platform
selectively activated or reconfigured by code to provide the
necessary functionality. The processes disclosed herein are
not inherently related to any particular computer, network,
architecture, environment, or other apparatus, and can be
implemented by a suitable combination of hardware, soft-
ware, and/or firmware. For example, various general-purpose
machines can be used with programs written in accordance
with teachings of the disclosed implementations, or it can be
more convenient to construct a specialized apparatus or sys-
tem to perform the required methods and techniques.

[0056] The systems and methods disclosed herein can be
implemented as a computer program product, i.e., a computer
program tangibly embodied in an information carrier, e.g., in
a machine readable storage device or in a propagated signal,
for execution by, or to control the operation of, data process-
ing apparatus, e.g., a programmable processor, a computer, or
multiple computers. A computer program can be written in
any form of programming language, including compiled or
interpreted languages, and it can be deployed in any form,
including as a stand-alone program or as a module, compo-
nent, subroutine, or other unit suitable for use in a computing
environment. A computer program can be deployed to be
executed on one computer or on multiple computers at one
site or distributed across multiple sites and interconnected by
a communication network.

[0057] As used herein, the term “user” may refer to any
entity including a person or a computer. Although ordinal
numbers such as first, second, and the like may, in some
situations, relate to an order, as used in this document ordinal
numbers do not necessarily imply an order. For example,
ordinal numbers can be merely used to distinguish one item
from another. For example, to distinguish a first event from a
second event, but need not imply any chronological ordering
or a fixed reference system (such that a first event in one
paragraph ofthe description can be different from a first event
in another paragraph of the description).

[0058] The foregoing description is intended to illustrate
but not to limit the scope of the invention, which is defined by
the scope of the appended claims. Other implementations are
within the scope of the following claims.

[0059] These computer programs, which can also be
referred to programs, software, software applications, appli-
cations, components, or code, include machine instructions
for a programmable processor, and can be implemented in a
high-level procedural and/or object-oriented programming
language, and/or in assembly/machine language. As used
herein, the term “machine-readable medium” refers to any
computer program product, apparatus and/or device, such as
for example magnetic discs, optical disks, memory, and Pro-
grammable Logic Devices (PLDs), used to provide machine
instructions and/or data to a programmable processor, includ-
ing a machine-readable medium that receives machine
instructions as a machine-readable signal. The term
“machine-readable signal” refers to any signal used to pro-
vide machine instructions and/or data to a programmable
processor. The machine-readable medium can store such
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machine instructions non-transitorily, such as for example as
would a non-transient solid state memory or a magnetic hard
drive or any equivalent storage medium. The machine-read-
able medium can alternatively or additionally store such
machine instructions in a transient manner, such as for
example as would a processor cache or other random access
memory associated with one or more physical processor
cores.

[0060] To provide for interaction with a user, the subject
matter described herein can be implemented on a computer
having a display device, such as for example a cathode ray
tube (CRT) or a liquid crystal display (LCD) monitor for
displaying information to the user and a keyboard and a
pointing device, such as for example a mouse or a trackball,
by which the user may provide input to the computer. Other
kinds of devices can be used to provide for interaction with a
user as well. For example, feedback provided to the user can
be any form of sensory feedback, such as for example visual
feedback, auditory feedback, or tactile feedback; and input
from the user can be received in any form, including, but not
limited to, acoustic, speech, or tactile input.

[0061] The subject matter described herein can be imple-
mented in a computing system that includes a back-end com-
ponent, such as for example one or more data servers, or that
includes a middleware component, such as for example one or
more application servers, or that includes a front-end compo-
nent, such as for example one or more client computers hav-
ing a graphical user interface or a Web browser through which
a user can interact with an implementation of the subject
matter described herein, or any combination of such back-
end, middleware, or front-end components. The components
of'the system can be interconnected by any form or medium
of digital data communication, such as for example a com-
munication network. Examples of communication networks
include, but are not limited to, a local area network (“LLAN™),
a wide area network (“WAN”), and the Internet.

[0062] The computing system can include clients and serv-
ers. A client and server are generally, but not exclusively,
remote from each other and typically interact through a com-
munication network. The relationship of client and server
arises by virtue of computer programs running on the respec-
tive computers and having a client-server relationship to each
other.

[0063] The implementations set forth in the foregoing
description do not represent all implementations consistent
with the subject matter described herein. Instead, they are
merely some examples consistent with aspects related to the
described subject matter. Although a few variations have been
described in detail above, other modifications or additions are
possible. In particular, further features and/or variations can
be provided in addition to those set forth herein. For example,
the implementations described above can be directed to vari-
ous combinations and sub-combinations of the disclosed fea-
tures and/or combinations and sub-combinations of several
further features disclosed above. In addition, the logic flows
depicted in the accompanying figures and/or described herein
do not necessarily require the particular order shown, or
sequential order, to achieve desirable results. Other imple-
mentations may be within the scope of the following claims.

What is claimed:

1. A computer program product comprising a machine-
readable medium storing instructions that, when executed by
at least one processor, cause the at least one processor to
perform operations comprising:

receiving data representing a transaction activity corre-

sponding to a plurality of user transactions performed by
a plurality of users;
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grouping the plurality of user transactions into at least one
subset of user transactions according to at least one user
transaction type such that each subset of user transac-
tions includes user transactions of the plurality of user
transactions having a similar user transaction type;
determining that the transaction activity is anomalous in
relation to the grouped user transactions based on a
predetermined parameter;
flagging the transaction activity that is determined to be
anomalous; and
promoting the flag, the promoting comprising at least one
of displaying the flag to a key user via a display device,
sending an electronic notification to the key user, storing
a record of the flagged transaction to a storage device,
generating a printed record of the flagged transaction,
and activating a visible or audible alert.
2. The computer program product according to claim 1,
wherein the operations further comprise:
determining a frequency of transactions performed by at
least one user, the transactions performed by the at least
one user having at least one user transaction type; and
generating a mapping of users and user transaction types
performed by the at least one user based on the deter-
mined frequency of transactions.
3. The computer program product according to claim 2,
wherein the operations further comprise:
grouping the plurality of users into at least one user group
based on the types of transactions performed by the
users;
generating transaction profiles based on the transaction
types; and
associating the user groups and the transaction profiles
based on the transaction types.
4. The computer program product according to claim 3,
wherein the operations further comprise:
generating a mapping between the generated transaction
profiles; and
determining a relationship between the generated transac-
tion profiles.
5. The computer program product according to claim 4,
wherein the operations further comprise:
determining whether the transaction activity is anomalous
based on the relationship between the generated trans-
action profiles.
6. The computer program product according to claim 5,
wherein the operations further comprise:
generating an alert upon determining whether the transac-
tion activity is anomalous.
7. The computer program product according to claim 1,
wherein the operations further comprise:
receiving an indication of the transaction activity that is
predetermined to be not anomalous; and
excluding the transaction activity that is determined to be
anomalous from being flagged as anomalous based on
the indication;
wherein the predetermined parameter includes the indica-
tion of transaction activity that is predetermined to be
not anomalous.
8. The computer program product according to claim 1,
wherein the operations further comprise:
determining whether the transaction activity comprises a
particular anomalous feature;
wherein the predetermined parameter includes the particu-
lar anomalous feature.
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9. The computer program product according to claim 8,
wherein the anomalous feature is selected from a group con-
sisting of

a type of a transaction performed by a user within a user

group in addition to types of transactions that are
allowed to be performed by the users within the user
group;

a large number of transactions performed by a user;

a type of transaction performed by a user that is not per-

formed by any other users; and

a user performing a transaction of a particular type more

often than any other user within a user group to which
the user belongs.
10. A computer-implemented method for detecting an
anomalous user activity, comprising:
receiving data representing a transaction activity corre-
sponding to a plurality of user transactions performed by
a plurality of users;

grouping the plurality of user transactions into at least one
subset of user transactions according to user transaction
type such that each subset of user transactions includes
user transactions of the plurality of user transactions
having a similar user transaction type;

grouping the plurality of users into at least one user group

based on the types of transactions performed by the
users;

generating transaction profiles based on the transaction

types; and

associating the user groups and the transaction profiles

based on the transaction types

determining that the transaction activity is anomalous in

relation to the grouped user transactions based on a
predetermined parameter;

flagging the transaction activity that is determined to be

anomalous; and
promoting the flag, the promoting comprising at least one
of displaying the flag to a key user via a display device,
sending an electronic notification to the key user, storing
a record of the flagged transaction to a storage device,
generating a printed record of the flagged transaction,
and activating a visible or audible alert.
11. The method according to claim 10, further comprising
determining a frequency of transactions performed by at
least one user, the transactions performed by the at least
one user having at least one user transaction type; and

generating a mapping of users and user transaction types
performed by the at least one user based on the deter-
mined frequency of transactions.

12. The method according to claim 11, further comprising

grouping the plurality of users into at least one user group

based on the types of transactions performed by the
users;

generating transaction profiles based on the transaction

types; and

associating the user groups and the transaction profiles

based on the transaction types.

13. The method according to claim 12, further comprising

generating a mapping between the generated transaction
profiles; and

determining a relationship between the generated transac-
tion profiles.
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14. The method according to claim 13, further comprising

determining whether the transaction activity is anomalous
based on the relationship between generated transaction
profiles.

15. The method according to claim 14, further comprising

generating an alert upon determining whether the transac-
tion activity is anomalous.

16. The method according to claim 10, further comprising

receiving an indication of the transaction activity that is
predetermined to be not anomalous; and

based on the indication, excluding the transaction activity
that is determined to be anomalous from being flagged
as anomalous;

wherein the predetermined parameter includes the indica-
tion of transaction activity that is predetermined to be
not anomalous.

17. The method according to claim 10, further comprising

determining whether the transaction activity comprises a
particular anomalous feature;

wherein the predetermined parameter includes the particu-
lar anomalous feature.

18. The method according to claim 17, wherein the anoma-

lous feature is selected from a group consisting of:

a type of a transaction performed by a user within a user
group in addition to types of transactions that are
allowed to be performed by the users within the user
group;

a large number of transactions performed by a user;

a type of transaction performed by a user that is not per-
formed by any other users; and

a user performing a transaction of a particular type more
often than any other user within a user group to which
the user belongs.

19. A system for detecting an anomalous user activity,

comprising:

at least one processor; and

at least one machine-readable medium storing instructions
that, when executed by the at least one processor, cause
the at least one processor to perform operations com-
prising:

receiving data representing a transaction activity corre-
sponding to a plurality of user transactions performed by
a plurality of users;

determining a frequency of transactions performed by at
least one user, the transactions having at least one user
transaction type;

generating a mapping of users and user transaction types
performed by the at least one user based on the deter-
mined frequency of transactions;

grouping the plurality of user transactions into at least one
subset of user transactions according to user transaction
type such that each subset of user transactions includes
user transactions of the plurality of user transactions
having a similar user transaction type;

grouping the plurality of users into at least one user group
based on types of transactions performed by the users;

generating a plurality of transaction profiles based on the
transaction types;

associating the at least one user group with at least one of
the plurality of transaction profiles based on the trans-
action types;

generating a mapping between the generated transaction
profiles, the generating comprising determining a rela-
tionship between the generated transaction profiles;
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determining that the transaction activity is anomalous in 20. The system according to claim 19, wherein the opera-
relation to the grouped user transactions based on a tions further comprise at least one of:
predetermined parameter; and determining whether the transaction activity is anomalous
promoting the flag, the promoting comprising at least one based on the relationship between generated transaction
of displaying the flag to a key user via a display device, profiles; and
sending an electronic notification to the key user, storing flagging the transaction activity that is determined to be
a record of the flagged transaction to a storage device, anomalous.

generating a printed record of the flagged transaction,
and activating a visible or audible alert. ok Rk ok



