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Local Adjustment and Global Adaptation of Control
Periods for QoC Management of Control Systems

Yu-Chu Tian, Xiefu Jiang, David C. Levy and Ashok Agrawala

Abstract—Linking real-time schedulability directly to the
Quality of Control (QoC), the ultimate goal of a control system,
a hierarchical feedback QoC management framework with the
Fixed Priority (FP) and the Earliest-Deadline-First (EDF) policies
as plug-ins is proposed in this paper for real-time control systems
with multiple control tasks. It uses a task decomposition model
for continuous QoC evaluation even in overload conditions, and
then employs heuristic rules to adjust the period of each of
the control tasks for QoC improvement. If the total requested
workload exceeds the desired value, global adaptation of control
periods is triggered for workload maintenance. A sufficient
stability condition is derived for a class of control systems with
delay and period switching of the heuristic rules. Examples are
given to demonstrate the proposed approach.

the control system. This demands the co-design of contil an
scheduling in real-time control systems [1], [2], [3].

The QoC of control systems has been indirectly addressed
by reducing control latency and jitter in task scheduling.
A method was developed in [6] for period and priority
assignment in control systems. Reference [2] proposedka tas
model of control systems to reduce control action interval a
data acquisition interval for a potential QoC improvement.
Strategies were developed in [3] to reduce control latency
and jitter in control task scheduling. The idea of the subtas
partition [2], [3] was also investigated in [7], where the
performance of a control system is evaluated to examine the

Index Terms—Control systems, QoC management, feedback benefits of some task partition schemes. To make the timing

scheduling, period switching, stability, multitasking

I. INTRODUCTION

of the control output more predictable, a one-shot task mode
was developed for robust real-time control systems [8].

The QoC is closely related to the control peripdCon-
ventional fixed-period control generates constant waoasec

Real-time and embedded control systems are conventiongilyoad hut prevents runtime resource re-allocationditeg

develqped in two ;epargte phasgs: control dgsign and s sﬂ; difficulties when a system has to add new tasks, delete
ware implementation with real-time scheduling [1], [2]1.[3 gyisting tasks, and/or re-prioritize tasks at runtime. Argr

For control design, control theory has been well estabtﬂsh% gives better QoC in general if the system is not overloaded.

for fixed sampling frequency, and the control periods anmhﬁowever, a too smalp may lead to QoC degradation [9] and

the computing workload of the task set are kept unchangedggte ssjve workloadistrom and Wittenmark [10] suggest that
runtime. This leads to poor use of the computing resouraas.

i heduli h has b Il developed F) be chosen such that2 < wop < 0.6, wherewy is the
real-time scheduling, t eory has been well developed Ungedy 5 frequency of the plant. Thyscan be made adjustable
the known worst-case execution times, fixed periods, and h

and do not reflect the real runtime system requirements.

X i Yetween its upper and lower bounds to provide satisfactory
deadlines [2], [4]. Many of such assumptions are consetvati

QoC while avoiding overloading the system. While relaxing

the periodicity assumption is beneficial [11], [12], it also

The primary objective of a control system is to maintaigjyqs gifficulties to control design and scheduling, matig

satisfactory Quality of Control (QoC), which is characted
by some performance indices [5], e.g.,
error (IAE), integral of time absolute error (ITAE), quatica

cost function, etc. However, neither of the two separatégdes

recent research on feedback scheduling of control periods.

integral of abSO|UteThis paper addresses period scheduling for QoC manage-

ment of multitasking control systems. The main contribugio
include: (1) Linking real-time scheduling to the QoC ditgct

phases can provide a solution that can maximize the QOC Pfjerarchical feedback Q0C management framework is devel-
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oped. Task decomposition, local adjustment and global-adap
tation of control periods, and event-triggering are emieeldd
into the framework. The fixed priority (FP) and the earliest-
deadline-first (EDF) policies are used as plug-ins. (2) itior
rules are proposed for runtime scheduling of control pexiod
(3) A sufficient stability condition is derived for a class of
control systems with period switching of the heuristic sule
The paper is organized as follows. Section Il discusses
related work. Section Il proposes a hierarchical QoC man-
agement framework. Heuristic rules are developed for local
adjustment and global adaptation of control periods iniSest
IV and V, respectively. Section VI conducts system stapilit
analysis under period switching. Case studies are given in
Section VII. Finally, Section VIII concludes the paper.
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Il. RELATED WORK was analyzed [30]. Hierarchical scheduling of hard reakti

applications was also investigated in [31] where the local

_ Several approaches were developed with different complegheduler was the EDF and the global scheduler could be the
ities in period scaling [13]. Elastic scheduling was pr@mb®  £p or EDF. In hierarchical scheduling, the top-level schedu
[14] to adjust the periods for flexible workload management ;s ally designed as a periodic task [19], wasting comguti
through the compressing algorithm. It was further develdpe yegorces when there is no need to make any change. Different
a general optimization framework [15]. Cervin [16] deveddp fom the above mentioned hierarchical scheduling methods,
a method incorporating with the EDF to re-scale the periads j,e approach proposed in this work is even-triggered foremor
overload conditions. Considering integrated design ofrodn officient use of computing resources. Unlike many existing
and scheduling, a method was developed to find the optimgki scheduling and QoC management methods which aim
control frequencies [17]. All these methods focused on thg maintain the processor utilization at a desired value [5]
schedulability of the control tasks. They did not address t 19], it allows a much lower utilization when one or more
QoC directly, and thus did not tell when period scaling stoufqirel loops have good QoC. This has significant implicatio

be activated. In comparison, this work addresses the Q@fembedded systems with limited power resources [32].
directly in period scheduling.

Feedback scheduling for general real-time systems has beeﬁ;/e?t-_trlgg?rlng n qgntrolésalst,)o tkkr:own as szlf-.tnggergd
adopted in control systems for dynamic workload and Qo%%n r?, Isltn% a tr:ew |d¢a [ ]dl]f as Irtte'celve hln(cj:r?;smg
management [18]. Cerviet al. [19] reviewed related work attention. as been discussed for reai-time scheduiing o

till 2002, and proposed a feedforward-feedback scheduli gablhzmg control systems [34], stabilization [35] and-r

approach for control tasks by using quadratic and lineat ¢ sttness ?[;6]’”[37] Olf cot:]trol sys}emz, gnd nor;lu;ear gl;ntr
functions to approximate the QoC. frstorder near stochastc systoms [36]. Fosuaing oneeys
A feedback scheduling scheme was proposed to automa&t- y ) g oncsy

: . : . ! ili h rigor nalysis an velopment areiezhrr
ically adjust task periods without knowing the actual com> ability, such rigorous analysis and development areieth

putation times of the tasks [20]. Following this idea, Ushiout for control systems with a single control task. However,

et al. [21] applied a nonlinear elastic task model to aﬁqe work of this paper deals with multiple control tasks.

adaptive fair sharing controller. All those developmemgstd ~ Most recently, effort is being made in self-triggered con-
formulate the problems from plant models. However, aceurdfol of multiple control tasks. An optimization problem is
plant models may not always be available [45]. Avoiding th#®rmulated in [40] to deal with this problem with resource
difficulties in obtaining accurate plant models and/or gitieél ~ Constraints. Though an analytical solution is not obtained
solutions, this work develops heuristic rules to adjusttan numerical simulation of the optimization problem showed
periods to achieve satisfactory QoC. some interesting system behaviors. Workload management in
Recently, Buttazzcet al. [5] further investigated how to _contrql systems with multiple control tasks is studied in][4
manage the QoC in overload conditions. Feedback scheduliighich coordinated and self-triggered methods are exper-
was also used to support the specified performance of dynaffitentally investigated. The benefits of non-periodic ocointr
systems with limited resources and unpredictable worklo&§sign is evaluated in [12] for networked control systems
[22]. An integrated feedback scheduler that incorporageiog (NCSs). Further experimental results are also reported in
adjustment with priority modification was developed for flex[42] for self-triggered NCS control. For mixed types of data
ible QoC management [23]. A common problem in all those@ckets, a scheduling method was presented in [43] to iz@bil
methods is that when the FP is used a lower-priority task wigd! NCS. Ben Gaidt al. [44] have investigated optimal control
deteriorating QoC may experience a significant delay befcpgd sc_hedulmg of NCS control tasks with limited network
a period adjustment and/or priority modification can be madeandwidth. All those developments try to formulate the prob
especially in overload conditions. As a result, the QoC ef t{ems from plant models. However, as mentioned previously,
lower-priority task may deteriorate significantly [19].a8tic accurate plant models may not always be available [45].
and adaptive scheduling with the EDF in [14], [16], [20], 124Th|s paper de_wates th_e requirements of acc_:urate plgn_t Isnode
will help; but they do not address the QoC directly. This worRnd/or analytical solutions through developing heuristiles
uses a task decomposition for continuous QoC evaluatidfr Period switching.
enabling quick period scaling even in overload conditions.  Period scheduling in control systems leads to control mode
Effort is made to decompose real-time scheduling in seswitching. Even if the controller of a control loop is tuned
eral layers. A two-level pre-emptive scheduling model wase be able to stabilize the control loop at any fixed period
described in which the global scheduler could be the ED#thin the upper and lower bounds of the control period, quri
[25], [26]. A hierarchical scheme was proposed in [27], veheiswitching may cause system instability. The evidence of sys
an application-level feedback was used to adjust the Qa€m instability resulting from switching among stable syss
requirements of the control tasks and a system-level fekdbas given in [46]. Despite some advances in stabilization of
was employed to adjust the bandwidths assigned to the tadedf-triggered control, stability analysis of control ®rms with
Davis and Burns [28], [29] analyzed a two-level systenperiod switching is still an open problem. Using generabglel
in which both schedulers used the FP, based on the woisgstems theory [47], this paper derives a sufficient stgbili
case response time. By using the same principle, the worspndition for a class of control systems with input delay and
case response time of tasks under a two-level EDF schepeiod switching of the proposed heuristic rules.
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[1l. FEEDBACK QOC MANAGEMENT ARCHITECTURE The first subscript t@”, ¢ andd is the task identifier, while the

The architecture of the proposed hierarchical feedback Q§€cond one indicates the subtask (1 for data acquisition and
management framework is shown in Fig. 1. It consists of twid0C evaluation, and 2 for control computation and output).
levels: QoC-driven local adjustment of control periodstat t AS shown in Fig. 2, fom control tasks, the taskl;zlecompo-
bottom level, and utilization-based global adaptation he t Sition gives2n subtasks with subtask sef¥ and 7"/,
periods at the top level. Standard scheduling policies sisch ! = U Ty, T = U™ T, )

the FP and EDF can be used as plug-ins in this framework.

Utilization based Priority Levels 2n
Global Adaptation

QoC based n+i
Local Adjustment

e Task Set

Utilization Tn: n
T | [T12 fF{Pant1]}— . .
i: i
(T {2 —{ Pt o 1

( nz Original Tasks Decomposed Tasks

Fig. 2. Task decomposition model (The priority levels are fox EP).
Fig. 1. Hierarchical feedback QoC management. The priorities are also assigned to the original tasks and

- ] ] the decomposed subtasks in Fig. 2 for the FP: the lower the
A task decomposition model is embedded into the framgymper, the higher the priority. For the original task sbé t
work to enable QoC evaluation for each control 100p iyiorities are determined using the Rate-Monotonic (RMgru
every pgriod even in overload conditions. The QoC evalaatijithout loss of generality, assume that théasksTy, - - - , T,
module in the framework evaluates the QoC. have been arranged in the descending order of their pesriti
A periodic control task is denoted by(c,d,p), where The decomposed subtask et inherits the priorities of the
¢,d,p are the worst-case execution time, deadline, and periogiging| task set. However, in order for each of the subtasks
respectively. The utilization (or workload) of the task ispr i have a chance to execute in every period, all subtasks in

U = ¢/p. For n periodic control tasks running on a uni-pIr are assigned lower priorities without changing the order
processor, theth task is denoted byfi(c;, di, pi) with the ot the priorities in the original task set. It follows that

utilization U; = ¢;/p;, ¢ = 1,2,--- ,n. The total utilization o o

of the n tasks isU = Y7 Ui = ", ¢i/pi- A necessary Priority level 0f 7o = n 44, i =1,2,,m, g
condition for schedulability of those tasks on a uni-preces Priority level of T3, = 4, i=1,2--,n

is U < 1. This is also a sufficient condition for the EDF. The workload of then tasksTy, - - - , T}, is:

Because the environment of a system changes over time, n n
the n periodic tasks may overload the controller. When this U=vl+U0", U = Z @’ Uil — Z (ﬁ’ (6)
happens, the overall QoC of the system deteriorates, and som e Py 2
of the control loops may even become unstable [5]. Rescaling / .
the periods will help improve the QoC in overload condition&€CaUSeU” can be far beI?W the full potential of the system
However, as discussed previously, the existing methodsotio fiaPability, all subtasks i can execute regularly in the FP
address the QoC directly, and are also sluggish to respdiitf? the priority assignment of Eg. (5), enabling re-soglof
to QoC changes especially in lower-priority tasks when ﬂ%erlods quickly in overlof’;ld conditions. ) .
FP is employed [19]. Using similar ideas of [2], [3], & two- The control compqtapon cgnnot sta_rt until the sampling
subtask decomposition model is developed in this work |§ COMPIeted. The priority assignment in Eq. (5) for the FP
order to respond to the QoC changes promptly for improvéaﬂeCtS th|_§ constralr)t of task dependence and simplifies th
QoC management. While [2], [3] focus on reducing Contrc~;1chedulabll|ty analysis of alln subtsasks decomposed from

latency and jitter, the task decomposition model propoged h € originaln tasks. Similar ideas are employed in [2], [3].
aims to evaluate the QoC even in overload conditions, and the The scheduability of the original task set may or may not be

to use the QoC for control period scheduling retained in the decomposed subtask set. In Fig. 1, there may
The ith control taskT} (ci, d;, pi) is decompc.)sed into two P€ occasions that the system becomes overloaded for both the

subtasksl} (ci1, di1, pi) and Tia(¢i2, dia, pi) such that FP and EDF due to the local period adjustment. _However, the
. schedulability of the task set can always be achieved throug
T; =TnUTy, cit+ce=c, i=1,2,---,n, (1) global period adaptation in the framework.

where the deadlined;; andd;, are set to be [3]
dilz[di’cil/ci]a dip=d;, 1=1,2,--- ,n. 2

It follows from the relationship:; < d; that

i=1

IV. LoCAL ADJUSTMENT OFCONTROL PERIODS
A. QoC Characterization

Allowing evaluation of the QoC in every control period
din > ¢i1, dig =d;y > cip+ e, i=1,2,--- . n.  (3) for each loop, the QoC management framework in Fig. 2
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links real-time scheduling directly to the QoC. While the QoC 10—
can be evaluated by an integral form of the control error
e, €.0., IAE, ITAE, etc., simplified QoC computation, e.g.,
linear approximation, is shown to be effective for realdim
control [19], [48]. This work uses and its one-step difference
de = e — e°!4 to characterize the QoC.

There are three scenarios for the QoC of a control loop:

1) If the QoC is too poor (i.e., a big|) or is deteriorating Fig. 3. prev versusJ (p™a® = 10, p™i* = 4, JH = 0.8, JL = 0.1).
significantly (i.e., a big|de|), more frequent control
actions will help improve the QoC;

2) If the QoC is within an acceptable region (i.e., bath C. Waiting Time for Period Switching

and [de| are very small), the least frequent control can Switching among stable systems may cause system instabil-
be implemented to save processor resources; and ity [46]. As a type of control mode switching, period switabi
3) Otherwise, the QoC is neither good enough nor too podfay also result in system instability. Later in Section VI,
i.e., moderatge| and|de|. The better the QoC, the largera sufficient condition will be derived which guarantees the
the control period could be set. stability of a class of control systems under period switghi
The following performance index captures the main featuresFor general control systems, e.g., nonlinear systems, for
of these scenarios, and will be used to guide the developmurtich stability conditions have not been well establisibe,
of heuristic rules for local period adjustment, concept of waiting time for period switching is introduced.
Let (") denote the time interval from the last adjustment of
J =ale| + (1 — a)lde], a€[0,1], (7)  p to the end of the current period for thith control task,

wherea is the weight ofie| in the index. A stability condition 1wt = glwheld o pold 1. p, (12)

will be established in Section VI for a class of control sysse

with period switching of the proposed heuristic rules. wheret{"" "' is the time elapsed from the last adjustment of
p to the beginning of the current period. According to [46],
the switched system resulting from applying the strategies

B. Heuristic Rules for Local Adjustment of Control Periods Egs. (8) through (11) is stable jfis adjusted only aftet(*?

Eq. (7) shows that/ reaches its minimum 0 wheje| = bepomes longer than the dwell time on average. Especitlly, i
|6e] = 0. The period of a control task is adjusted based ai™*" > the dwell time,p can be adjusted in every period.
how far away. deviates from this minimum value. Three However, there is a lack of theory to analytically derive
strategies are designed for local adjustment of the period: the dwell time of a general control system. Thus, a practical

1) WhenJ is very close to 0, set the perigdof the task strategy is expected which can make the pg_riod switching

to its upper bound, i.e., for thih task stw enough for small QoC changes .but sensmve_enough for

big QoC changes. A small change in QoC requires only a

prev =pmae if g, < gk i=1,2,....n, (8) small period adjustment, and thus can be ignored to avoid

frequent period switching that does not help much in QoC

where J/ is a threshold, which determines how big thgmprovement. However, as long as the waiting time is long

dead-zone is. With this strategy, when a control loognough, a period switching should be activated to keep the
approaches its steady stateand de become close or period adjustment active. Therefore, following Eq.(1He t

equal to zero, and so doés In this case, set = p™**.  following strategy is designed to meet these requirements:
2) WhenJ is bigger than a threshold/?, the QoC deteri-

orates significantly. Thus, setto its minimum: _ pold jf
pl pz I

new
p

D

0.5 1
J

.old

ld
pi — D
old

<y and ™) < Wit (13)
p;

pznew — p;‘m’n, if Ji > JZ.H7 1=1,2,...,n. (9) ) ) ] (wt).min ;

where~; > 0 is a threshold in relative change,”” ™" is

3) Otherwise, i.e., whew; is betweenJ* and J/, setp the minimum allowable waiting time for period switching.
between its upper and lower bounds according to:

ow | DI — pmin Ik D. Algorithm for Local Adjustment of Control Periods
N JH — gL (Ji = J7), Following the heuristic rules in Egs. (8) through (13),
it JL< Ji<JH i=1,2,... . n (10) Algorithm 1 is developed below for local adjustmentof
’ ’ Algorithm 1: Local Adjustment of Control Periods.
A plot of p"* versusJ is given in Fig. 3. 1: Globalc¢;, p;; //[Execution time, control period
Moreover, the following strategy is implemented in thig: Local J;, pi**, tEw”; /IQoC, period, waiting time
work to smooth out fluctuations in control periods: 3: ConstantsX, JH, ppex, pmin e, ~, tZ(“’t)-m’m;
old new 4: The ith subtask T};:
p; =ep” 4+ (1 —€)p"™, e € (0,1], 11 k il
' ( ) 0.1] (1D 7. if J; < JE then prev .= pmas; /[Upper bound

wherep"¥ is from Eq. (8), (9) or (10)¢ is a forgetting factor. 9: elseif J; > J then prev .= pmin; /lLower bound
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11: else ‘ it < J,<J2 9 if U> U, then //Load too high: event happens
12: p?ew .— pzna:n o PZ”;;:I}Z’L”" (Jz _ JZL)' 10:; |anemenWTq;
13- end if 1L if Nyg > N then /levent-triggering
14:  p; = ep?d + (1 — e)pe”;  [/Compt. only, not set yet 12: Trigger Algm. 3 for global period adaptation;
15: Updatetgwt) — tgwt).old + potd; : RgsetNm = 0;
16: if |p; — p2ld| > 4potd or £ > (WD then 1;: le”d i
17: Set the period of the loop to bg; /INow set 16: esR()a N 0
18: Save resulps'® := p; : eSetNrq =1
19:  Reset!" :=; 17: end Iy
j oV T 18: Save result§°!d := U andU?'? .= U;.
20: end if ‘

21:  Save result{"" ! .— (")
B. Global Adaptation of Periods in Overload Conditions

Once the top-level global period adaptation is triggered, i

V. GLOBAL ADAPTATION OF CONTROL PERIODS . . . .
) ) ) will scale up the control periods bounded by their respectiv
~ When the workload/ is heavier than a threshold;, which ,5er jimits. A heuristic rule to enlargeis designed as
is lower than but close to the total allocatable workloa th

top-level utilization-based global adaptation of confetiods pi = p¢"-U/Uq. (15)

is triggered in the proposed QoC management framework (Fjg.this way, the system workload is brought back to its setpoi
1). This method is different from many existing utilization 7, Similar idea has been adopted in [19], while the difference
based scheduling methods in two aspects: (1) Unlike [19].i that the scaling is used only in overload conditions in our
is event-triggered and thus does not run a separate periogigeme. The top-level algorithm, Global Adaptation of Gaint
task at a high priority level; and (2) It is triggered only whe periods, is shown below for overload conditions:

U > Uq, implying that it does not globally scale dowrwhen  aAlgorithm 3: Global Adaptation of Control Periods.

the processor is underloadeld € Ug). Thus, unlike [S], [19], 1: Global U, Uy lisystem workload and its setpoint
it does not maintairU/ at a desired value. 2: loop: For tasks fromi = 1 to n do
3: if p; < p™** then
A. Event-Triggering 4: Scale up the control perigg := p?'¢ - U/Uy;
A separate periodic task may be used for global adaptatign gn%i _?p?m then  p; = pi"*"; /IUpper bound
! i:

of the control periods [19]. However, the periodic task mu&:
execute at a high priority level if the FP is adopted. It alsg:
requires a compromise between the workload of executifig
the task and the promptness of the task to respond to the
environmental changes. This compromise can be eliminatt®
by using event-triggering, with which the global adaptataf
the periods remains inactive whdéh < U, but is sensitive
enough to capture the overload conditions. ] ) i )
Algorithm 2 shown below is for Event-Triggering for the When a control system with multiple loops is designed,
ith subtaskT}; . It evaluates the QoC, and adjustdocally if each controller should be tuned to ensure the control gtabil

necessary. Then, it updaté§ and alsoU; for the ith task: ~ under fixed period. Thus, the overall control system is stabl
if the processor is not overloaded and if there is no period

U=U%-U+ ¢ /pi,Us = ¢i/pi,i=1,--- ,n.  (14) switching. However, adjustment gf at runtime implies that
After that, it checks whether or néf is too high (line 9). If the system becomes a switched system. As switching among

not, resetN,, (line 16), the consecutive number of request%:able iyﬁtedms rr;ay cz?]usei d|nbstab|l|ty.(546], dthe S]faltl"“ty hOf
to re-scalep; otherwise incrementv,., (line 10). For smooth € swilched system shou € considered caretully when

: ; : : implementing period switching.
operation, the event-triggering will not happen uniil., > . ) _
N (line 11), whereN;* is a threshold. After the periods Consider a class of linear control systems with input delay

are scaled up (line 12), resat,, (line 13). gp. Int dd|g|tal cc;{;ntioli t;%kth saAmpImg andd Ccr)]m|:jOI ggr:_'od. is
Algorithm 2: Event-Triggering enoted apy, k = 1,2,3,---. A zero-order hold ( ) is

employed to hold the sampled data in each sampling period.

Set the period of théth task to bep;;
Save resulp?!d := p;;

end if;

end loop.

V1. SYSTEM STABILITY UNDER PERIOD SWITCHING

; g:ggg: g gj’ //s;;%e)(rgcmci)(;ﬁl?ﬁg e?rc]:((j)rﬁ?o??err)iglgt-rhe dynamics of the closed-loop control of the system is
3: Global N,.; /INo. of requests for increasing periods (t) = Ax(t) + Bx(tp—1 — mpr) fOr t € [tr_1,t5), (16)

4: The ith subtask T};: to =03ty =ty +pr, k=1,2,---,

5: Data acquisition, and QoC evaluation; where variablep, represents period switching.

6: Adjustp; locally if necessary; //Algm. 1 The main result of the stability analysis for this systemhwit
7:  Update system workloall := U — U?! + ¢; /p;; period switching is given in the following theorem, which is
8: Update theith task workloadlU; := ¢;/p;; derived from delay systems theory [47].
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Theorem 1:For givenp™?* > p; and 7% > 7, V k = To apply the stability result in Theorem 1, consider Egs.
1,2,---, if there exist matrice®® > 0,Q > 0 andR > 0 such (19) and (20) in digital control with a ZOH. Fere [t)_1, tx],
that wherety = 0,t, = tg—1 + pr, k=1,2,---, we have

T _ max max\2 AT . .
PA+ATP+Q = R4 (7 4 p"*t)7 AT RA KK {[r(tiar) = y(te)] + Tei [F(te—1) — 9(ti)]
o = B*P+ 1y B"RA+ R . . .
0 HTeiTea [F(th—1) — §(t—1)]} = Tei [Tp Y () + §(t)]
PB + (1% 4 pme®2ATRB + R 0 wherey(t) andr(t) are process output and setpoint, respec-
(rmaer 4 pmer)2BTRB — 2R R <0 (17) ftively. Letting z1(t) = y(t),z2(t) = y(t) and z3(t) = 4(1),
R —-Q—-R we can obtain the state space model of Eq. (16) with
holds, then the closed-loop control system in (16) with time z(t) = [z1(t), z2(t), m3(t)]T,
delay 7, and period switchingy is asymptotically stable.
3 I 01 0 0 0 0
Proof: Using delay systems theory [47], we constructa 4 _ g o 1 g K|l o
Lyapunov-Krasovskii functional candidate as 00 —1/T, ’ TpTe |4 T, Ty
t
V(x(t)) = 27 (t)Px(t) +/ 2T (s)Qu(s)ds Then, from this state space model, we can obtain that with the
t—rmar _pmas system settings in Table | the linear matrix inequality in. Eq
0 t . (17) of Theorem 1 always holds for, < 20ms for all three
max max T
Hm" 4 )/_Tmm_pmm ds /t+s @ (O)Ri(0)d0. (18)  control loops. Table | shows that the designed maximum peri-

. ods are only 9ms, 10ms and 11ms oy, G2, G3, respectively.
Omitting the detailed process, we can provéz(t)) < 0 |t is known from Theorem 1 that the asymptotical stability of
along the trajectory of Eq. (16) with period switching. B the system with period switching is guaranteed even if perio
Remark 1:The sufficient condition given in Theorem lswitching happens at the end of each period. Therefore, the
relates system stability to variable peripgdand variable time  minimum waiting time for next period switching in Algorithm
delay 7. It holds over a sequence of periog,pi,---, 1 can be set to be the same as the current period.
which evolve with period switching. Thus, the stability bkt For digital control, the PID controller in Eq. (20) is imple-

system in Eq. (16) under period switching is guaranteed. mented in the following discrete-time form [50]:
Remark 2:If System (16) has a constant delay, i, =

7, Theorem 1 still holds with** being replaced by,,. ulty) = K [Br(te) ;{y(tk‘)] + I(ty) + D(te),
I(ty) = I(tr—1) + 5= [r(ti—1) — y(te—1)]
VIl. CASE STUDIES D(ty) = oxrst—D(tk—1) + S0 [y(te—1) — y(te)]
A. Processes, Controllers and System Stability where u represents control signall and D are integral
Consider open-loop unstable processes governed by  and derivative actions, respectively; afidand N, are filter
K parameters. The subscriptindicates thekth period.
Gp(s) = Wil) (19) To evaluate the QoC of the system under fixed- and variable-
P

period scheduling, step changes in setpoint are introdinted
Three such processes representing DC motors are considefigslthree loops: 1) Loo@'; (s): +1(0s), -1(1s), +1(2s); 2) Loop
as shown in Table I. This example is taken from [49]. Ga(s): +1(0s), -1(1s); and 3) Loop's(s): +1(0s). The worst-
case scenario occurs at= 0 when all loops requegi™”.

TABLE |
TASK SETTINGS WITH¢; =2MS AND d;=p; (i = 1,2, 3).
—__1000 —__1000 —__1000 i i i
p|§nt‘Gi(S) G o9 Gom o G B. The FP gnd EDF Scheduling Under Fixed Periods
Pﬂ?:fty (for FP) 1 2 3 Under p™" and the FP, the system is overloaded with the
Z%’““” ((':{?) g'g ‘1‘8 i‘f’ requested’/ = 151%. The G, loop behaves with oscillations
Uzimm (%) 16.67 15.00 13.64 because it often misses its deadlines. Theloop becomes
Umee (%) 41.67 37.50 34.09 unstable since the control task has no chance to execute.
Nominal p; (ms) 5.8 6.4 7.0 min
Nominal U; (%) B 39 289 Under p and the EDF, all control tasks can execute.
> Umas=151.01% T Umin=60.40%, S (Nominal Uy)=94.4% However, the control tasks often miss their deadlines due to
i1 . ! ) - ! ) 2 - . .. . . . .
Controller: K, = 0.96; T,; = 0.12; 1.5 = 0.049; 8 = 0.5; N; = 10. the overload condition. The ITAE indices listed in Tabledt f

MinPeriods with EDF indicates that significant improvement
can be expected through better QoC management.

p™aer andpmeinel gre also tested under the FP. The results
are tabulated in Table Il as well. They are much better than
Ge(s) = K. [1+1/(Twis) + Teas), (20) those fromp™i" with either the FP or the EDF.

A proportional-integral-derivative (PID) controller is
adopted for all three processes

whereK ., T.; andT,, are controller gain, integral and deriva- N ) ) )

tive times, respectively. Shown in Table I, the controllef- Task Decomposition and Variable-Period Scheduling
settings are taken from [49] as well. They are tuneddgr but The task decomposition of the original three tasks and all
are also applied té/; and G3 to simulate model mismatch. settings for re-scaling of are tabulated in Table 111
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TABLE I
ITAE x103 OF THE THREE CONTROL LOOPS
Loop| O~1s 1~2s 2~3s O~1s 1~2s 2~3s
MinPeriods with FP MinPeriods with EDF
G1 |Loop G1: working well; 12.6990 12.8637 12.8018
G2 | Loop G2: oscillatory 12.9202 13.0646 -
G3 |Loop G3: unstable 12.8634 - -
S(ITAE x10%)= - - -; U=151%| S"(ITAE x 103)=77.2; U=151%
MaxPeriods with FP NominalPeriods with FP
G1 |5.1301 5.7315 5.6529 49651 5.2149 5.0374
G2 |5.2988 5.1621 - 4.8388 5.0745 -
G3 |5.1395 - - 4.5906 - -
ST(ITAE x103)=32.1; U=60.4%| S_(ITAE x 103)=29.7; U=94.4%
VariablePeriod FRfrom p"***) | VariablePeriods EDKfrom p™%%)
G1 |5.0902 5.2672 4.9598 5.0348 5.2791 4.9948
G2 |5.0724 5.1070 - 5.0884 5.2496 -
G3 |4.4314 - - 4.7879 - -
SO(ITAE x103)=29.9279 SO(ITAE x 103)=30.4346
AverageU=63.63% AverageU=63.69%
TABLE Il
TASK DECOMPOSITION MODEL AND TASK SETTINGS
Subtasks Priority for FP Period (ms) (Table 1)
Gq: [T11,T12] 2,5 3.6-9.0
GQZ [T21,T22] 3, 6 4.0 - 10.0
G3Z [T31,T32] 4,7 1.4-11.0

Top level scheduler taskoTwith the highest priority of 1.
co=10us; ¢;1=0.5ms andc;2=1.5ms éi1+ci2=Ci=2mS),i=l,2,3;
do = 1ms;d;; andd;e (i = 1,2, 3) are calculated from Eg. (2);
Other Settings: J©=0.05;.J7=0.8,¢=0.8, U4=0.92, N/ =5;

tgwt)ﬂnin:p;nin’ vi=5%,i = 1,2, 3.

12— 1.50 -
£ sfq% S 05 \ /
o — 5
© o1 o0z P2 0-5
12— P3 1.51
A Vv S 05 \
o
o1 2 3 0-5
1 1.5
sos\  \ n 2 osf
0.6 -0.5
o 1 2 3 o 1 2 3
Time (s) Time (s)

Fig. 5. Dynamic adjustment of periods under the EDF (plots enléfi: p;
to ps andU; plots on the righty; to y3; averagelU = 63.69%).
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FP: variable p EDF: variable p
0.2 0} . 0.2
Time (s) Time (s)

Fig. 6. Plots of scheduling with variable periods (Task lolgall period
adaptation; Tasks 2 to 4: sampling; Tasks 5 to 7: control).

variablep gives comparable ITAE indices (Table Il) with their

Start with p™@* under either the FP or EDF with local@veragel being as low as about 64%.

adjustment and global adaptation@fThe results are shown

However, wherU > Uy, p is enlarged through global period

in Figs. 4, 5 and 6. It is seen from Figs. 4 and 5 that both tiélaptation. Fig. 6 shows that in the worst-case scenario in
FP and EDF with variable can stabilize the open-loop unsta¥hich a unit step setpoint change is introduced &t0s into
ble processes and demonstrate good performance in setpdihiree 10ops, the top-level global adaptation is triggeonly
tracking. They also show comparable ITAE indices (Table fPur times.U is well maintained undei; almost all the time,
under “VariablePeriod FP” and “VariablePeriod EDF”).

Fig. 4.
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Dynamic adjustment of periods under the FP (plots oridfiep;

to ps andU; plots on the righty; to y3; averagelU = 63.63%).

Figs. 4 and 5 illustrate that both the FP and EDF give similar
patterns in period adjustment and workload adaptation. Whe
the QoC of a control loop deteriorates significantly (e.g1sa
2s and 3s), the correspondipgis reduced locally for more

even in the worst-case scenario.

VIII. CONCLUSION

Linking multi-tasking scheduling directly to the QoC, a hi-
erarchical feedback QoC management framework has been de-
veloped for integrated design of control and schedulingaf-r
time control systems with multiple control tasks. It cotsisf
a task decomposition model for continuous QoC monitoring,
local adjustment of control periods for QoC improvement an
event-triggered global adaptation of the periods for waek
management. A set of heuristic rules have been proposed for
feedback scheduling of control periods. A sufficient candit
has also been derived for a class of linear control systems to
guarantee the stability of the systems with period switghin
Case studies have been conducted to demonstrate the devel-
oped feedback QoC management framework.
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