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CFO and I/Q mismatch could cause significant performance degradation to OFDM systems. Their estimation and compensation
are generally difficult as they are entangled in the received signal. In this paper, we propose some low-complexity estimation
and compensation schemes in the receiver, which are robust to various CFO and I/Q mismatch values although the performance
is slightly degraded for very small CFO. These schemes consist of three steps: forming a cosine estimator free of I/Q mismatch
interference, estimating I/Q mismatch using the estimated cosine value, and forming a sine estimator using samples after I/Q
mismatch compensation. These estimators are based on the perception that an estimate of cosine serves much better as the basis
for I/Q mismatch estimation than the estimate of CFO derived from the cosine function. Simulation results show that the proposed
schemes can improve system performance significantly, and they are robust to CFO and I/Q mismatch.
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1. Introduction

Orthogonal Frequency Division Multiplexing (OFDM)
becomes the foundation technique for broadband wireless
communications because of its various advantages including
high spectrum efficiency, low complexity equalization and
great flexibility in resource optimization. However, one well-
known disadvantage of OFDM is its high sensitivity to carrier
frequency offset (CFO) [1]. CFO refers to the frequency
difference between the local oscillators in the transmitter
and receiver. CFO causes intercarrier interference (ICI) and
could deteriorate the system performance seriously. CFO
itself is not difficult to estimate and compensate, using either
training-based or blind estimation schemes [2, 3]. However,
when some distortions, in particular, I[/Q mismatch, are
entangled with CFO, the performance of conventional CFO
estimator will degrade significantly [4].

I/Q mismatch is caused by the imbalance between
the components of the Inphase (I-) and Quadrature (Q-)
branches in I/Q modulated systems. I/Q mismatch includes
gain and phase mismatches. Gain mismatch is caused by the
gain difference of amplifiers or filters in I- and Q- branches.

Phase mismatch is caused by the nonideal 7/2 rotation in
local oscillators and the phase difference between analogue
filters in I- and Q- branches. In a practical receiver with
analog I/Q separation, I/Q mismatch always exists and con-
tributes as interference in general CFO estimation. On the
other hand, without the knowledge of CFO, a training-based
estimator cannot estimate I/Q mismatch accurately. CFO
estimation in the presence of I/Q mismatch is not trivial,
and has been investigated in, for example, [5-14]. Each of
these schemes partially solves the CFO estimation problem
in the presence of I/Q mismatch, with respective drawbacks.
In [5, 6], initial CFO is estimated in the presence of errors
caused by I/Q imbalance. Then, based on the CFO estimates,
[5] proposes an iterative I/Q mismatch estimation approach,
which requires five iterations to obtain the gain parameter. In
(6], a simple time domain I/Q mismatch estimation method
is proposed, but the performance degrades significantly
when CFO is small. [6] also proposes a frequency domain
estimator which improves performance when CFO is small,
however, it is sensitive to transmitter side mismatch. In [7],
an iterative scheme is proposed, requiring special training
symbols which contain many zeros to suppress the I/Q
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mismatch effect in the receiver. In [8], a searching-based CFO
estimator is developed. The high computational complexity,
however, may prevent it from practical applications. In [12]
iterative estimators are proposed, and they have relatively
high complexity. In [13], a frequency domain adaptive
I/Q mismatch compensation scheme is proposed, however,
it requires perfect CFO knowledge. In [14], perfect CFO
knowledge is required either in the training based RLS
method or in forming the per-tone-equalizer. In [9, 10],
CFO estimators based on three identical training symbols
are proposed. However, [9] only uses a cosine function of
the CFO to estimate the CFO parameter. The scheme is thus
very sensitive to noise when CFO and/or I/Q mismatch is
small, and has a phase ambiguity problem with positive and
negative phases. Improvement to [9] is made in [10], using
two groups of three identical training symbols. Although
this estimator is robust to both transmitter and receiver I/Q
mismatch, the special long training symbols designed for
CFO estimation increase system overhead and are incom-
patible with current standards. In [11], a complete CFO
and I/Q mismatch estimation and compensation scheme
is proposed based on the CFO estimator in [9]. However,
I/Q mismatch parameters are estimated based on the CFO
estimates, which is sensitive to noise, particularly when CFO
is small.

In our early work [15], we independently developed a
CFO estimation scheme partially similar to the approach
n [10]. Different to [10], our scheme only requires one
group of three identical training symbols by forming an
approximated estimator for the CFO. The scheme works well
for various I/Q mismatch values when the CFO is not too
small (say, 10% of the normalized CFO), and the perfor-
mance otherwise degrades. In this paper, we propose some
novel estimation schemes which are robust to any values of
both transmitter and receiver I/Q mismatch, and have better
accuracy of the I/Q mismatch estimation for small CFO.
The schemes use a group of at least three identical training
symbols, which are generally present in the preamble of
current systems, for example, WLAN and WiMAX systems.
They serially estimate I/Q mismatch and CFO with low
complexity, without incurring iterative process. The schemes
mainly consist of three steps. Firstly, a cosine function of
the CFO, which is free of I/Q mismatch interference, is
formed using a group of three identical training symbols.
Secondly, based on the estimated value of the cosine function
instead of the CFO estimate, the I/Q mismatch parameters
are estimated. Thirdly, the I/Q mismatch is compensated
using the estimates, and a sine function of the CFO is formed
based on the compensated signal. Combining the results
of cosine and sine functions, CFO can then be estimated
accurately. The use of cosine value instead of the CFO
estimate for I/Q mismatch estimation is from the insight
that the cosine value is much more robust to noise than
the CFO estimate. The rest of the paper is organized as
follows. Section 2 formulates the problem of CFO and I/Q
mismatch estimation in OFDM systems. In Section 3, the
proposed CFO and I/Q mismatch estimation schemes are
developed. Simulation results are presented in Section 4.
Section 5 concludes the paper.

2. Problem Formulation and System Structure

An OFDM system model with CFO and I/Q mismatch
estimation and compensation is shown in Figure 1. Let
transmitter’s gain mismatch be # and phase mismatch be y.
Denoting the baseband signal as s(t) = s;(¢) + jso(t), the
analog signal radiated from the transmitter antenna (denoted
as RF signal hereafter) can be represented as

3(t) = (1 +1)s1(t) cos(wet +y) — (1 = 1)so(t) sin(wct — y),
(1)

where w, is the carrier frequency. The received RF signal ()
becomes

7(t) = 3(t) ® h(t) + &(1), (2)

where h(t) is the channel impulse response, &(t) is additive
white Gaussian Noise (AWGN), and ® denotes the linear
convolution. The signal is down-converted to baseband by
an oscillator with imbalanced inphase input (1 +¢) cos(w .t —
wgt — 0) and quadrature input (1 — ¢)sin(wt — wat +
0), where € and 0 represent gain and phase mismatch in
the receiver, respectively, and wy is the frequency offset
between the transmitter and receiver oscillators. The received
signal is then filtered by a Low Pass Filter (LPF). The
filtered signal is sampled at a sampling rate f; = 1/T,
where T; is the sampling period. The sampled baseband
signal, consisted of signals in I- and Q- branches, can be
represented as

y(n) = yi(n) + jyo(n), (3)
where

(1+¢)
2

yi(n) = &(n) + cos(wgn + 6)

X [(1+n)ri(n)cosy — (1 —n)ro(n)siny]

(1+¢)
2

sin(wgn + 0)

X [=(1+#n)r(n)siny + (1 — )rq(n) cosy],
(1-¢)
2

yo(n) = &q(n) + cos(wgn — 6)

X [=(1+#n)r(n)siny + (1 — n)rq(n) cos y]

+(l—e)
2

sin(wgn — y)

X [(1+n)r(n)cosy — (1 — n)rq(n)siny].
(4)

The r;(n) and ro(n) in (4) are the sampled real and imaginary
outputs of the convolution between s(t) and the baseband
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channel impulse response, respectively, & (n) and &o(n) are
the noise in I- and Q- branches, respectively. Define

L

x1(n) [(1+7)r(n)cosy — (1 —n)ro(n)siny],

N | —

L

[—(1+#)ri(n)siny + (1 —n)ro(n) cosy].

N | —

xq(n)
(5)

Equation (4) can be rewritten as
yi(n) = gi[x1(n) cos(@y + 0) — xq(n)sin(g + 6)] +&1(n)
= g1{cos(0)[x;(n) cos p, — xq(n) sin ¢, ]
—sin(0) [x1(n) sin ¢, + xq(n) cos g} + &1(n),

yo(n) = gxr(n) sin(¢, — 0) + xq(n) cos(¢p, — 0)] +&q(n)
= g{cos(0)[x;(n) sin ¢, + xq(n) cos ¢, ]

— sin(0) [x;(n) cos ¢, — xq(n) sin g, |} + Eq(n),
(6)

where
o=1-¢ (7)

Equation (6) shows that the transmitter side and the
receiver side I/Q mismatch impacts can be decoupled and
the transmitter side I/Q mismatch is only contained in x;(n)
and xq(n). If the channel is static during CFO estimation,
periodically transmitted training symbols lead to periodical
x7(n) and xq(n) at the receiver. In the CFO and I/Q mismatch
estimation algorithms to be presented, only the periodicity
of the baseband signal is required and exploited, and the
detailed information of x;(n) and xq(n) is not required. After
the CFO and receiver side I/Q mismatch are compensated,
the transmitter-side I/Q mismatch can be estimated via joint
estimation of channel and I/Q mismatch proposed in [6] or
by a least square estimator. In the following, we propose some
CFO and I/Q mismatch joint estimators, which only require
the periodicity of training sequences instead of the actual
signal values.

The complex signal in (3) can also be written as

y(n) = ax(n)e/“" + px* (n)e 1“1 + &(n), (8)

¢n = wyn, g =1+g¢

where
x(n) = x1(n) + jxq(n),
a = cos(0) + jesin(0), (9)
B = ecos(8) — jsin(6),

W »

and the superscript denotes the conjugate.

According to (8), the received signal becomes the sum
of the scaled original signal and the interference from its
own conjugation. It is clear that CFO is always entangled
with I/Q mismatch. Even when CFO is known, without the
information of I/Q mismatch, the second part in (8) cannot
be eliminated, so CFO cannot be compensated correctly.
Thus it is a natural task to estimate CFO and I/Q mismatch
jointly.

3. CFO and I/Q Mismatch Estimation

Referring to Figure 1, the proposed scheme consists of three
steps, including forming a cosine estimator for CFO which is
free of I/Q mismatch interference, estimating I/Q mismatch
using the estimated cosine value, and forming a sine
estimator for CFO by removing I/Q mismatch in the received
signal using the estimated I/Q mismatch parameters. The
CFO is then estimated by combining the sine and cosine
estimator. In the process, both CFO and I/Q mismatch are
estimated in the presence of minimum interference from
each other, introduced by the residual estimation error due
to the noise.

3.1. Cosine Estimator Free of 1/Q Mismatch Interference.
Denote the number of samples in each training symbol as
Ly, andlet ¢ = wsL,. From (6), in I- branch, we have

VI (n + ZLP) + y1(n)
= 2g) cos ¢[x1(n) cos(¢,+ 0 + @) — xq(n) sin(¢p, + 6+ ¢) ]
+&(n) + & (n + ZLP)

= 2COS(/5[)/1(H+LP) —fl(n +LP)] +&1(n) +El(n+2Lp),
(10)

where the sum and difference formulas of sine and cosine
functions are used.

Then cos ¢ can be estimated by

L
o = yl(n+2 p) +y1(n). a

2y1(n+Lp>

To reduce the noise effect, final estimate needs to be averaged
over a number of samples. The general approach is to use
a maximal ratio combining (MRC). Denote the number of
total samples in the training sequence as Ny. For I-branch,
the estimate of cos ¢ based on MRC is given by

£ o1y o+ 2,) 00

o5 =
cos zzﬁfil ‘}/1(7’1+Lp) ’2

(12)

The formulation of (12) is similar to [10], where the
estimator is derived based on mixed signals from I/Q
branches. As an alternative to the MRC approach we propose
a lower complexity combiner. For I-branch, the estimator is
given by
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\‘\.'_\ (13)
§ ., B where sign(x) = x/|x| for real x # 0 and sign(0) = 0. The
£ 1077 ¢ AR combiner is similar to an equal gain combiner (EGC), with
i \ the function sign(x) ensuring samples to be combined in
b= B a constructive way. This combiner, which will be called as
s o EGC hereafter, only requires one division, plus 2(N; — 2L,)
& ol S additions.

E Lo The EGC estimator even promises better performance
g than MRC when the number of training symbols is large and
the CFO is small. The reason is that the MRC is the best one
only when (1) signal and noise are independent and (2) noise
— samples are uncorrelated. However, when more than three
. . . . training symbols are used in averaging, each noise samples

0.8 1

could appear several times in combining. These repeated
noise samples are scaled by — cos ¢, and in EGC, some of the
items have opposite phases and a noise cancellation effect can
be achieved when cos ¢ approaches 1. Thus the total noise
can be partially cancelled due to the noise correlation in the
EGC estimator when cos ¢ is approaching 1.

For Q-branch, we can form a similar estimator. By
combining I- and Q- branches, the final cosine estimator
using EGC is given by (14)

cos¢ = N, -2L,

22;1:1

(Ie(n+Lp)| + [ ya(n+L,)])

(14)
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FiGure 3: Implementation structure of the proposed estimators.

The corresponding CFO estimate is given by

By = arccos(cosgb)' (15)
LP

There are two problems with this estimator though it is
robust to I/Q mismatch. One is the phase ambiguity problem
as the range for ¢ in the estimator needs to be limited to
[0, ]. The other is, when ¢ is small, the estimation error
of ¢ increases rapidly even with cos ¢ varying slightly. This
is because the gradient of cos¢ is large in this case. The
effect can be observed from Figure 2, where the variances
of the estimation errors for cos¢ and ¢ obtained from
cos ¢ are plotted against the normalized CFO. The results
are obtained by using the general CFO estimation scheme
in (14) in an IEEE802.11a system without introducing I/Q
mismatch.

To eliminate the phase ambiguity and reduce the esti-
mation error for small ¢, a complementary sine estimator is
generally needed. Such a sine estimator free of I/Q mismatch
cannot be constructed directly. In [10], a sine estimator
is proposed based on special training symbols, which are
created by taking the original training sequences and super-
imposing an artificial CFO to generate point-wise 90-degree
phase rotation. In [15], we introduce an approximated sine
estimator, which can work without changing the training
symbols for the cosine estimator. However the estimator in
[15] sees interference from I/Q mismatch, particularly when

/R

Zn:l

[yz(n) + y? (n "'LP) - 2y(n)y(n +Lp) cos (/)]

the mismatch is large. It is thus natural to consider the
approach of forming a sine estimator free of I/Q mismatch
after estimating and compensating it.

3.2. Estimation of 1/Q Mismatch Parameters. As can be seen
from Figure 2, when ¢ is small, the estimate of cos ¢ is much
more robust to noise than ¢. Next we develop an algorithm to
estimate the I/Q mismatch parameters based on the estimate
of cos ¢ instead of ¢. This approach can estimate mismatch
parameters more accurately, particularly when ¢ is small.
From (8), the I/Q mismatch can be compensated as

a*y(n) — By*(n)
laf* B

il
o> = [B]* Lary*(n) |

Since I/Q mismatch is generally fixed during one transmis-
sion, oc"‘/(locl2 - I[j’lz) is a fixed constant, and it will not
contribute to the CFO estimation and can be absorbed in
channel coefficients for I/Q mismatch compensation. Thus
we only need to know f/a* to compensate the I/Q mismatch
for the moment. The value of f/a* can be computed via
U £ ocﬁ/(locl2 + Iﬁlz), which can be estimated from cos ¢.
The formulation of estimating y from cos ¢ is shown in the
appendix, and the result is given by

x(n)efvan =

(16)

i=

ZZgi;LP“y(n-kLp) ’2 + | y(n)|* - Zﬁ(y(n-kLp)y*(n)) coscp] ,

(17)
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where R (x) denotes the real part of x.

From the estimate g, 5/a* can be computed by finding
its phase and magnitude separately. The phase of f/a* is
obtained by

4(£> =4<|a|zf*> = /(ap) = Zu. (18)

To find the magnitude of f/a*, we use

L _lalP+ 1817 _|a| | B
. il E 19
R eI =
Solving the equation, we get
Bl 1-y1-4lu| 0
o | T 20

Note that we have dropped another solution which is
impractically large. Since |¢| < |/« and in general systems
the I/Q mismatch is not very large, we have |u| < 1.
Applying Taylor series to (20), the amplitude of y can be
approximated by

HIIR

(21)

R

Thus the estimate of f/a* can be calculated as

£ :ejzy<|#| _

a*

i lu 3), with p obtained from (17).
(22)

As pointed out in the appendix, the estimation accuracy
of p becomes low when CFO is small and sin ¢ is approaching
zero. This is the common drawback of general I/Q mismatch
estimation schemes based on the periodicity of the training
sequence. To improve the performance of the proposed
schemes, further processing can be applied. For example,
a threshold can be set to initiate a frequency domain least
square estimator or a joint estimator for I/Q mismatch and
channel response [6] when the estimated CFO from cos ¢ is
smaller than the threshold. This threshold can be set as 0.1
according to our simulation results. The detailed discussion
is beyond the scope of this paper.

3.3. CFO Estimation after I/Q Mismatch Compensation.

3.3.1. Autocorrelation-Based CFO Estimation. When 1/Q
mismatch parameters are known, a general approach is to

s [R(xc(n)

Re(n+2Ly) )4 (5e(n+Lp)) + £(R(n+2L,) — %e(n) R (2 (n+Lp) ) |

compensate the signal in time domain, and then apply
conventional autocorrelation-based CFO estimation given in
[3]. With estimated 3/a* given in (22), I/Q mismatch can be
compensated via (16), generating samples

%e(n) £ x(n)e/om, (23)

An autocorrelation-based CFO estimator can then be
applied to the compensated samples, generating CFO esti-
mates

1 N]_+LP
oy 4( > )Acc(n)?c;k(n-kLp)). (24)
n=1
The performance of this estimator depends on the accuracy
of the estimated I/Q mismatch parameters.

3.3.2. Sine Estimator. The estimator given by (24) depends
on the estimation of I/Q mismatch, and estimation error
of I/Q mismatch affects both the cos and sin parts of the
CFO estimate. Alternatively, we can form a complementary
sine estimator to exploit the cosine estimator developed in
Section 3.1 which is free of I/Q mismatch. With estimated
I/Q mismatch parameters, a sine estimator can be formed as
follows.
It is easy to verify that

R(%(n+2Ly) —%e(n)) = —24(%(n+L,)) sing

1(%(n+2Ly) - Z(m)) = 2R (% (n+L,) ) sing,
(25)

where [(x) denotes the imaginary part of x. Then sin ¢ can
be estimated as

JR(xc(n + ZLP) - xc(n))

sing = Y (xc(n +Lp>> ) (26)
or
T = Jl(xc<n+2Lp> —xc(n)) (27)

2R (xc(n +LP))

Combining them together and incorporating MRC over a
group of samples, the final estimate of sin¢ is given as
follows:

sﬁlgb =

Ni—-L
Zn[l PZ

5 (28)
xc(n-i-Lp)‘
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Combining sin ¢ and cos ¢, the CFO wy is given by

Wy = I}parctan(?()gsﬁ). (29)

The complexity of this scheme is approximately half of
the autocorrelation-based one as only sin¢ needs to be
estimated. Its performance, however, could be better than
the latter because of the use of the interference-free cosine
estimator.

3.4. CFO and I/Q Mismatch Compensation. With all the
parameters estimated, CFO and I/Q mismatch can be
compensated in time domain by

~

55(?’1) = We_j@n (}1(”) - (/fi*y* (ﬂ)) > (30)

where we note that the term a* /(| al?- Iﬁlz) will be absorbed
in the channel coefficients and does not need to be known
and compensated here.

3.5. Implementation Issues. Although the proposed schemes
are divided into three steps, they can be implemented in a
parallel manner. Thus very little memory is required in the
hardware and the processing delay is very small. As can be
seen from (12), (13), (17), (24), and (28), all the sums can be

1071}
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F1GURE 5: MSE of 3/a* at SNR = 10 dB and 22 dB in the presence of
1 dB gain mismatch and 1° phase mismatch.

implemented in parallel because the CFO and I/Q imbalance
parameters in these equations are fixed and independent
of the received signal samples. Parameters can be estimated
based on the final sums.

Figure 3 shows the implementation structure of the
proposed algorithms. The input signals at the I and Q
branches are first passed through register banks to generate
the delayed signal y(n + L,) and y(n + 2L,). Then they
are added up in the first accumulator bank consisting of
4 accumulators to get the summations required for the
cosine estimator. In the meantime, products between y;(n),
yi(n+Ly), y1(n+2Lp), yo(n), yo(n+ Ly), and yo(n +2L,)
are generated by the multipliers. Then these products are
summed up in other accumulator banks consisting of 9
accumulators. After all the training symbols are received,
during the reception of the guarding intervals of the next
OFDM block, estimation and compensation of the CFO
and I/Q imbalance can be processed. The cosine estimator
provides an estimate of cos¢ based on the summation.
Then the mismatch estimator calculates the term f/a* using
the estimated cos¢ and the results of the accumulators.
After obtaining f/a*, the sine estimator calculates sin¢
using the estimated mismatch parameters and the outputs
of the accumulators. Compensation is then performed using
the estimates of CFO and f/a* for the following OFDM
blocks. When the guarding interval is long enough, in most
cases over 16 samples, estimation can be completed within
this interval and will not cause delay in processing data
symbols.
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4. Simulation Results

The proposed schemes can be used in any OFDM systems
with more than three periodical training symbols in the
preamble. In our simulation, the 54Mbps option in the
IEEE802.11a standard is followed, and 64QAM modulation
and 3/4 convolutional coding are used. We use ETSI
Multipath A [16] in the simulation. Both mean square error
(MSE) of estimates and bit error rate (BER) are used to
evaluate the performance of the proposed systems. Each
result presented was averaged over 5000 packets, each with
1024 bytes. Basically, at least 3 periodical training sequence
are required for the proposed estimator, however, we assume
7 short training symbols are available for CFO and I/Q
mismatch estimation which is the minimum requirement of
the methods in [10].

In the simulation, our schemes are mainly compared
with three known approaches: the two CFO estimators
robust to I/Q mismatch proposed in [10, 11] and the time
domain I/Q mismatch estimator proposed in [6, 10]. To
ensure the compared schemes to have similar complexity, the
frequency domain I/Q mismatch estimator for small CFO
in [6] is not used for comparison. When simulating the
scheme in [10], half of the training sequences are revised
accordingly so that the total number of training symbols are
the same for all schemes, and we assume the starting of the
second group of training sequences are perfectly identified.
Although in Section 3.3 we mentioned that incorporating
a frequency domain I/Q mismatch estimator can improve

the performance for small CFO (<0.1), it is not used in our
simulation to ensure fair comparisons with other methods.
Notations for different schemes are as follows:

(1) MRC+sin: MRC-based cosine and sine estimators
using MRC cosine estimator and (28);

(ii) EGC+Phase: EGC-based cosine estimator (14) to
generate I/Q mismatch estimate, and autocorrelation
estimator (24) for CFO estimation;

(iii) Tubbax(Li): Joint CFO and time domain I/Q mis-
match estimator in [6] which applies conventional
autocorrelation-based CFO estimator in [3];

(iv) Fan/Fan+Tubbax: CFO estimator in [11] plus the
time domain I/Q mismatch estimator in [6] (com-
bination of the two schemes generates much better
performance than the single one in [11].);

(v) Rore: CFO estimator in [10] using special training
sequence.

We first examined the MSE of CFO estimates in the
presence of I/Q mismatch (2dB for gain mismatch and
5° for phase mismatch). All the estimators designed for
CFO estimation in the presence of I/Q mismatch, showed
robustness to I/Q mismatch in the experiments. Figure 4
shows the MSE of the CFO estimates for relatively large
mismatch, where the signal to noise power ratio (SNR) is
22 dB. From the figure, we can see that the proposed schemes
are robust to any CFO and achieve great improvement over
the “Fan” and “Rore” schemes, particularly at smaller CFO.
As mentioned in the introduction, the “Fan” scheme sees
significant performance degradation at smaller CFO. The
“Tubbax(Li)” scheme, which is the only one that ignores I/Q
mismatch in CFO estimation, suffers from large performance
degradation, particularly in the middle range of CFO values.

Figures 5 and 6 show the MSE of the mismatch estimates
for different CFO values in both small and large I/Q
mismatch cases for different SNRs (10dB and 22 dB). To
be consistent with the metric used in [6], the MSE of ﬁ/&*
is used. From Figure 4 we know that the “Tubbax” or “Li”
CFO estimator is not robust to I/Q mismatch, and it is not
simulated for I/Q mismatch estimation. From the figures,
we can see that when CFO is small, the proposed schemes
largely outperform the “Fan+Tubbax” schemes, particularly
for SNR = 10 dB. This mainly contributes to the high stability
of cosine function to noise at small CFO.

We further test the BER performance of different
schemes. First, performance is examined for some spe-
cific CFO values with random I/Q mismatch values in
Figure 7. The I/Q mismatch is set to be uniform distributed
random variables in the range of [0,1] dB for gain and
[0,4°] for phase. The SNR is 22dB. The figures show
that the proposed schemes outperform the “Tubbax” and
“Fan+Tubbax” methods, especially at smaller CFO. The
“Rore” method can achieve better performance over other
when CFO is small, the proposed methods, “Fan+Tubbax”
and “Tubbax” outperform “Rore” method. This coincides
with the observation for CFO and I/Q mismatch estimation
from Figures 4, 5, and 6.
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Figure 7: BER at SNR = 22dB versus normalized CFO in
the presence of small random mismatch which is uniformly
distributed in [0,1] dB for gain mismatch and [0,4°] for phase
mismatch.
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FiGure 8: BER at different SNRs in coded system with random CFO
in [0, 1] and random I/Q mismatch which is uniformly distributed
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FiGure 9: BER at different SNRs in uncoded system with random
CFO in [0,1] and random I/Q mismatch which is uniformly
distributed in [0,1] dB for gain mismatch and [0,4°] for phase
mismatch.

System performance versus SNR for coded and uncoded
systems is shown in Figures 8 and 9 respectively, where
CFO is uniformly distributed over [0,1] and the gain and
phase I/Q mismatch are uniform distributed over [0, 1] dB
and [0,4°] respectively. It is shown that the proposed
method “MRC+Sin” can achieve similar performance as the
“Rore” method, and the proposed “EGC+Phase” scheme
experiences performance degradation in high SNR cases.
The proposed methods outperform the “Tubbax” and
“Fan+Tubbax” methods in all cases. Comparing Figures 8
and 9, we can see that without coding, AWGN has more
impact on system performance and the BER difference
between different methods is much smaller than that in the
coded cases.

5. Conclusions

In this paper, some low-complexity joint CFO and I/Q mis-
match estimators are proposed. The estimators are formed
based on the observation that a cosine estimator of the CFO,
which is free of I/Q mismatch, serves much better as the basis
for I/Q mismatch estimation than an initial estimate of CFO.
The proposed schemes are robust to any values of CFO and
I/Q mismatch, and can improve the accuracy of CFO and
I/Q mismatch estimates significantly. The proposed schemes
are applicable to systems with conventional training symbols
and have low complexity, and they are very promising for
broadband systems where I/Q mismatch could deteriorate
system performance significantly.
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Appendix

We derive the estimation of u = af/(|al® + [B|%) from cos ¢
here.

According to (8), the received signals at n + L, and » are
given by

y(n) = ax(n)e!® + px* (n)e 1% + &(n),
y(n + Lp) = ocx(n + Lp)ef(¢"+¢) + Bx* (n + Lp)e’j(¢"+¢)

+£<n+LP).
(A1)

Since the signal is periodic, we have x(n + L,) = x(n). Let
z(n) & y(n+Ly) — y(n) cos ¢. The energy of z(n) is

lz(n)|? = [y(n + Lp> —y(n) cos ¢] [y(n+LP) —y(n) cos ¢] .
- ’y(n+Lp) ’2 + | y(n)|*cos’¢

- 2R (y(n +Lp>y*(n)).
(A.2)

Adding | y(n) sin ¢|* to both sides of (A.2), we get
| y(n)sing |+ |z(m)?

- ‘y(n +Lp)‘2 + |y(n)|2 - ZR(y(n+Lp>y*(n)> cos .
(A3)

On the other hand, replacing y(n) with (8), we have
z(n) = y(n+Lp) — y(n)cos¢
= % i 9 (ei$ + o= i¢
= zef x(n)[Zef (ef +e) )]

+ ge’j‘b“x*(n) [Ze’j‘/’ - (ej"5 + e’j‘/’)] A

+E(n+Lp> —&(n) cos¢
= jsingb[ocx(n)ef¢’" - ﬁx*(n)e’j‘”]
+ f(n "'LP) —&(n) cos ¢.
Using the results in (A.4) and (8), we compute
|y(n)sir1¢|2 +|z(n)|?
(A.5)
- 2(|oc|2 + |ﬁ|2) Ix(n)lzsinng + Wi(n),

where W (n) is the noise term. Combining (A.5) and (A.3),
we get

[+ 1)+ [y P = 2R (y(n+ 1)y ()

= 2(|oc|2 + }/3|2) |x(n)|sin’p + Wi (n),

(A.6)

which gives us the denominator of y. An averaging is
performed on (A.6).

We continue to find the numerator of y. Similar to
the computation of Iz(n)l2 + [y(n) sin(p\z, we compute the
difference between z2(n) and (j sin ¢)* y?(n), giving

2*(n) — (jsin¢)2y2(n)
2 2l
= [y(n+Lp) — y(n) cos (/)] + y~(n)sin“¢
= y*(n) +y2(n +Lp) - Zy(n)y(n +Lp) cos ¢,
22(n) — (jsin¢)2y2(n)
= (jsing)*{[ax(n) = B* ()] = [ax(m) + px*(m)]*}

= 4ap|x(n)|*sin’*p + Wi (n).
(A7)

where W,(n) is the noise term. Combining the results in
(A.7), we have

yA(n) + y? (n + Lp) - 2y(n)y(n + Lp) cos ¢
(A8)
= 4af|x(n)|*sin’ ¢ + W,(n),

which gives the numerator of y.
Synthesizing the results in (A.6) and (A.8), the estimate
of u can be calculated as

A (n)+y? (n +Lp) —2y(n)y(n +LP) cos¢
2[’y(n+LP) ’2+ |y(n)|* 2R (y<n+Lp)y*(n)) cos ]

i=

_ 4oc/5|x(n)|2sin2¢+ W, (n)
a(lal + | B]*) lx(n)*sin’p + 2W, ()

B af + (Wz(n)/4|x(n)|25in2¢)
"l + [B17 + (Wiln)/2lx(n) Psin’e)

(A.9)

Equation (A.9) shows that the noise effect in the estimates of
y is inversely proportional to sin ¢. So the smaller the sin ¢
is, the larger the noise effects in the ji are. When wy is small
and sin ¢ is approaching zero, the estimation accuracy of y
degrades. Averaging over a group of samples and replacing
cos ¢ with its estimate establishes the final estimate as shown
in (17).

Acknowledgment

NICTA is funded by the Australian Government as repre-
sented by the Department of Broadband, Communications
and the Digital Economy and the Australian Research
Council through the ICT Centre of Excellence program.



EURASIP Journal on Wireless Communications and Networking

References

[1] T. Pollet, M. Van Bladel, and M. Moeneclaey, “BER sensitivity

(11

(14

J

of OFDM systems to carrier frequency offset and Wiener phase
noise,” IEEE Transactions on Communications, vol. 43, no. 234,
pp. 191-193, 1995.

P. Moose, “A technique for orthogonal frequency division
multiplexing frequency offset correction,” IEEE Transactions
on Communications, vol. 42, pp. 2908-2914, 1994.

J. Li, G. Liu, and G. B. Giannakis, “Carrier frequency offset
estimation for OFDM-based WLANSs,” IEEE Signal Processing
Letters, vol. 8, no. 3, pp. 80-82, 2001.

V. Ma and T. Ylamurto, “Analysis of IQ imbalance on
initial frequency offset estimation in direct down-conversion
receivers,” in Proceedings of the 3rd IEEE Workshop on Signal
Processing Advances in Wireless Communications (SPAWC °01),
pp- 158-161, Tauyuan, Taiwan, March 2001.

J.-Y. Yu, M.-F. Sun, T.-Y. Hsu, and C.-Y. Lee, “A novel tech-
nique for I/Q imbalance and CFO compensation in OFDM
systems,” in Proceedings of IEEE International Symposium on
Circuits and Systems (ISCAS °05), vol. 6, pp. 6030-6033, Kobe,
Japan, May 2005.

J. Tubbax, A. Fort, L. Van der Perre, et al., “Joint compensation
of IQ imbalance and frequency offset in OFDM systems,”
in Proceedings of IEEE Global Telecommunications Conference
(GLOBECOM °03), vol. 4, pp. 2365-2369, San Francisco, Calif,
USA, December 2003.

S. Fouladifard and H. Shafiee, “Frequency offset estimation in
OFDM systems in presence of IQ imbalance,” in Proceedings
of the 8th International Conference on Communication Systems
(ICCS ’02), vol. 1, pp. 214-218, November 2002.

G. Xing, M. Shen, and H. Liu, “Frequency offset and
I/Q imbalance compensation for direct-conversion receivers,”
IEEE Transactions on Wireless Communications, vol. 4, no. 2,
pp. 673-680, 2005.

E Yan, W.-P. Zhu, and M. O. Ahmad, “Carrier frequency
offest estimation for OFDM systems with I/Q imbalance,” in
Proceedings of the 47th IEEE Midwest Symposium on Circuits
and Systems (MWSCAS °04), vol. 2, pp. 633-636, Cincinnati,
Ohio, USA, July 2004.

S. De Rore, E. Lopez-Estraviz, FE. Horlin, and L. Van der
Perre, “Joint estimation of carrier frequency offset and IQ
imbalance for 4G mobile wireless systems,” in Proceedings of
IEEE International Conference on Communications (ICC "06),
vol. 5, pp. 2066-2071, Istanbul, Turkey, June 2006.

E Yan, W.-P. Zhu, and M. O. Ahmad, “Carrier frequency
offset estimation and I/Q imbalance compensation for OFDM
systems,” EURASIP Journal on Advances in Signal Processing,
vol. 2007, Article ID 45364, 11 pages, 2007.

F. Horlin, A. Bourdoux, E. Lopez-Estraviz, and L. Van
der Perre, “Low-complexity EM-based joint CFO and IQ
imbalance acquisition,” in Proceedings of IEEE International
Conference on Communications (ICC °07), pp. 2871-2876,
Glasgow, UK, June 2007.

D. Tandur and M. Moonen, “Joint adaptive compensation of
transmitter and receiver IQ imbalance under carrier frequency
offset in OFDM-based systems,” IEEE Transactions on Signal
Processing, vol. 55, no. 11, pp. 5246-5252, 2007.

L. Barhumi and M. Moonen, “IQ-imbalance compensation for
OFDM in the presence of IBI and carrier-frequency offset,”

IEEE Transactions on Signal Processing, vol. 55, no. 1, pp. 256—
266, 2007.

11

[15] Y. Chen, A. D. S. Jayalath, J. Zhang, and T. Pollock, “Frequency

offset estimation for OFDM systems in the presence of I/Q
mismatch,” in Proceedings of the 18th IEEE International Sym-
posium on Personal, Indoor and Mobile Radio Communications
(PIMRC °07), pp. 1-5, Athens, Greece, September 2007.

[16] “Channel models for hiperlan/2 in different indoor scenarios,”

Tech. Rep. doc. 3ERI085B, European Telecommunications
Standards Institute, Norme ETSI, Sophia-Antipolis, Valbonne,
France, 1998.



EURASIP Journal on Wireless Communications and Networking

Special Issue on

Wireless Network Algorithms, Systems,

and Applications

Call for Papers

Recent advances in wireless communications and computing
technologies have paved the way for the proliferation of
ubiquitous infrastructure and ad hoc wireless networks,
enabling a broad range of applications ranging from pro-
tection of critical infrastructure to protection of wireless
communications, from environment monitoring to health
care, and from conducting business to improving quality of
life. The need to deal with the complexity and ramifications
of the fast-growing number of mobile users and services
intensifies the interest in the development of fundamen-
tal principles, novel algorithmic approaches, rigorous and
repeatable design methodologies, and systematic evaluation
frameworks for the next-generation wireless networks.

The proposed special issue solicits technical papers that
describe previously unpublished research work, visionary
approaches, and future research directions dealing with
effective and efficient algorithm design and analysis, reli-
able and secure system development and implementations,
experimental study and test bed validation, as well as
new application exploration in wireless networks. Topics of
interest include, but are not limited to, the following:

e Wireless networks for cyber-physical systems (trans-
portation, health care, civil infrastructure, etc.)

e Theoretical frameworks and efficient algorithm design

e PHY/MAC/Routing protocols

e Application and design of wireless ad hoc and sensor
networks

e Experimental test-beds, models, and case studies

Call-for-papers for the proposed special issue will be
distributed to wireless network communities. We will also
encourage authors of WASA'09 (The Fourth International
Annual Conference on Wireless Algorithms, Systems and
Applications) to submit their work to this special issue.
WASA09 addresses similar problems of the special issue,
including the research and development efforts of various
issues in the area of algorithms, systems, and applications for
the current and next-generation infrastructure and ad hoc
wireless networks.

Before submission authors should carefully read over the
journal’s Author Guidelines, which are located at http://www
.hindawi.com/journals/wcn/guidelines.html. Prospective au-
thors should submit an electronic copy of their complete
manuscript through the journal Manuscript Tracking Sys-
tem at http://mts.hindawi.com/, according to the following
timetable:

Manuscript Due September 1, 2009

December 1, 2009
March 1, 2010

First Round of Reviews

Publication Date

Lead Guest Editor

Benyuan Liu, Department of Computer Science, University
of Massachusetts Lowell, Lowell, MA 01854, USA;
bliu@cs.uml.edu

Guest Editors

Azer Bestavros, Department of Computer Science, Boston
University, Boston, MA 02215, USA; best@bu.edu

Jie Wang, Department of Computer Science, University of
Massachusetts Lowell, Lowell, MA 01854, USA;
wang@cs.uml.edu

Ding-Zhu Du, Department of Computer Science,
University of Texas at Dallas, Dallas, TX 75083, USA;
dzdu@utdallas.edu

Hindawi Publishing Corporation

http://www.hindawi.com



http://www.hindawi.com/journals/wcn/guidelines.html
http://www.hindawi.com/journals/wcn/guidelines.html
http://mts.hindawi.com/
mailto:bliu@cs.uml.edu
mailto:best@bu.edu
mailto:wang@cs.uml.edu
mailto:dzdu@utdallas.edu

EURASIP Journal on Image and Video Processing

Special Issue on

Dependable Semantic Inference

Call for Papers

After many years of exciting research, the field of multimedia
information retrieval (MIR) has become mature enough
to enter a new development phase—the phase in which
MIR technology is made ready to get adopted in practical
solutions and realistic application scenarios. High users’
expectations in such scenarios require high dependability
of MIR systems. For example, in view of the paradigm
“getting the content I like, anytime and anyplace” the service
of consumer-oriented MIR solutions (e.g., a PVR, mobile
video, music retrieval, web search) will need to be at least
as dependable as turning a TV set on and off. Dependability
plays even a more critical role in automated surveillance
solutions relying on MIR technology to analyze recorded
scenes and events and alert the authorities when necessary.

This special issue addresses the dependability of those
critical parts of MIR systems dealing with semantic infer-
ence. Semantic inference stands for the theories and algo-
rithms designed to relate multimedia data to semantic-
level descriptors to allow content-based search, retrieval,
and management of data. An increase in semantic inference
dependability could be achieved in several ways. For instance,
better understanding of the processes underlying semantic
concept detection could help forecast, prevent, or correct
possible semantic inference errors. Furthermore, the theory
of using redundancy for building reliable structures from
less reliable components could be applied to integrate
“isolated” semantic inference algorithms into a network
characterized by distributed and collaborative intelligence
(e.g., a social/P2P network) and let them benefit from the
processes taking place in such a network (e.g., tagging,
collaborative filtering).

The goal of this special issue is to gather high-quality and
original contributions that reach beyond conventional ideas
and approaches and make substantial steps towards depend-
able, practically deployable semantic inference theories and
algorithms.

Topics of interest include (but are not limited to):

e Theory and algorithms of robust, generic, and scalable
semantic inference

o Self-learning and interactive learning for online adapt-
able semantic inference

e Exploration of applicability scope and theoretical
performance limits of semantic inference algorithms

e Modeling of system confidence in its semantic infer-
ence performance

e Evaluation of semantic inference dependability using
standard dependability criteria

e Matching user/context requirements to dependability
criteria (e.g., mobile user, user at home, etc.)

e Modeling synergies between different semantic infer-
ence mechanisms (e.g., content analysis, indexing
through user interaction, collaborative filtering)

e Synergetic integration of content analysis, user
actions (e.g., tagging, interaction with content)
and user/device collaboration (e.g., in social/P2P
networks)

Authors should follow the EURASIP Journal on Image
and Video Processing manuscript format described at
http://www.hindawi.com/journals/ivp/. Prospective authors
should submit an electronic copy of their complete
manuscripts through the journal Manuscript Tracking Sys-
tem at http://mts.hindawi.com/, according to the following
timetable:

December 1, 2009
March 1, 2010

Manuscript Due

First Round of Reviews

Publication Date June 1, 2010

Guest Editors

Alan Hanjalic, Delft University of Technology, 2600 AA
Delft, The Netherlands; a.hanjalic@tudelft.nl

Tat-Seng Chua, National University of Singapore,
Singapore 119077; chuats@comp.nus.edu.sg

Edward Chang, Google Inc., China; University of
California, Santa Barbara, CA 93106, USA;
echang@ece.ucsb.edu

Ramesh Jain, University of California, Irvine, CA 92697,
USA; jain@ics.uci.edu

Hindawi Publishing Corporation

http://www.hindawi.com



http://www.hindawi.com/journals/ivp/
http://mts.hindawi.com/
mailto:a.hanjalic@tudelft.nl

EURASIP Journal on Wireless Communications and Networking

Special Issue on

Advances in Quality and Performance Assessment for
Future Wireless Communication Services

Call for Papers

Wireless communication services are evolving rapidly in
tandem with developments and vast growth of heteroge-
neous wireless access and network infrastructures and their
potential. Many new, next-generation, and advanced future
services are being conceived. New ideas and innovation in
performance and QoS, and their assessment, are vital to
the success of these developments. These should be open
and transparent, with not only network-provider-driven
but also service-provider-driven and especially user-driven,
options on management and control to facilitate always best
connected and served (ABC&S), in whatever way this is
perceived by the different stake holders. To wireless commu-
nication services suppliers and users, alike the complexity
and integrability of the immense, diverse, heterogeneous
wireless networks’ infrastructure should add real benefits and
always appear as an attractive user-friendly wireless services
enabler, as a wireless services performance enhancer and as a
stimulant to wireless services innovation. Effecting the inte-
gration of services over a converged IP platform supported
by this diverse and heterogeneous wireless infrastructure
presents immense QoS and traffic engineering challenges.
Within this context, a special issue is planned to address
questions, advances, and innovations in quality and perfor-
mance assessment in heterogeneous wireless service delivery.
Topics of interest include, but are not limited to:

e Performance evaluation and traffic modelling

e Performance assessments and techniques at system/
flow level, packet level, and link level

e Multimedia and heterogeneous service integration-
performance issues, tradeoffs, user-perceived QoS, and
quality of experience

e Network planning; capacity; scaling; and dimension-
ing

e Performance assessment, management, control, and
solutions: user-driven; service-provider-driven; net-
work-provider-driven; subscriber-centric and consu-
mer-centric business model dependency issues

e Wireless services in support of performance assess-
ment, management, and control of multimedia service
delivery

e Performance management and assessment in user-
driven live-access network change and network-driven
internetwork call handovers

e Subscriber-centric and consumer-centric business
model dependency issues for performance manage-
ment, control, and solutions

e Simulations and testbeds

Before submission, authors should carefully read over the
journal’s Author Guidelines, which are located at http://www
.hindawi.com/journals/wen/guidelines.html. Prospective au-
thors should submit an electronic copy of their complete
manuscript through the journal Manuscript Tracking Sys-
tem at http://mts.hindawi.com/, according to the following
timetable:

Manuscript Due August 1, 2009

First Round of Reviews | November 1, 2009

Publication Date

February 1, 2010

Lead Guest Editor

Mairtin O’'Droma, Telecommunications Research Centre,
University of Limerick, Ireland; mairtin.odroma@ul.ie

Guest Editors

Markus Rupp, Institute of Communications and
Radio-Frequency Engineering, Vienna University of
Technology, Gusshausstrasse 25/389, 1040 Vienna, Austria;
mrupp@nt.tuwien.ac.at

Yevgeni Koucheryavy, Department of Communication
Engineering, Tampere University of Technology,
Korkeakoulunkatu 10, 33720 Tampere, Finland; yk@cs.tut.fi

Andreas Kassler, Computer Science Department,
University of Karlstad, Universitetsgatan, 65188 Karlstad,
Sweden; kassler@ieee.org

Hindawi Publishing Corporation

http://www.hindawi.com


http://www.hindawi.com/journals/wcn/guidelines.html
http://www.hindawi.com/journals/wcn/guidelines.html
http://mts.hindawi.com/
mailto:mairtin.odroma@ul.ie
mailto:mrupp@nt.tuwien.ac.at
mailto:yk@cs.tut.fi
mailto:kassler@ieee.org

	c20993.pdf
	1Call for Papers*4pt
	Guest Editors
	1Call for Papers4pt
	Lead Guest Editor
	Guest Editors


