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Abstract

This paper presents a new method of eye local-
isation and face segmentation for use in a face
recognition system. By using two near infrared
light sources, we have shown that the face can be
coarsely segmented, and the eyes can be accurately
located, increasing the accuracy of the face localisa-
tion and improving the overall speed of the system.
The system is able to locate both eyes within 25%
of the eye-to-eye distance in over 96% of test cases.

1 Overview

With the increasing security requirements of both
the private and public sector, the need for reliable
face recognitions systems is increasing.

Typically, face recognition systems need to pro-
cess an image to locate and extract a face before
any recognition can be done. This often requires
a substantial amount of complex image processing
and can be very demanding on computational re-
sources. A wide range of techniques in the areas of
skin segmentation of feature localisation are used in
these situations. These methods are often depen-
dent on models that are trained based on specific
environments.

Features within the face must also be accurately
located to provide reference points for extraction
and verification. If the face itself, or its features
cannot be located, then entire the process is likely
to fail. As soon as imaging conditions are altered,
the likelihood of localisation failure increases, until
the conditions are so different such that the system
is no longer viable.

This paper looks at two possible improvements

to an existing face recognition system that aim to
reduce the systems dependence on trained models

1. The addition of motion detection

2. The use of face and pupil detection through
two switched IR light sources

and assesses the improvements made to the system
though the addition of these features .

2 Literature Review

Many face detection/recognition systems rely on lo-
cating skin regions or facial features to aid in face
localisation and segmentation. Features are located
using a variety of techniques, with methods using
colour information being quite popular. Rein-Lien
et al [1] use chrominance images and morphological
operations to locate the eyes and mouth, while Seo
et al [2] uses contour detection, to look for a contour
that has a specific colour on the inside and outside.
Zhi-fang et al [3] uses skin detection followed by
edge analysis and PCA, with He et al [4] apply-
ing gray scale projection to skin regions segmented
using colour to obtain feature locations. Eigenfea-
tures and PCA are also popular, used in methods
such as those by Sun et al [5] and Zhi-fang et al
[3]. Neural networks have also been used [6, 7] for
face localisation, and allow systems to be more in-
variant to in-plane rotations. The QUT system [8]
uses a fusion of five techniques; chrominance differ-
ence image, shifted chrominance difference image,
distance from features space, edge detection and
discriminatory space map; to obtain eye locations.

All of these methods rely on the use of models
to locate features, and thus their performance is



dependent on how the models can adapt to any
change in lighting or camera setup. In addition to
this they are quite complex and are unable to track
a face in real time.

An alternative method to locate the eyes involves
the use of two near infrared (0.7u - 1.1u) light
sources. Pupils can be located using two switched
sources; one closely surrounding the camera lens
(on-axis) and one source further away from the lens
(off-axis). By illuminating the on-axis source, light
is reflected of the back of the eye and the pupil ap-
pears as ’bright spot’. When the off-axis source is
illuminated the pupil will appear as its usual black
colour.

Recently several efforts have been made to use
infrared techniques to locate eyes for reasons such
as person detection and tracking [9, 10, 11], person
counting [12], face pose estimation [13] and gaze
detection [14].

Systems for pupil detection and tracking such as
those developed by Haro, Morimoto and Kopoor
[9, 10, 11] use two concentric rings of LEDs as
the light sources. Bright eye and dark eye images
are subtracted from one another to obtain a dif-
ference image, to which a threshold is applied to
locate potential pupils. Haro used a simple adap-
tive threshold, where a histogram for the difference
image was created and then back integrated, from
which a threshold that would keep around 0.1% of
the pixels was determined and applied.

Difference image pixels must be grouped into
candidates, and from these pupils can be located
and tracked. Haro chose to track all candidates,
allowing candidate behavior to be observed over
several frames to get a better idea of which can-
didates where behaving like pupils. Morimoto used
the last known pupil position as a guide to search
for the pupils in the next frame while Kapoor stored
the average distance between the pupils, their last
known x and y co-ordinates and restricted the
search space to a bounding box centered on the
last known pupil position.

To reduce the number of false positives when
detecting pupils, Morimoto uses more than two
images (consecutive bright and dark eye pair) for
pupil location, allowing the pupils to be detected as
high contrast regions, and help eliminate any mo-
tion artifacts. Haro used probabilistic PCA to help
eliminate spurious candidates picked up within the
difference image.

3 New System

The face recognition system resulting from this
work, creates a system that is no longer depen-
dent of models to locate the face and eyes. Mo-
tion detection is combined with IR face detection
to locate the face, and IR pupil detection to lo-
cate the eyes. This simplifies the system, improves
it’s overall speed, and decreases its dependence on
GMM’s and eigenspaces compared to the system
in [8], making the system more easily adaptable to
other environments.

3.1 Pupil Detection Hardware

A black and white CCD camera, capable of see-
ing both near IR and visible light is used. The
pupil detection hardware consists of two sets of
eight infrared LEDs of variable brightness, and two
transistor switches to control them. The LEDs are
positioned in two concentric rings about the cam-
era, with the inner ring having a diameter approx-
imately equal to that of the camera, and the outer
ring being sufficiently large such it can generate
dark eye images. This configuration was chosen
as similar configurations [9, 10, 11] have produced
good results.

Figure 1: IR Pupil Detector Setup

The pupil detection system connects to the com-
puter via a serial port, allowing the system to be



controlled from within the face recognition system.
The on and off axis LEDs are activated on alternate
frames, generating a sequence of bright eye-dark
eye images.

3.2 Motion Detection

Adaptive background detection methods [15, 16] al-
low changes in the scene to be incorporated into
the background model, or multi-modal background
situations to be correctly handled. Stauffer and
Grimson [16] create a Gaussian Mixture Model for
each pixel. Incoming pixels are matched against the
GMM, and classified as foreground or background.
The GMM is adapted after each frame, allowing
the system to adapt to lighting changes and repet-
itive movement of background objects. However as
a GMM is used for each pixel, it is very demanding
on computational resources and cannot be imple-
mented in real-time.

Butler et al. [15] propose a similar algorithm
where each pixel is modeled by a group of clus-
ters (a cluster consists of a weight, and a centroid)
rather than a GMM. Pixels are matched and clus-
ters are updated in a similar manner to Stauffer
and Grimson’s method. This method is substan-
tially faster and capable of running in real time,
and is used in our system.

The use of motion in this system has two main
advantages:

1. It allows spurious candidates that may be in-
advertently generated by an object in the back-
ground (i.e. a reflective object such as a glass
or computer monitor) to be removed automat-
ically

2. It allows the search space to be automatically
restricted to the area of the person before any
further information about the eye position is
known

Motion detection is only performed on frames
that are captured when the off-axis LEDs are il-
luminated. By using only the off-axis frames, no
additional motion is detected due to the changing
illumination of objects. This also allows for a more
computationally efficient system, as pupil detection
is performed on the on-axis frames. Motion for the
on-axis frame is determined by applying the mo-
tion mask from the previous off-axis frame to the
incoming image.

Once the motion detection is completed, the non-
motion parts of the image can be filtered out before
the image is passed onto the pupil detector and face
verifier.

3.3 Face Detection through IR Illu-
mination

Although the two sets of infrared LEDs are po-
sitioned such that the illumination from each set
should be the same, there is still a slight difference
in the illumination of objects positioned near the
camera (such as a face when using a face verifi-
cation system). As a result of this, it is possible
to coarsely locate the face, and use this to restrict
search space for pupil detection.

By calculating the absolute difference between
dark eye and bright eye images, applying a thresh-
old and some simple morphological operations, the
face can be roughly segmented from the rest of the
persons body, or any other objects that are close to
the camera.

This method of face detection allows for further
limiting the search space, enabling candidates ap-
pearing in a persons hair, or on their shirt to au-
tomatically removed. However, it will not work if
the person is more than a couple of meters from the
camera, as at this depth the illumination is identi-
cal.

3.4 Pupil Detection

For each bright-eye dark-eye pair that is captured,
a difference image is calculated. This is done by
subtracting the dark eye image from the bright eye
image and applying a threshold. Only a segment
of the difference image is calculated based on the
current search space, which helps to improve speed
and reduce errors.

The difference image calculation uses a simple
adaptive threshold. The threshold changes based
on the number of candidate eye pairs that it de-
tects. If no pupils are detected in an image pair,
the threshold is lowered by a small amount, to allow
more differences through and potentially more can-
didates to be detected. If too many pupils are de-
tected, the threshold is increased, to try and remove
spurious detections. Pupil colour should experi-
ence the greatest (or close to) change in the image,
so lowering the threshold when nothing is detected



(a) Absolute Difference Image
(Inverse)

(b) Threshold Image (c) Detected Face Region

Figure 2: Face Detection

(a) Bright Eye Image (b) Dark Eye Image (c) Difference Image

Figure 3: Pupil Detection

should ensure that the first differences that appear
within the image will be the pupils, and raising it
when too many are detected should ensure that the
erroneous changes are ruled out first.

To prevent the threshold from continually low-
ering when the system is not in use, the threshold
will not be altered when only a small amount of
motion (or no motion) is detected in the scene (i.e.
as would occur when there is no one using the sys-
tem). The threshold is also changed according to
the pixel value of the located pupils in the differ-
ence image, as the pixel value for the pupils in the
difference image should be fairly consistent in con-
secutive frames.

To help prevent incorrect detections that may be
caused by strong reflections off hair or other ob-
jects, difference pixels must also have their corre-
sponding pixels in the dark eye image checked for
intensity. For a pupil, the colour should be close
to black, and so any pixel that is too bright in the
dark eye image, no matter how large the difference
between bright and dark eye images, is likely to be
something other than a pupil.

Once all different pixels have been located, they
can be built into candidates (group of connected
pixels that may or may not represent a pupil). Can-
didates are constructed by determining connected
blocks within the difference image, and are then
sorted and either accepted as possible pupils, or re-
jected as errors, based on the size and shape of the
object.

The remaining candidates are compared with one
another to find the most likely pair of eyes. Each
candidate is matched against with every other can-
didate, checking positions relative to one another
and determining if they are likely to form a pair of
eyes. Depending on the situation, this may result
in multiple possible eye pairs.

Each eye candidate set is compared against the
previous eye position, with the closest pair deemed
to be the correct pair. For most cases however, only
one valid pair of eyes is located.

If no pairs of eyes are found, then a single match-
ing pupil is searched for. It is possible that only one
pupil will be visible in the difference image, if the
subject has quickly glanced away or had one eye



(a) Previous Eye Location and Current
Candidates

(b) New Eye Position

Figure 4: Updating Eye Position from Detected
Candidate

obscured. In this case, provided the position of the
eyes has been previously determined, it is still pos-
sible to accurately approximate the eye position.

The list of candidates is processed once more,
with each candidate checked to see how close it is
to the previous two eye locations. If a candidate
that is suitably close to one of the eyes is found,
it is assumed that this is the new position of the
appropriate eye. The new position of the second eye
can then be determined by offsetting its previous
position by the same amount that the located eye
has moved.

4 Results

A database was acquired in-house for testing, as no
existing database contains suitable images, and by
acquiring our own database it also allowed testing
of the hardware. The database contained sets of
10 sequential bright eye-dark eye image pairs, with
4 or 5 sets of images for 10 subjects. In all, the
database contained 830 bright eye-dark eye image
pairs. Eyes for each pair of images were located by
hand and these values were compared with posi-
tions determined by our algorithm. Eyes positions
were correctly located if they satisfied equation 1
[17] with an error of less than 0.25.

(a) Previous Eye Location and Current
Candidates

(b) New Eye Position

Figure 5: Updating Eye Position from a Single Can-
didate

eeye =
max(dl, dr)

deye
(1)

The system was tested with and without the face
detection, and results are given for both. Results
are also given for the accuracy of the last six pairs
of images only. When implemented into the face
recognition system, images are only passed to the
verifier when a stable location of the eyes has been
determined. This typically takes 3 to 4 frames, but
can be faster of slower depending on the amount
of motion from the user and in the background.
Motion detection was not tested, as its performance
has been previously documented in [8, 15].

Method Left Right Both
IR 91.0% 90.5% 89.5%
IR with Face 95.1% 96.3% 95.0%
IR with Face 96.3% 97.2% 96.3%
(last 6 pairs)

Table 1: Pupil Detection Accuracy

This accuracy is a substantial improvement over
the previous system [8], which achieved an accuracy
of 93.75% on image from the XM2VTS database.

Preliminary testing has shown that the use of
the infrared light makes the system more robust to
changes in the lighting environment. The off-axis



set of LEDs effectively acts as a lighting booth, cre-
ating a more constant lighting environment. In ad-
dition, the pupil detection is very computationally
efficient, and is able to process 25 frames per second
at 320x240 resolution at approximately 50% pro-
cessor utilisation on a 2.4GHz workstation. This
is a significant improvement upon the old system
which could take several seconds to locate the eyes
in a single image.

5 Conclusion

We have shown that the use of an infrared pupil
detector can improve the performance of eye locali-
sation within a face recognition system, an thus im-
prove the systems overall performance. The use of
the infrared light sources is also able to adequately
segment to the face, to restrict the search space and
further improve the accuracy.

Further testing will be conducted to determine
the effectiveness of the infrared light sources as a
lighting booth.
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