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Placement of Synchronized Measurements
for Power System Observability

Saikat Chakrabarti, Member, IEEE, Elias Kyriakides, Member, IEEE, and
Demetrios G. Eliades, Student Member, IEEE

Abstract—This paper presents a method for the use of synchro-
nized measurements for complete observability of a power system.
The placement of phasor measurement units (PMUs), utilizing
time-synchronized measurements of voltage and current phasors,
is studied in this paper. An integer quadratic programming ap-
proach is used to minimize the total number of PMUs required,
and to maximize the measurement redundancy at the power
system buses. Existing conventional measurements can also be ac-
commodated in the proposed PMU placement method. Complete
observability of the system is ensured under normal operating
conditions as well as under the outage of a single transmission line
or a single PMU. Simulation results on the IEEE 14-bus, 30-bus,
57-bus, and 118-bus test systems as well as on a 298-bus test system
are presented in this paper.

Index Terms—Integer quadratic programming, observability,
optimal placement, phasor measurement units (PMUs), synchro-
nized measurements.

I. INTRODUCTION

M ODERN-DAY power systems are being operated under
heavily stressed conditions due to the ever-increasing

demand for electricity and the operation in deregulated, com-
petitive energy market conditions. A real-time wide-area mon-
itoring, protection, and control (WAMPAC) system is therefore
a critical necessity to enable the full utilization of the potential
of the power system. Synchronized measurement technology
(SMT) facilitates the realization of a WAMPAC by rendering the
time-synchronized measurements from widely dispersed loca-
tions. Phasor measurement units (PMUs) are the most accurate
and advanced instruments utilizing SMT available to the power
system engineers and system operators [1]. The conventional
SCADA-based state estimators cannot give a real-time picture
of the power system due to the technical difficulties in synchro-
nizing measurements from distant locations. The PMUs, when
placed at a bus, can offer time-synchronized measurements of
the voltage and current phasors at that bus [2].

Depending on the number of measurement channels and fea-
tures, a PMU can be expensive. A suitable methodology is there-
fore needed to determine the optimal locations of the synchro-
nized measurement devices so that the number of PMUs re-
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quired to make the system completely observable is minimized.
A power system is considered completely observable when all
of the states in the system can be uniquely determined [3], [4].
The PMU placement methodology proposed in this paper en-
sures that the system is topologically observable during normal
operating conditions as well as during the loss of a single trans-
mission line or measurement unit.

The measurement placement problem, in general, is de-
scribed as the problem of selecting locations to place measure-
ments so that certain objectives and constraints are satisfied
within a network. The problem has been around for a long
time and has been examined under various research areas,
such as in operational research, systems theory and control,
and combinatorial optimization. In recent years, there has
been significant research activity on the problem of finding the
minimum number of PMUs and their optimal locations. In [5],
a bisecting search method is implemented to find the minimum
number of PMUs to make the system observable. The simulated
annealing method is used to randomly choose the placement
sets to test for observability at each step of the bisecting search.
In [6], the authors use a simulated annealing technique in their
graph-theoretic procedure to find the optimal PMU locations.
The method is, however, limited by computational time and
burden, even in the offline stage, as the size of the power system
becomes large. In [7], a genetic algorithm (GA) is used to find
the optimal PMU locations. The minimum number of PMUs
needed to make the system observable is found by using a
bus-ranking methodology. The PMU placement starts with one
or more buses having maximum coverage. The main drawback
of this approach, as pointed out in [5], is that it may not result
in the minimum possible number of PMUs that can make
the system observable. The authors in [8] use the condition
number of the normalized measurement matrix as a criterion
for selecting the candidate solutions, along with binary integer
programming to select the PMU locations. The resulting solu-
tion, however, is not truly optimal, and the number of PMUs
required is more than what is reported in other earlier works for
standard test systems.

The PMU placement problem is similar to the set covering
problem, which finds a subset of nodes with the minimum car-
dinality such that the whole graph is topologically observable
[9]. The authors’ approach in [10] and [11] is that of the set
covering problem, where the integer programming is used to
determine the minimum number of PMUs. However, the issue
of measurement redundancy was not addressed. There can be
more than one solution to the PMU placement problem with the
same cost, but with different redundancy metrics. It is therefore
important to choose the solution which results in the most desir-
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able distribution of measurement redundancy. In [12] and [13],
the authors propose an exhaustive search-based methodology to
determine the minimum number and optimal locations of PMUs
for complete observability of the power system. Although the
method gives the global optimal solution to the PMU place-
ment problem, it becomes computationally intensive for large
systems.

A natural extension of the set covering model is to combine
two objectives in a quadratic function, formulating the quadratic
set covering problem. In telecommunications, for instance, this
problem may be formulated to maximize network capacity
while having the minimum number of access points that cover
an area [14]. In this paper, integer quadratic programming is
used to achieve dual objectives: 1) to minimize the required
number of PMUs and 2) to maximize the measurement redun-
dancy. The constraints are formulated in such a way that the
system remains observable as a single island even in the case
of outage of a single transmission line or a PMU. Existing
conventional measurements, such as power-injection measure-
ments and power-flow measurements can be accommodated
in the proposed PMU placement methodology. Further, the
method allows for the inclusion of special requirements in the
PMU placement strategy, such as specific redundancy levels
at certain buses, and installation of PMUs in certain critical or
preferred buses.

Section II gives the details of the PMU placement method,
along with the formulation of the optimal PMU placement
problem. The important steps of the proposed PMU placement
methodology are illustrated with the help of a test system in
Section III. Case studies and analysis of the results are given in
Section IV, and Section V concludes this paper.

II. OPTIMAL PMU PLACEMENT

When a PMU is placed at a bus, it can measure the voltage
phasor at that bus, as well as at the buses at the other end of
all the incident lines, using the measured current phasor and the
known line parameters [12], [13]. It is assumed that the PMU has
a sufficient number of channels to measure the current phasors
through all branches incident to the bus at which it is placed.

It is to be noted here that the voltage phasors measured or
estimated by the PMU are subjected to the errors in the mea-
surement of voltage or current magnitudes and phase angles and
the uncertainties in the transmission-line parameters [15]. The
propagation of uncertainty in the voltage magnitude and phase
angle along the transmission line can be computed by the use of
the classical uncertainty propagation theory [16] or by using the
random fuzzy variable approach [17], making use of the max-
imum measurement uncertainties provided by the manufacturer.
The capability of PMUs to measure current phasors was exam-
ined so as to estimate the voltage phasors at some buses by using
Kirchhoff’s current law (KCL) (when applicable) [10], [11]. In
the case of a power injection measurement at a bus, if the voltage
phasors of all but one connected bus are known, the remaining
one can be estimated by using KCL. However, the measurement
uncertainties further propagate due to the use of KCL. In this
paper, the use of current measurements by the PMUs to esti-
mate voltage phasors is therefore limited only to the adjacent
buses.

The first step in placing the PMUs is the identification of can-
didate locations. In an actual power system, there may be certain
buses that are strategically important, such as a bus connected
to a heavily loaded or economically important area, a bus antic-
ipated to be a future expansion point, or a bus that already has
a PMU installed. In such a case, the PMUs may be placed at
the preferred buses. The rest of the buses are made observable
by placing a minimum number of additional PMUs. The radial
buses are excluded from the list of potential locations for placing
a PMU because a PMU placed at a radial bus can measure the
voltage phasors at that bus and only one additional bus that is
connected to it, and a PMU placed at the bus connected to the
radial bus can measure the voltage phasor of the radial bus by
using the measurement of the current phasor through the radial
line. Therefore, a PMU is preassigned to each bus connected to
a radial bus. Preassigning PMUs to certain buses in this manner
reduces the total number of possible combinations of PMU lo-
cations, thereby reducing the computational burden.

The elements of the binary connectivity matrix for a power
system, used in the formulation of the optimization problem, are
defined as

if
if bus and are connected
otherwise.

(1)

The binary vector is defined as

if a PMU is placed at bus
otherwise

(2)

and contains the PMU placement set.
The entries of the product therefore represent the number

of times a bus is observed by the PMU placement set defined by
. The objective function for optimization is formulated

as in an integer quadratic program

(3)

where is a weight, and is a vector representing
the upper limits of the number of times that each bus can be
observed by the PMU placement set . For the present case, the
elements of are equal to the number of incident lines to the
corresponding bus plus one. The diagonal matrix
has entries representing the “significance” of each bus , and
allows for the allocation of varying significances to the buses.
For example, a bus having critical facilities may be biased to
attain a desired measurement redundancy before other buses.
The diagonal matrix has entries allowing for
the representation of varying installation costs of the PMUs at
different buses. In the generic case, as assumed in this study,
where all buses are equally significant and the PMU installation
cost at all buses is the same, and are equal to the identity
matrix .

The first part in (3) computes, for each bus in the system,
the difference between the maximum possible number of times
that the bus can be observed and the actual number of times
it is observed by the PMU placement set . Minimization of
this difference is therefore equivalent to maximizing the mea-
surement redundancy. The measurement redundancy is defined
as in [18]: the redundancy level of a measurement is equal to
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the number which corresponds to the smallest critical
-set to which the measurement belongs to. For instance, if the

number of times a bus is observed by a PMU is increased by
one, the measurement redundancy at that bus is also increased
by one. The coefficient is used as a normalizing factor, such
that . For varying installation costs,
[the second part of (3)] represents the total cost of PMU in-
stallation. In the generic case, when the installation costs of all
the PMUs are assumed to be the same, is an identity matrix.
Therefore, the minimization of in this case is equivalent
to minimizing the total number of PMUs in the system.

The normalization of the first part of (3) ensures that its
value remains between 0 and 1, whereas the second part of (3)
is an integer. Formulation of the optimization problem in this
manner ensures that the minimization of the required number
of PMUs is given higher priority, and the program does not
increase the number of PMUs to increase the measurement
redundancy. When the increase in measurement redundancy
is more desirable than minimizing the number of PMUs, an
alternate formulation is possible by using a weighted sum of
the objective functions.

Equation (3) can be expanded as follows:

(4)

The optimization problem can therefore be formulated in an
integer quadratic programming framework

Minimize (5)

subject to (6)

where , and
.

The constant term on the right-hand side of (4) is
not required to be included in the formulation of the optimiza-
tion problem. Inequality (6) is the constraint for observability,
which ensures that each bus in the system is observed at least
once by the PMUs. If a measurement redundancy level of one or
higher is desired for some or all of the system buses, the values
of the elements in the vector need to be increased accord-
ingly. The objective function in (5) is minimized with respect to

using integer quadratic programming. The preassigned PMU
locations, such as the buses connected to radial buses, are in-
cluded by setting the corresponding elements in the vector to
1.

A. Loss of a Single Transmission Line

The study of contingencies (i.e., a normal system minus
one component) is widely practiced by utilities [19]. The op-
timal PMU placement methodology described here ensures that
the system remains observable even in the case of outage of any
single transmission line. When a line goes out, the rows of the
connectivity matrix corresponding to the terminal buses of
the line need to be changed. For example, if the transmission line

between buses and goes out, elements and in
the original matrix are set to zero. Denoting the th and th
rows of the modified connectivity matrix by and , respec-
tively, it is necessary that the following constraint is satisfied
to maintain observability under the outage of the line between
buses and :

(7)

A line outage table is constructed by including the lines,
whose outage may affect the system. All of the radial lines
are excluded from the branch outage table, since the outage
of a radial line from an observable system is not expected to
create any unobservable state in the remaining system. Radial
links connected to radial subnetworks are also excluded from
the branch outage table, since, after the outage of such a link,
there is no way the system can be made completely observable
without restoring the link. Let the set of row vectors in that
need to be modified due to the branch outages, one at a time,
be denoted by . The set of additional constraints can then be
written as

(8)

where and is the number of line outages con-
sidered.

B. Loss of a Single PMU

The proposed PMU placement method is designed to main-
tain complete observability even in the case of the outage of any
single PMU. In general, a bus is observed by only one PMU
by using a direct or a pseudomeasurement. The exceptions are
cases, such as double lines between buses, where a bus may be
observed more than once by the same PMU. A minimum re-
dundancy level of one, therefore, ensures complete system ob-
servability, in general, for any single PMU outage. Buses with
special cases are taken care of by setting the minimum redun-
dancy levels accordingly. For example, in the case of a double
line, the minimum redundancy level for the terminal buses is set
at two. The constraint to ensure observability under single PMU
outages in the absence of any such special cases is

(9)

where .

C. Inclusion of Conventional Measurements

The PMU placement methodology discussed so far can make
a system completely observable in the absence of any conven-
tional measurement. However, since the PMU technology is rel-
atively new, a more practical approach is to install the PMUs
in an incremental fashion, and use the synchronized measure-
ments in conjunction with the existing conventional measure-
ments. There have been a number of approaches proposed in
the literature for inclusion of PMUs into the existing conven-
tional measurement system. Reference [20] proposes a method
to install PMUs in the system to enhance the performance of the
existing state estimator that uses data from the SCADA. The
conceptual design of a “super calibrator” is described in [21],
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which recommends at least one PMU in each area or subnet-
work to coordinate among individual state estimators in those
areas.

The case studied here is the one where the power system has
more than one island observable by conventional measurements.
This situation may arise in practice as a result of the decision to
replace some of the aging or malfunctioning conventional mea-
surement units. The optimal PMU placement problem in this
case is to find the optimal number and locations of the PMUs to
make the system observable as a single island for normal oper-
ating conditions, as well as for the outage of a single transmis-
sion line or a single PMU. A numerical observability analysis
is carried out to identify the observable islands in the system.
A brief discussion of the numerical observability analysis tech-
nique proposed in [22] and used in this paper is presented to
make the paper self-contained.

The gain matrix for real power measurements is given by

(10)

where is the decoupled Jacobian of the real power measure-
ments with respect to the bus voltage phase angles.

Using the well-known Gauss elimination technique for LU-
decomposition, the gain matrix can be factorized as follows:

(11)

where is a unitary lower triangular matrix, is an upper tri-
angular matrix, and is the row permutation matrix.

The gain matrix will be singular even when the system is com-
pletely observable as a single island, since all of the buses, in-
cluding the slack bus, are considered while formulating the gain
matrix. In this case, the last diagonal element of will be zero.
In case zero pivots are encountered before the last diagonal el-
ement, the factorization process continues until the end, with
zeros in the corresponding diagonal elements of the upper tri-
angular matrix . Finally, the diagonal of can be expressed
as

(12)

where is a diagonal matrix containing zeros in the positions
corresponding to zero pivots encountered during the LU-decom-
position process of the gain matrix .

A test matrix is now defined, which contains those rows
of the matrix , where the diagonal matrix has zeros. For
example, if the th diagonal element of is zero, the th row of

is included in . The unobservable branches are identified
by using the matrix that is defined as

(13)

where is the bus to branch incident matrix defined as [4]

if bus is the sending end of branch
if bus is the receiving end of branch
otherwise.

(14)

It can be shown that if at least one entry in a row of the matrix
is not zero, then the corresponding branch is unobservable.

The observable islands in the system are obtained by removing
the unobservable branches.

The objective of the work described in this paper is to find the
minimal set of PMU locations that can make the system com-
pletely observable as a single island. It is to be noted that all
buses inside an island found by the above process are observable
within the island. To merge two observable islands, it is suffi-
cient to provide a voltage phasor measurement that can be re-
ferred from both islands. To make the whole system observable
under normal operating conditions, the proposed PMU place-
ment strategy therefore ensures that at least one of the voltage
phasors among the buses inside an island be measured by a
PMU. In the form of a constraint for the optimization process,
this can be expressed as

(15)

where is the number of observable islands in the power
system, is a vector representing the buses inside the

th island and the connected buses, and its elements are defined
as follows:

if bus belongs to the observable island
or it is connected to a bus inside the island
otherwise.

(16)

To ensure complete observability under the outage of a single
PMU, the constraints can be formulated as

(17)

In the next step, the PMU placement methodology ensures
that the system remains observable under the outage of a single
transmission line. A list of branch outages to be considered is
prepared beforehand. The radial lines and the links connected to
radial subnetworks are excluded from this list due to the reasons
described before. The outage of any branch other than these two
types of branches inside an observable island does not create any
new island. The branch outage table therefore consists of the
unobservable branches outside the observable islands. Starting
with the outage of the first branch in the list, the following steps
are taken to ensure observability of the system under the outage
of any single transmission line included in the branch outage
table.
Step 1) Take a branch in the branch outage list out of the

system.
Step 2) The following constraint is added to the optimization

process to ensure observability of the system under
the outage of the branch under consideration:

(18)

where is the vector defined as in (16).
Step 3) Restore the branch to the system, go to step 1, and

proceed with the next branch outage until the out-
ages of all branches in the list, one at a time, are
considered.
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Fig. 1. IEEE 14-bus test system [24].

It is to be noted that the paper proposes a method of op-
timal placement of PMUs to ensure complete topological ob-
servability of a power system. A state estimation method, such
as the least-squares estimator, should be used to estimate the
states of the power system based on the measurements obtained
from these PMUs. In the presence of conventional measure-
ments, such as the asynchronous RTU-SCADA measurements,
the least-square estimator will be nonlinear. If only synchro-
nized measurements are used, the estimator will be linear [20].
The SCADA data are updated every 4–5 s. The PMU mea-
surements can be synchronized with the conventional measure-
ments by using the timestamps. Determining the best time at
which synchronized measurements should be used with con-
ventional measurements requires extensive system-specific case
studies [23].

III. FORMULATION EXAMPLE USING A TEST SYSTEM

The important steps in the formulation of the optimal PMU
placement problem are illustrated with the help of the IEEE
14-bus test system [24], the single-line diagram of which is
shown in Fig. 1.

A. Formulation Without Conventional Measurements

PMU placement for the 14-bus system in the absence of
conventional measurements is illustrated in this section. The
optimal PMU placements for the 14-bus system for 1) normal
operating conditions, without maximizing the measurement
redundancy; 2) normal operating conditions, maximizing the
measurement redundancy; and 3) the outage of a single branch
or a single PMU are shown in Table I. The TOMLAB opti-
mization package [25] is used to carry out the optimization
process. It uses a branch-and-cut algorithm for solving the
integer quadratic program.

The first part in (3) tries to maximize the number of times a
bus is observed by the PMU placement set. The second column
in Table II shows the number of times the buses 1 to 14 in the
14-bus system are observed by the two different PMU place-
ment sets. For the placement set , only the number
of PMUs is minimized, without maximizing the measurement

TABLE I
OPTIMAL LOCATIONS OF PMUS FOR THE IEEE 14-BUS TEST SYSTEM

IN THE ABSENCE OF CONVENTIONAL MEASUREMENTS

TABLE II
EFFECT OF MAXIMIZATION OF PMU MEASUREMENT

REDUNDANCY ON THE 14-BUS TEST SYSTEM

redundancy. For the PMU placement set , the number
of PMUs is minimized and the measurement redundancy at the
buses is maximized. Clearly, the latter one results in a more de-
sirable distribution of measurement redundancy. For example,
the number of times that buses 4, 5, and 7 are observed is more
in the second case, compared to the first case.

The connectivity matrix for the system is given by

(19)

Additional constraints are included to ensure observability of
the system under single-line outages. For example, if the trans-
mission line between buses 2 and 3 is removed from service,

(2,3) and (3,2) will be zero. The additional set of constraints
in this case is

(20)

The observability of the system under the outage of a single
PMU is ensured by setting the minimum redundancy level at
one for all buses as shown in (9).

B. Formulation With Conventional Measurements

Actual power systems already have conventional measure-
ments, such as power flow and power injection measurements.
Therefore, the proposed method is applied to test systems con-
taining conventional measurements. The optimal placement of
PMUs is illustrated with the help of the IEEE 14-bus test system
having conventional measurements at the locations shown in
Fig. 2. The observable islands are

, and , as shown in Fig. 2.
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Fig. 2. Observable islands of the IEEE 14-bus test system with conventional
measurements, and optimal PMU locations to make the system observable under
normal operating conditions [22].

TABLE III
OPTIMAL LOCATIONS OF PMUS FOR THE IEEE 14-BUS TEST SYSTEM

IN THE PRESENCE OF CONVENTIONAL MEASUREMENTS

Under normal operating conditions, the following set of con-
straints needs to be satisfied to ensure complete observability
of the system:

(21)

To ensure observability of the system under single PMU out-
ages, 1’s in the rightmost vector in (21) are replaced with 2’s.
Additional constraints shown in (18) are needed to ensure ob-
servability under single line outages. Table III shows the optimal
PMU locations for complete observability for normal operating
conditions as well as for the outage of a single PMU or trans-
mission line, when conventional measurements are present in
the system. The optimal locations of the PMUs to ensure ob-
servability under normal operating conditions are also shown in
Fig. 2.

IV. CASE STUDIES

The proposed PMU placement method is applied to the IEEE
30-bus, 57-bus, 118-bus and 298-bus systems [24]. The buses
of the 298-bus system are renumbered from 1 to 298 for ease of
reference. Test results are reported first by assuming that the sys-
tems have no conventional measurements. The 298-bus system
is then assumed to have a set of conventional measurements,
and the test results are also reported for this system. The radial

TABLE IV
NUMBER OF RADIAL BUSES IN THE TEST SYSTEMS

TABLE V
MINIMUM NUMBER OF PMUS FOR OBSERVABILITY UNDER NORMAL

OPERATING CONDITIONS IN THE ABSENCE OF CONVENTIONAL MEASUREMENTS

TABLE VI
MINIMUM NUMBER OF PMUS FOR OBSERVABILITY UNDER THE OUTAGE

OF A SINGLE TRANSMISSION LINE OR SINGLE PMU IN THE ABSENCE OF

CONVENTIONAL MEASUREMENTS

TABLE VII
OPTIMAL LOCATIONS OF PMUS FOR THE IEEE 30-BUS TEST SYSTEM

TABLE VIII
OPTIMAL LOCATIONS OF PMUS FOR THE IEEE 57-BUS TEST SYSTEM

buses are eliminated from the potential PMU locations. Table IV
shows the number of radial buses in each of the test systems.
The computational burden is further reduced by pre-assigning
PMUs to a bus connected to a radial bus in order to make all
radial buses observable.

Table V shows the minimum number of PMUs required to
make each test system observable under normal operating con-
ditions. Table VI shows the required minimum number of PMUs
to make the system observable under the outage of a single trans-
mission line or a single PMU in the absence of any conventional
measurements. Tables VII–X show the optimal PMU locations
for the test systems as found by the integer quadratic program-
ming method proposed in this paper.

The proposed method of PMU placement is also applied to
the 298-bus test system in the presence of conventional mea-
surements. The system is assumed to have flow measurements
in 70% of its lines and injection measurements at 30% of its
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TABLE IX
OPTIMAL LOCATIONS OF PMUS FOR THE IEEE 118-BUS TEST SYSTEM

TABLE X
OPTIMAL LOCATIONS OF PMUS FOR THE 298-BUS TEST SYSTEM

IN THE ABSENCE OF CONVENTIONAL MEASUREMENTS

TABLE XI
OPTIMAL LOCATIONS OF PMUS FOR THE 298-BUS TEST SYSTEM

IN THE PRESENCE OF CONVENTIONAL MEASUREMENTS

buses. All of the conventional measurements are randomly dis-
tributed in the system. It was determined that by using the ob-
servability analysis technique described in Section II-C that the
system consists of nine observable islands having 204, 3, 2, 2,
4, 73, 3, 5, and 2 buses inside the islands. The PMUs are placed
so that the entire system becomes observable as a single island.
Table XI shows the optimal PMU locations to ensure complete
observability of the system under normal operating conditions
as well as under the outage of a single transmission line or single
PMU.

TABLE XII
CPU TIME REQUIRED TO FIND THE OPTIMAL PMU LOCATIONS

Table XII shows the computational time requirements to find
the optimal PMU locations for the case studies presented in
this section. The simulations are carried out on an Intel Xeon
3.4-GHz CPU with 2-GB RAM.

As noted from Table XII, if no conventional measurements
are considered, the computational time is minimal. The com-
putational time is significant when conventional measurements
are considered, especially if the single branch or PMU outages
are taken into account. This is due to the additional computa-
tional time required for carrying out observability analysis with
conventional measurements. The computational time, however,
is not a serious issue since the PMU placement is a planning
problem in nature.

In addition to the test results reported before, the proposed
method of optimal PMU placement was applied to the New Eng-
land 39-bus [26] and IEEE 24-bus test systems [24]. The min-
imum number of PMUs needed to make the system observable
under normal operating conditions for these two systems and the
IEEE 14-bus and IEEE 30-bus systems are the same as found in
[13]. The PMU placement methodology proposed in this paper
has the provision of including user-defined values of measure-
ment redundancy at the buses. Further, as noted in Section II, it is
possible to influence the placement result by assigning weights
to model the significance of each bus or the varying installa-
tion costs at different buses. A desirable property of a measure-
ment placement scheme is to avoid critical measurements, the
outage of which makes the system unobservable. The optimal
PMU placement considering single-branch or PMU outages, as
shown in the simulation results in this section, improves the re-
liability of the state estimator by eliminating the occurrence of
any critical measurements.

V. CONCLUSION

A methodology for the optimal placement of PMUs for ren-
dering a power system topologically observable is proposed in
this paper. An integer quadratic programming approach is used
to determine the optimal locations of PMUs. The optimization
process tries to attain dual objectives: 1) to minimize the
number of PMUs needed to maintain complete observability
of the system for normal operating conditions as well as for
the outage of a transmission line or PMU and 2) to maximize
the measurement redundancy at all buses in the system. The
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method was applied on IEEE test systems considering the
outage of a single transmission line or a single PMU. The
proposed method can be used to determine PMU locations
when conventional measurements, such as line flows and power
injection measurements, are available.
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