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Abstract

Context-aware computing has been a rapidly growing rebesea, however its uses
have been predominantly targeted at pervasive appliGafmmsmart spaces such as
smart homes and workplaces. This research has investitiegadse of location and
other context data in access control policy, with the puepalsaugmenting existing
IP and application-layer security to provide fine-grainedess control and effective
enforcement of security policy. The use of location and oteatext data for security
purposes requires that the technologies and methods useddairing the context
data are trusted.

This thesis begins with the description of a framework fa #éimalysis of location
systems for use in security services and critical infrastme. This analysis classifies
cooperative locations systems by their modes of operatidritee common primitives
they are composed of. Common location systems are analgzedhferent security
flaws and limitations based on the vulnerability assessmwiglocation system primi-
tives and the taxonomy of known attacks.

An efficient scheme for supporting trusted differential GIé8ections is proposed,
such that DGPS vulnerabilities that have been identifiedvatigated. The proposal
augments the existing broadcast messaging protocol witim#bar of new messages
facilitating origin authentication and integrity of brazabt corrections for marine ves-
sels.

A proposal for a trusted location system based on GSM is ptedein which a
model for tamper resistant location determination using\G&naling is designed. A
protocol for association of a user to a cell phone is prop@setidemonstrated in a
framework for both Web and Wireless Application ProtocoAWY applications. Af-
ter introducing the security issues of existing locatiosteyns and a trusted location
system proposal, the focus of the thesis changes to the useation data in autho-
rization and access control processes. This is considefsatlathe IP-layer and the
application-layer.



For IP-layer security, a proposal for location proximitgsed network packet filter-
ing in IEEE 802.11 Wireless LANs is presented. This propdsa#ils an architecture
that extends the Linux netfilter system to support proxiri&ged packet filtering, us-
ing methods of transparent location determination thrabglapplication of a pathloss
model to raw signal measurements.

Our investigation of application-layer security resulitadhe establishment of a
set of requirements for the use of contextual informatiomapplication level autho-
rization. Existing network authentication protocols amdess control mechanisms
are analyzed for their ability to fulfill these requiremeatsd their suitability in fa-
cilitating context-aware authorization. The result is thesign and development of
a new context-aware authorization architecture, usingotbposed modifications to
Role-based Access Control (RBAC). One of the distinguigluharacteristics of the
proposed architecture is its ability to handle author@atvith context-transparency,
and provide support for real-time granting and revocatigpesmissions.

During the investigation of the context-aware author@agrchitecture, other se-
curity contexts in addition to host location were found tauseful in application level
authorization. These included network topology betweenhbst and application
server, the security of the host and the host execution @mvient. Details of the
prototype implementation, performance results, and coratequisition services are
presented.

Vi



Contents

Keywords ii

Abstract \%

Declaration XXi

Previously Published Material XXiii

Acknowledgements XXV

1

Introduction 1

1.1 Goals . .. .. . . . e 3
1.2 Outcomes . . . . . . o e e e e 4
1.3 Organizationof Thesis . . .. .. ... ... ... . ......... 6

A Framework for the Analysis of Location Systems for Secuty Services 9

2.1 Introduction . . . . . ... 9
2.2 Location-based Security Services . . . . ... ... 10
2.3 Models for Assessing Trust of Location Systems . . . . . ...... 11
2.3.1 Location Device Observed and Calculated Model . . . ... .13
2.3.2 Location Infrastructure Observed and Calculatedéiod . . 18
2.3.3 Location Device Observed, Location Infrastructua¢cGlated
Model . . . . . . . . 20
2.3.4 Location Infrastructure Observed, Location DeviedcGlated
Model . . . . . . . . . e 22
2.3.5 Assistance Data AugmentationModel . . . . ... ... ... 23
2.4 Properties of Trusted Location Systems . . . . .. .. ... ... 27
2.4.1 LocationInfrastructure . . . . . . ... ... ... ... ... 29
2.4.2 LocationDevices . . . . . . .. ... e 29

Vii



2.5
2.6

2.7

2.8
2.9

243 Signaling . . . ... 29

244 Communications . . . . . . . . ... 30
2.45 Ancillary Requirements . . . . .. ... .. ... ...... 30
A Taxonomy of Attacks Against Location Systems . . . .. ..... 31
Classification of Existing Location Systems . . . . ... ..... 33
2.6.1 Global Positioning System . . . .. ... ... ........ 34
2.6.2 Global System for Mobile Communications . . . . .. .. .. 9 3
2.6.3 Infrastructure-based IEEE 802.11 Wireless LAN Lmcat. . 44
2.6.4 MacDoran GPS Authentication System Proposal . . . . . . 47
2.6.5 Comparison of Classified Location Systems . . . . . .. .. 47
Increasing Trust of Location Systems . . . . . ... .. ... ... 50
2.7.1 Non-Cryptographic Signal Validation Techniques ...... . 50
2.7.2 Cryptographic Signal Validation Techniques. . . . ...... 52
DISCUSSION . . . . . . . . 56
Summary ... e e 57

Broadcast Authentication and Integrity Augmentation for Trusted Differ-

ential GPS in Marine Navigation 59
3.1 Introduction . . . . . . .. 59
3.2 Marine Differential GPS Augmentation . . . ... .. ... .... 61
3.2.1 Differential GPS . . .. .. ... ... .. ... ....... 61
3.22 MarineDGPS . . . . .. ... . ... 62
3.3 Attacks Against DGPS Transmissions . . . . . . ... .. .. ... 64
331 DGPSSpoofing. .. . ... ... ... 65
3.3.2 DGPSDenialofService . .. ... .............. 66
3.4 Proposed Message Authentication and Integrity Schem&TFCM-
SCL04 . . . e e 67
34.1 InitialSetup. . ... ... .. ... 68
3.4.2 TheBroadcastProtocol . . . . ... ... ... ........ 70
3.4.3 \Verification . . . ... ... . 71
3.4.4 Discussion of Protocol Security . . . . . .. ... ... ... 75
3.5 Proposed Implementation . . . ... ... ... ... ... ... ... 76
3.5.1 Efficiency oftheScheme . . . . . ... ... ... ...... 77
3.6 Summary . . ... 81

viii



4 Proposal for GSM Tamper-resistant Location System 83

4.1 Introduction . . . . . . . .. 83
4.2 Location Tamper-resistanceinGSM . . . . . .. ... ... .. .. 84
4.3 Time of Arrival as a Tamper-resistant Measurement . . ...... .. 85
4.4 Timing Advance as a Tamper-resistant Measurement . .. ... 86
4.4.1 Experimentation in Spoofing TA Measurement . . . .. ... 8 8
4.4.2 Limitations of the Timing Advance measurement . . . ... .90
4.5 Proposed Method of Obtaining Location with a High LevieAssurance 91
4.6 Practical Use of the TAin a Location System . . .. ... .. .... 93
4.7 Geographical Data Representation of a Trusted LocAtiea . ... 95
4.8 Location-based Auditing and Access Control using tlop&sed System 98
4.9 Cellular Phone Association Protocol . . . . . . .. .. ... ... 101
49.1 GSMSecurityServices . . . . . . ... o0 101
4.9.2 Association using One Time Passwords . . . . .. ... .. 3 10
4.9.3 PublicKey Variation . . . ... ... .. ... ... ... 105
4.10 Security Analysis . . . . . .. 107
4.10.1 Association Protocol Using One Time Passwords . . . . .108
4.10.2 PublicKey Variation . . . . . ... ... ... ... ..., 108
4.10.3 GSM Security . . . . . .. . e 108
4.11 Application of GSM Location System to an Internet Baigkbystem . 111
412 SUMMANY . . . o o e e e e e e e e e e e 112

5 Proximity-based Network Packet Filtering for IEEE 802.11Wireless De-

vices 115
5.1 Introduction . . . . . . . . . ... 115
5.2 Emerging Work in 802.11 Location and Ubiquitous NetwSdcurity 116
5.3 Enhancing Linux Packet-filtering Firewalls . . . . . ... .. .. 117
5.3.1 Netfilter . . . . .. .. ... ... .. 118
5.4 Proximity Measurements in 802.11 WirelessLAN . . . . . ... ... 119
5.4.1 Signal Strength Acquisition in 802.11 Wireless LANs. . . 120
542 PathLossModel . ... ... ................. 122
5.5 System Architecture. . . . . . . ... .. L o 123
551 WirelessLANMonitor . . . . . ... ... ... ....... 123
5.5.2 Wireless LAN Firewall /Router . . . ... ... ....... 124
5.6 Prototype Implementation . . ... .. .. ... ........... 612
5.7 Summary . ... e e e e 128



6 A Wireless LAN Denial of Service Attack 129

6.1 Introduction . . . . . . . .. ... 129
6.1.1 Emerging IEEE 802.11 Applications. . . . .. .. ... ... 013
6.2 Existing Attacks Against IEEE 802.11 . . . . . . ... . ... ... 131
6.3 Review of IEEE 802.11 Protocols . . . ... ... .. ........ 113
6.3.1 Clear ChannelAssessment . . . ... ... .......... 133
6.3.2 MediumAccessControl . . . ... .. ... ... ...... 134
6.3.3 Summary . . . ... 135
6.4 ANewAttackonIEEE802.11 . ... ... ... .. ... ...... 135
6.4.1 Attack Description . . . ... ... ... ... .. .. ... 136
6.4.2 Affects of Attack on the PLCP Receive Procedure . . . . 137
6.4.3 Affects of Attack Against the PLCP Transmit Procedure . 138
6.4.4 Attack Implementation . . . . ... .. .. ... ....... 141
6.5 Analysisofthe Attack . . .. ... ... ... ... ......... 141
6.5.1 Accessing PLME-DSSSTESTMODE . . . .. .. ... ... 141
6.5.2 SettinguptheAttack . . . .. ... .. ... ... ... ... 141
6.5.3 AttackResults . .. ... .. ... ... ... ... ..., 142
6.6 DISCUSSION . . . . . . . . e 147
6.6.1 ExistingAttacks . . . ... ... ... .. ... ... 147
6.6.2 NewAttack . . . . .. ... .. .. .. ... . 148
6.6.3 Possible Mitigation Measures . . . . ... ... ... .... 148
6.7 Summary . . . .. e e e e e 149

7 Supporting Context-aware Access Control in Network Authatication and

Authorization Architectures 151

7.1 Introduction . . . . . . ... e 151

7.2 A Review of Access Control Mechanisms . . . . ... ....... 521
7.2.1 Access Control Background . . . . .. ... ... ...... 152
7.2.2 Role-based AccessControl . . . . ... ... ......... 153
7.2.3 UsageControlModels . . .. ... ... ........... 156

7.3 A Review of Network Authentication and Access Controtiitectures 157
7.3.1 Kerberos ... .. ... ... 158
7.3.2 Distributed Computing Environment . . . . . ... ... .. 651
7.3.3 Secure European System for Applications in a Multida

Environment (SESAME) . . . . . . ... ... oL 166
7.4 AReviewof EmergingResearch . . . .. ... .. .......... 170



7.5 ArchitectureGoals . ... ... ... .. ... .. o 171
7.6 Specification of RBAC for a Context-aware Multi-vendowviEonment 171
7.6.1 Object-Z Specification for Object-Oriented RBAC 172
7.6.2 Object-Oriented RBAC . . . . . .. .. .. ... .. ..... 172
7.7 Context-aware Intranet Architecture . . . ... ... .. ..... 173
7.7.1 AuthenticationService . . . .. ... ... ... ... ... 174
7.7.2 Authorization Service . . ... .. .. ... ... ... 175
7.7.3 Dynamic Context Service Manager . . ... ... ... ... 179
7.7.4 Dynamic ContextServices . . . . . . . ... .. ... .... 179
7.7.5 Dynamic Context Update Mechanism . . . ... ... .. .. 181
7.7.6 The Event Update Mechanism . . . ... ... ........ 182
7.8 Architecture Protocols . . . . . ... .. .. .. ... ... .. 318
7.8.1 Authentication . . ... ... ... ... ... ... .. ... 183
7.8.2 Authorization . . . .. ... .. ... .. .. 184
7.9 Prototype Implementation of the Architecture . . . .. .. .. .. 186
7.9.1 TestEnvironment. . .. ... ... ... ... ... ..... 186
7.9.2 Prototype Performance . . . . . .. .. ... ... ... ... 187
7.9.3 Architecture Usage Scenario . . . .. ... .......... 188
7.20 SUMMaAry . . . . e e e e e e e 191
Conclusions and Future Research 193
An Introduction to the TESLA Protocol 195
Protocol Notation 197
Object-Z Specifications 199
C.1 BriefOverviewofObject-Z . . . . . . . .. ... ... ... ..... a9
C.2 Specification for Object-Oriented RBAC . . . . . ... ... ... 200
C.21 ObjectClassSchema . .. ... ... .. ... ........ 201
C.2.2 PermissionClassSchema . .. ... ............. 202
C.2.3 ApplicationClassSchema . . .. ... ... ......... 203
C.24 UserClassSchema . . ... ... .. ... .......... 206
C.25 SessionClassSchema . ... ... .............. 207
C.26 RoleClassSchema . .. ... ... .............. 209
C.2.7 Static Separation of Duties Class Schema . . . .. .. .. 212
C.2.8 Dynamic Separation of Duties Class Schema . . . .. .. 14 2

Xi



C.29 RBACSystemClassSchema. .. ... ............ 216
D Architecture Protocol Messages 219
D.1 SupportedMessages . . . . . . . . . . 219
D.2 Implemented Message Examples . . . . . ... ... ... ... .. 0 22
D.2.1 MSGINIT_ACCESSCONTROL CONTEXTREQ . . . .. 220
D.2.2 MSGINIT_ACCESSCONTROL CONTEXT-REP . . . .. 220
D.2.3 MSGCHECKPERMISSIONREQ . . . . .. .. ... ... 221
D.2.4 MSGCHECKPERMISSIONREP . . . ... ... ..... 221
D.2.5 MSGDISPOSEACCESSCONTROL CONTEXT_-REQ . . 222
D.2.6 MSGDISPOSEACCESSCONTROL CONTEXT_REP . . 222
D.2.7 MSGSET.UPDATEPORTUPD . ... ........... 222
D.2.8 MSGACCESSCONTROL CONTEXT.-CHANGED_.UPD . 223
D.2.9 MSGHEARTBEAT.UPD . .. .. .. ............ 223
D.2.10 Dynamic Context Service Update Message . . . . ... .. 23 2
E Application of Jordan Curve Theorem to Location Applicati ons 225
F An Overview of GSM 227
F.1 Introduction . . . . . . . . . . .. .. 227
F.2 Componentsof GSM . . .. .. . .. ... . ... .. .. ... ... 227
F.2.1 Authentication Center (AuC) . . . . . . ... ... ... ... 229
F.2.2 Mobile-services Switching Center (MSC) . . . . .. .. .. 229
F.2.3 Base StationSystem(BSS) . . . . .. ... .. ... ..... 230
F.2.4 Mobile Station(MS) . . . . . ... ... ... L. 230
F.25 GSMRadioSubsystem. . .. ... .............. 230
F.2.6 HandoverProcedure . ... ... ... .. .......... 231
F.2.7 GSM Measurements Facilitating Location Determorati . . 234
G An Overview of GSM Mobile Positioning Protocol 241
G.1 Introduction . . . . . . . . . .. 241
G.2 Mobile Positioning Protocol . . . . . ... ... ... ... .. ... 412
G.3 Location Area Representations . . . . .. .. .. ... ...... 242
G.3.1 EllipsoidPoint . . .. ... ... ... ... ... .. ... 243
G.3.2 Ellipsoid Point with Uncertainty Circle . . . . . . ... ... 244
G.3.3 Ellipsoid Point with Uncertainty Ellipse . . . . . . . . .... 244
G.3.4 Polygon . . . . ... . 246

Xii



G.3.5 Ellipsoid Point with Altitude . . . . . . ... ... ...... 24

G.3.6 Ellipsoid Point with Altitude and Uncertainty Ellipisl . . . . 247
G.3.7 EllipsoidArc . . . . . . . . .. e 248
H Prototype Implementation of MPC 251
H.1 Mobile Location Center Gateway Emulation . . . . . .. .. ... 251
H.2 Prototype Development Discussion. . . . . .. ... .. ... ... 251
H.3 DetailedDesign . . . . . . . . . . 252
H.3.1 Network Operator Database Component . . . . . . ... .. 2 25
H.3.2 DatabaseDesign . . ... ... ... ... .. ... ..., 254
H.3.3 Database Utility Applications . . . .. ... ... ...... 25
H.3.4 GSM Interface Component . . . . . .. . ... ... ..... 256
H.3.5 MPC ServerComponent . . . . ... . ... ... ...... 256
| CERT Advisories 259
.1 AusCERTAdvisory . . . . . . . . . . . e 259
.2 US-CERT . . . . . . . e 263
Acronym List 267
Bibliography 269

Xiii



Xiv



List of Figures

2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
29
2.10
2.11
2.12
2.13
2.14
2.15
2.16
2.17
2.18
2.19
2.20
2.21
2.22
2.23
2.24
2.25

3.1
3.2

Location Device Observed and Calculated . . . . ... ... ... 13
Location Device Observed and Calculated Variation . ...... . . . 14
Global Positioning System (GPS) . . . . ... ... .. ... .... 51
Hyperbolic Type E-OTD Positioning . . . . . . ... ... ...... 17
Circular Type E-OTD Positioning . . . . . . . .. ... ... .. .. 71
Location Infrastructure Observed and Calculated . . ... ... 18
GSMTimingAdvance . . . . . .. . ... . ... 19
GSM TimeOfArrival . . . . . .. ... .. .. .. ... ... ... . 20
Location Device Observed, Location InfrastructurecGlated . . . . 21
GSM Enhanced-Observed Time Difference . . ... .. ... ... 21
Location Infrastructure Observed, Location Device@ated . . .. 22
GSM TimingAdvance . . .. . .. .. . .. . . ... 23
Assistance DataModel . . . . ... ... ... ... ... 24
Differential GPS . . . . . . . . . . . .. ... 25
AGPS AssistanceData . . . . . .. ... ... ... .. ... ... 27
MS-Assisted AGPS . . . . . . . 28
Classification of Attacks Against Location Systems ...... . ... 32
GPS Jammer Schematics . . . . . ... .. ... ... . ..., 37
Netline Commercial GSMJammer . . . . . . .. ... ... ..... 42
Infrastructure-based IEEE 802.11 Wireless LAN Lawati. . . . . . 44
MacDoran Location Authentication Proposal . . . ... ...... . 48
Combination of Location Device Observed and CalcdiMedels . . 48

L3 Xfactor Selective Availability Anti-Spoofing Module (SAASM) . 53
Old Red Key Versus New Black Key Keying Process . . . . . ... .54
Galileo Navigation Message Authentication . . . ... ...... .. 55
DGPS Integrity Monitoring Process . . . . . . ... ... ..... 63
Example of Timeslots and Asynchronous Message Segsience. . 70

XV



3.3
3.4
3.5
3.6
3.7

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9

4.10
4.11
4.12
4.13
4.14
4.15
4.16
4.17
4.18

5.1
5.2
5.3
5.4
5.5
5.6
5.7
5.8

6.1
6.2

Broadcast Authentication Protocol with Integrity . . . . . . . .. 71

General Model for Iterative Hash Function . . . . . .. .. .... 72
Example of Trusted DGPS Receiver . . . . ... .. ... ...... 77
Proposed RTCM Type-58 Integrity Message . . . . .. .. .. ... 78
Proposed RTCM Type-34, Signature Message . . . . . . ... ... 78
Time Division Multiple AccessinGSM . . . . . ... ... ..... 78
Procedure to Force Handover to Desired BTS . . . . . .. .. ... 89
Modified Measurement Report Layer3Message . . . . . ... ... 90
Procedure to Modify Downlink TA Correction After Forceldndover 91
City Samples of TAMeasurements . . . . . . .. .. ... ...... 95
Suburb Samples of TAMeasurements . . . . . .. ... ... .... 96
Representing a TOA Location Areaasa Polygon . . .. ... ... 97
Representing a TA Location AreaasaPolygon . . ... ... ... 97
Conceptual Data Model of ACLs Supporting Location-lla8ecess

Control . . . . . . e 99
Testing a Circular Location Area Withina Polygon . . . . .. .. 100
GSM Challenge-response Authentication . . . ... ... ... 102
GSM Session Key Generation and Encryption . . . . .. .. .. .103
Cellular Phone Association Protocol . . . . ... ... .. ...... 104
Cellular Phone Association Protocol - Public Key Vaoia . . . . . . 105
High-level Internet Banking System . . . . ... ... .. .... 111
IBC Prototype Login . . . . . . . . . ... 113
IBC Prototype LocationDialog . . . . .. ... ... ........ 113
IBCWAP Interface . . . . . . .. . . .. 114
Linux Netfilter hooks . . . . . .. .. .. ... .. ... ....... 119
Signal Decay Over 20m in an Indoor Office Environment . ...... 123
Actual Distances vs Pathloss Calculated Distances . . . .. ... 124
Actual location vs location calculated from pathloss..... . . . .. 125
System Architecture . . . . . . ... L L 126
Context-aware Netfilter Module . . . . . ... .. ... ... ... 271
WLAN Dynamic Context Service . . . . . . ... ... ... .... 127
Network Diagram of Prototype Implementation . . . . .. .. .. 128
Authentication and Association States . . . . . ... ... ...... 132
PHY/MAC Layers . . . . . . . . . e i e e e 132

XVi



6.3 Inter Frame Spacing Relationships . . . . . . ... ... ... .. 135
6.4 Station Management Entites(SME) . . . . . .. ... ... ... 136
6.5 Attack on Infrastructure WLAN . . . . . .. ... ... ... ..., 13
6.6 PLCP Receive Procedure . . . ... .. .. ... .. .. ....... 138
6.7 PLCP Receive State Machine . . . . .. ... ... .......... 139
6.8 PLCP TransmitProcedure . . . .. ... .. ... .. ........ 140
6.9 Backoff Procedure During Attack . . . ... ............401
6.10 D-Link DWL-650 Prism2-based PCMCIA WLAN card used fest-
ingattack . . . . . ... 142
6.11 Automated Attack Tool . . . . . . . . ... ... 143
6.12 Attack on Channel 3, AP and Stations on Channel 7 . . . . . .. 144
6.13 Attack, AP and Stationson Channel7 . . . ... ... ... ... 145
6.14 TransmitMask . . . . . . . . ... .. 146
6.15 U.S. (FCC) Non-overlapping and Overlapping Channels . . . . . 146
7.1 KerberosProtocol . . . . . ... ... .. 162
7.2 Distributed Computing Environment (DCE) Architecture . . . . . 166
7.3 Overviewof SESAME . . . . . ... ... . . ... .. . 167
7.4 Object-Oriented RBAC Class Diagram . . . . . ... ... .... 173
7.5 Architecture Components . . . . . . . ... 417
7.6 ExampleContextRule . . . . . .. ... ... . . ... .. ... ... 177
7.7 AuthorizationService . . . . . . ... 817
7.8 Authorization Service CheckPermission Logic. . . . . ...... . . 178
7.9 Application ServicelLogic . . ... .. .. ... .. ... .. a7
7.10 Dynamic Context Service Manager . . . . . . . ... ... .. .. 180
7.11 Implemented ContextObject Hierarchy . . . . . . .. ... ...... 181
7.12 TriggeredUpdates . . . . . . . . . . . ... 183
7.13 Authentication Protocol (Kerberos) . . . ... ... ... ..... 184
7.14 SetUpdate PortMessage . . . . . . . . . . . i i 185
7.15 Access Control Context Establishment and CheckPsionis. . . . . 185
7.16 Update MeSsages . . . . . . . . . i i 186
7.17 ManagementConsole . . . . . . . . . . ... ... .. ... .. 187
7.18 System Architecture Test Platform . . . . .. ... ... .. ... 188
7.19 CheckPermissign Performance for 1 Application. . . . . . ... .. 189
7.20 CheckPermissign Performance for 5 Applications . . . . . . . . .. 189
7.21 CheckPermissign Performance for 10 Applications . . . . . . . .. 190

XVii



7.22 CheckPermissidn Performance comparison of 1 to 1000 principals . 190
7.23 ExampleContextRule . . . . . . .. ... ... ... ... .. ... 191

A.1 The TESLA Protocol . . . . . . . . . . . . . . . e 195

E.1 Testing Whether a Point is Within a Polygon using Jordarv€ The-

OTUM . . o o o e e e e e e e e e e e e e 225
E.2 Java Code to Check Whether a Point is Within a Polygon . . . . 226
F.1 Configuration of a PLMN and its Interfaces . . . . .. .. .. ... 231
F.2 Time Division Multiple Access . . . . . . . .. ... ... ... ... 32
G.1 Example Location Immediate Request (LIR) . . . . . .. .. ..... 243
G.2 Example Location Immediate Answer (LIA) for point withaertainty

circle . . . .. 244
G.3 Example Location Immediate Answer (LIA) for polygonpka . . . 245
G.4 EllipsoidPoint . . . .. ... ... .. 246
G.5 Ellipsoid Point with Uncertainty Circle . . . . . . . ... . ... .. 246
G.6 Ellipsoid Point with Uncertainty Ellipse . . . . . ... .. ... .. 247
G.7 Polygon . . . . . .. 247
G.8 Ellipsoid Point with Altitude . . . . . .. ... ... ... ..... 248
G.9 Ellipsoid Point with Altitude and Uncertainty Ellipgbi. . . . . . . . 248
G.10 Ellipsoid Arc . . . . . . . e e 249
H.1 MPC Emulator Prototype . . . . . . . . . ... ... .. .. ..... 252
H.2 Conceptual Data Model of Database on Secure LocatioreBer. . . 254
H.3 XML Database Import Utility . . . . ... ... ... ........ 255

XViii



List of Tables

2.1 Location System Vulnerabilites . . . ... .. ... ... ..... 49

3.1 Typical Error in Meters (per satellite) affecting GPS&GPS Accuracy 62
3.2 RTCMFixedMessage Types . . . . . . . v v v v v v v i 64
3.3 Public Key Certificat€erty, . . . . ... .. ... .. ... ..... 69
3.4 Comparison of Bandwidth Utilization . . . . . ... ... ... .. 79

3.5 Timeto Alarm of Integrity Failure . . . . . . ... ... .. ..... 81

41 TAMeasurementTrials. . ... ... ... .. ... .. ....... 94
5.1 Packet Filtering Access ControlDelay . . . .. ... ... . ... 128

7.1 PerformanceResults . . ... .. ... ... ... ... ... .. .. 188
B.1 ProtocolNotation . . . . . .. ... .. .. .. ... ... 198
D.1 ProtocolMessage Numbers . . . . . . ... .. ... ... ...... 219
D.2 ErrorNumbers . . .. .. ... . ... ... 220
F.1 Measurement Results Information Element . . ... .. .. . ..235

F.2 Timing Advance Information Element . . . . . .. ... ... ... 236

F.3 Synchronization Indicator Information Element . . . . . .. ... 237
F.4 Time Difference Information Element . . . . . ... ... ... .. 237

F.5 Mobile Observed Time Difference Information Element.. .. . . . 238
F.6 Cell Identity Information Element . . . . . .. ... .. ... ... 238

F.7 Location Area Information Element . . . . . ... ... ... ... 239
G.1 Mobile Positioning Protocol - LIR/LIA . . . . ... ... ... .. 242
G.2 Mobile Positioning Protocol -LPA . . . . . . .. ... ... .... 242

XiX



XX



Declaration

The work contained in this thesis has not been previouslynsitéd for a degree or
diploma at any higher education institution. To the best gfknowledge and be-
lief, the thesis contains no material previously publisbedritten by another person
except where due reference is made.

XXi



XXii



Previously Published Material

The following papers have been published or presented, @mdio material based on
the content of this thesis.

[1]

[2]

[3]

Chris Wullems, Mark Looi, and Andrew Clark. Enhancing tBecurity of Internet
Applications using Location: A New Model for Tamper-reaist GSM Location.

In Proceedings of the Eighth IEEE International Symposium omguters and
Communications (ISCC 20Q3)olume 1, pages 1251-1258, Antalya, Turkey, July
2003. IEEE Computer Society, Los Alamitos, CA, USA.

Chris Wullems, Oscar Pozzobon, Mark Looi, and Kurt Kulinhancing the Trust
of Location Acquisition Systems for Critical Applicatioasd Location-based Se-
curity Services. IrProceedings of the Forth Australian Information Warfaredan
Security Conference (AIWSC 200Bages 391-405, Adelaide, Australia, Novem-
ber 2003.

Chris Wullems, Mark Looi, and Andrew Clark. Towards Cexttaware Security:
An Authorization Architecture for Intranet Environment Proceedings of the
First IEEE International Workshop on Pervasive Computimgl &ommunication
Security (PerSec 2004pages 132-137, Orlando, FL, USA, March 2004. IEEE
Computer Society, Los Alamitos, CA, USA.

[4] Chris Wullems, Kevin Tham, and Mark Looi. Proximity-Ba$ Network Packet

Filtering For IEEE 802.11 Wireless Devices. IWDIS International Conference
on Applied Computing-isbon, Portugal, March 2004.

[5] Chris Wullems, Kevin Tham, Jason Smith, and Mark Looi. Avial Denial of

Service Attack on IEEE 802.11 Direct Sequence Spread Spadtfireless LANS.

In Third IEEE Wireless Telecommunications Symposium (WT&)208ges 129—
136, Pomona, CA, USA, May 2004. IEEE Computer Society, Laaitos, CA,

USA.

XXiii



[6] Chris Wullems, Harikrishna Vasanta, Mark Looi, and AedrClark. A Broadcast
Authentication and Integrity Augmentation for Trustedf®rential GPS in Marine

Navigation. InWorkshop on Cryptographic Algorithms and their Usesges 125—
139, Gold Coast, QLD Australia, July 2004.

XXV



Acknowledgements

First | would like to express gratitude for the support anaignce my principal super-
visor, Associate Professor Mark Looi has given me. Withasitsupport and vision,
this thesis would not have been possible. Second, | wouddtblgratefully acknowl-
edge the support of my secondary supervisor, Dr. AndrewkGidno has also given
much support and guidance during the course of my research.

Some of the research presented in this thesis was perforomnetty jwith other
postgraduate students. | would like to gratefully acknagks Oscar Pozzobon, who
in joint work with University of Queensland, contributedttee vulnerability analysis
of GPS and the generalized location models in Chapter 2.

Special thanks goes to the members of the Network and SysSemsity Group
of the ISRC, for their support, friendship and insightfusdissions. | would espe-
cially like to mention those whom | shared an office with at yeret St., Harikrishna
Vasanta, John Holford, Kevin Tham and Jason Smith.

| gratefully acknowledge the assistance provided by Kewidaveloping the soft-
ware and testing the proximity-based wireless LAN protetyp Chapter 5, and both
Kevin and Jason for their assistance in investigating topgties of the Wireless LAN
denial of service attack described in Chapter 6.

Without the support of the secure network laboratory statich of the develop-
ment and testing would not have been possible. Many thangano Lor, Ricco Lee
and Matt Bradford for their support and friendship.

I would like to thank those whom | have had the privilege of king with and
knowing at the ISRC, Professor Ed. Dawson, Associate PsofeSolin Boyd, Dr.
Ernest Foo, Dr. Juanma Gonzalez Nieto, Jason Reid, Minaléawny Tin, Riza Aditya,
Pal-Erik Martinsen, Lou Tang Seet, Yvonne Hitchcock, Dre@Maitland, Dr. Kapali
Viswanathan, Roslan Ismail, and Stig Andersson. Also gpétanks to the adminis-
tration staff, Christine Orme and Elizabeth Hansford whavted much support for
the endless amounts of administrative paper work and wsitydsureaucracy.

XXV



Finally, I would like to thank my parents Min and Rossana, nsyess Elizabeth
and Lydia, and my extended family both in Australia and Ité&ty their support and
patience during the three years of my research.

This thesis is dedicated to my late grandmother, Innalayr@lt®ni, who gave me
much moral support during the first two years of my research

XXVi



Chapter 1

Introduction

The overall goal of network security is to prevent misuse efources, and where
this is not feasible, the detection and recovery from misuBeevention of misuse
is an increasingly difficult objective to achieve, giventthaticipating and defending
against all possible missuses is virtually impossible. Tésearch presented in this
thesis introduces a new vision for network security, “catigvare access control”.
Context-aware access control is a concept whereby hostgameed or denied access
to resources based on the perceived security of the hoshidrhesis, we examine
context-aware access control at two layers, the IP layettandpplication layer.
Security contexts that could be considered include:

e Host location.This includes instances where access to a given resourgeeor o
ation would constitute a breach of security if outside ofusted location;

e Network topology between host and application serVérs includes contexts
such as connection security, bandwidth, and routing;

e Host security.This includes contexts such as operating system patch kewvel
tivirus signature version, host firewall rules, routinglésband filesystem per-
missions / file-sharing settings; and

e Host execution environmenthis includes contexts such as currently executing
applications that have conflicts of interest and validathmg state of executing
applications such as resident virus scanners.

This thesis has a significant focus on the engineering ofdduscation systems.

1



2 Chapter 1. Introduction

Traditionally, IP-layer access control is implementedanters to manage the se-
curity of gateway and network perimeter traffic. Access oans typically managed
through the use of Access Control Lists (ACLSs), which prevadmeans to filter pack-
ets by allowing a user to permit or deny IP packets from trsingr over specified
interfaces.

Consider, for example, the situation where wireless die@oinnect remotely to a
private network. Traditional security technologies sushvatual Private Networks
(VPNSs) attempt to protect privacy and integrity of data sraitted over the air, and
authenticate the client that is connecting. What tradéldR-layer security does not
provide, is protection from the client’s host. A client'sdtanay be multi-homed and
as such, an attacker may use the secure VPN tunnel estabbigreelegitimate client
to gain access to the private network from another interfaccaddition, a client’s host
may contain viruses or Trojans that can pose a significaeatho the private network.
Contextual IP-layer security would be able to mitigate ssitirations.

Context-aware access control implemented in a routerdqanaivide higher levels
of access to clients that are compliant with a given secpoticy. For clients that are
not compliant, the router could allow them to use a restuiiciegbset of services in a
sandbox, such that vulnerabilities on the client’s host idave a negligible impact
on the private network.

Access control at the application layer is able to providerfgrained access con-
trol than at the IP layer, such that access to specific reeswan be controlled where
required. In an application-layer access control systdijgeats are protected through
the use of reference monitors that mediate all access tegieat objects. An authen-
ticated user with the appropriate security attributes wde able perform a set of
authorized operations on a given object.

Consider the example where special access requiremersisfexisensitive “In
Strictest Confidence” information. Procedural and openeti policy may specify par-
ticular locations, times and host security requiremenitgtits information to be ac-
cessed. Context-awareness in application layer acces®ktprocess would facilitate
enforcement of such a policies that would not be enforceaileg traditional access
control mechanisms.

The research presented in this thesis additionally prapas@pplication-layer au-
thorization architecture that uses context informatiormtgment existing and time-
tested authentication technologies such as Kerbero$itdtiog effective enforcement
of security policies through fine-grained access controletwork resources and sup-
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port for context information.

1.1 Goals

The research in this thesis was initiated to investigataueeof contextual informa-
tion in access control processes at the IP and applicaty@ndaSpecial emphasis was
placed on the context of location, identifying issues withuse for security applica-
tions and methods to facilitate trust. This goal was aclieixeough the following
objectives:

1. The development of a framework for the analysis of locatysitesns for security
services. This purpose of this objective is to identify common compuseof
location systems and the desirable security propertidseskt components. This
provides us with a basis to perform vulnerability analydi®xisting location
systems. A set of requirements for the common componentatibn systems
is to be established, such that a platform is provided fronclwvto design new
secure location systems.

2. The development of various methods to increase the trustistirey location
systems in order to support their use in security systét#asing established an
analysis framework and a set of requirements for securéettdscation, meth-
ods are to be developed to enhance existing location teaymslto provide the
security properties required for trusted location.

3. The design of IP layer access control processes that sugpotext-awareness.
Integration of location context data into IP layer accessb is investigated.
We peruse the development of a system that performs adaquisitlocation and
uses this data to augment existing IP layer network secom@ghanisms.

4. The investigation of existing access control models and siuéability for sup-
porting context-awarenesdntegration of context-awareness into application-
layer access control processes requires the investigatiaccess control mod-
els used in application-layer authorization. Existingessccontrol models are
investigated for their suitability in providing supportftontext awareness. Con-
text awareness can be characterized by a model’s abilitydpat specification
of context constraints and context-influenced granting r@vdcation of privi-
leges based on these constraints. Where necessary, g@xsidels are modified
or enhanced to provide such support.
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5. The design of an application-layer authorization architee facilitating context-
awareness in access control procesg@sce an appropriate access control model
to support the context-aware access control paradigm leasdi®sen, we pur-
sue the development of an application-layer authorizadrghitecture. The ar-
chitecture will be able to support existing network apiimas.

1.2 Outcomes

It is our belief that the above goals are accomplished inthi@sis, as well as a number
of additional contributions. The outcomes of this reseamhsummarized below:

1. A set of models for vulnerability analysis and building afsied location sys-
tems.We propose a set of location acquisition models that gemerabmmon
location technologies. The security properties of the rhadeponents were
investigated. These properties were used to establishad ssjuirements that
trusted location systems should exhibit. A taxonomy ofckitaagainst these
common components is presented, based on known attackstgammon lo-
cation technologies. The taxonomy and requirements areé taselassify the
trust of a number of existing location technologies. The et®dnd require-
ments are used throughout the first part of the thesis. WHals#ss control is the
primary focus for location in this research, the focus wambened to include
other security services and critical infrastructure aggilons in the analysis of
location technologies.

2. An authentication and integrity augmentation to differal&PS, to provide sup-
port for trusted correction and health data sourced fromrdkparty observers.
As a result of the vulnerability analysis, an opportunityptovide a solution to
differential GPS corrections for maritime applicationss®. The vulnerabilities
of differential GPS broadcasts are discussed in more dé#taifirst known dis-
cussion of such vulnerabilities. DGPS vulnerabilities aggnificant concern,
as they may have implications on safety-critical marinerapens. A solution
is proposed, augmenting the existing message broadcastcplavith an au-
thentication and integrity scheme that attempts to miéighe vulnerabilities
identified.

3. A new tamper-resistant GSM location system suitable fanrsgcapplications.
We propose a scheme for providing tamper-resistant lacatquisition in GSM
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that can be used in security services such as auditing aedscontrol. The pro-
posalis an entire location scheme, including the geogcaphepresentations for
trusted location and an association protocol that attetoptsitigate the possi-
bility of a disassociation attack. A prototype applicatisas implemented using
the proposed location scheme, association protocol anduated Global Mo-
bile Positioning Center.

4. Proposal of a IP-layer context-aware access contrdk this research investi-
gates the augmentation of context to access control athetPtand application-
layer, we first investigated IP-layer access control. A proty-based packet
filtering system, which can be integrated into firewall/eyutievices, was pro-
posed. Proximity-based packet filtering can be used toicestsers from ac-
cessing a network from an unauthorized location, requitfvag users are within
a predefined location area. Experimentation was condulctedgh the develop-
ment of a prototype system based on 802.11 wireless LANgusgnal pathloss
for location determination.

5. Discovery of a denial of service exploit for IEEE 802.Ah unanticipated con-
tribution of research was the discovery of a denial of sereixploit for Wireless
LANs. During the development of Wireless LAN location sems, a vulner-
ability realizing a trivial denial of service attack was chisered. Experiments
to determine the attack properties were conducted usingrplemented attack
tools. The attack is significant as it can be achieved usimgneercial off the
shelf hardware and software; has low power requirementsgan be executed
with minimal chance of detection and localization.

6. Proposal of a new application-layer context-aware authation architecture
for Intranet environments. A new authorization architecture is proposed that
augments support for context-awareness to existing anettxsted technolo-
gies such as Kerberos, facilitating fine-grained accesgraoto network re-
sources and effective enforcement of security policies.ufber of additions
to traditional role-based access control are proposedii@rdo support context-
awareness in access control policy. The proposed arahieeatas implemented.
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1.3 Organization of Thesis

The thesis is organized as follows:

e Chapter 2 describes a framework for the analysis of locaystems in security
services. This analysis classifies cooperative locatigatems by their modes
of operation and the common primitives they are compose€ofmmon loca-
tion systems are analyzed for inherent security flaws anddaiions based on
the vulnerability assessment of location system primigtiaed the taxonomy of
known attacks.

e Chapter 3 proposes an efficient scheme for supporting trustierential GPS
corrections, such that DGPS vulnerabilities that have beentified are miti-
gated. The proposal augments the existing broadcast megsagtocol with a
number of new messages facilitating origin authenticadiaehintegrity of broad-
cast corrections for marine vessels.

e Chapter 4 describes the proposal for a trusted locatioesybased on GSM, in
which a model for tamper resistant location determinati®ingiGSM signaling
is presented. A protocol for association of a user to a celhghs proposed and
demonstrated in a framework for both Web and Wireless Aptiben Protocol
(WAP) applications.

e Chapter 5 considers the use of location context for accessatat the IP-
layer. A proposal for location proximity-based network ketcfiltering in IEEE
802.11 Wireless LANSs is presented. This proposal detailarahitecture that
extends the Linux netfilter system to support proximitydzhpacket filtering,
using methods of transparent location determination tgjindhe application of
a pathloss model to raw signal measurements.

e Chapter 6 presents a denial of service attack against IEEH 8Wireless LANSs.
During the development of Wireless LAN location servicegykerability real-
izing a trivial denial of service attack was discovered.his thapter, we discuss
the attack and its ramifications.

e Chapter 7 investigates context awareness in applicatiperkhccess control. Ex-
isting network authentication protocols and access cbniexhanisms are an-
alyzed for their ability to support context-aware authatian. A new context-
aware authorization architecture is developed using nuadifins to Role-based
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Access Control (RBAC). One of the distinguishing charastes of the pro-

posed architecture is its ability to handle authorizatiathwontext-transparency,
and provide support for real-time granting and revocatibpesmissions. De-

tails of the prototype implementation, performance res@hd context acquisi-
tion services are presented.

e Finally, Chapter 8 concludes by providing a summary of treeaech and its
results, as well as proposing future directions for reseairtstigated by this
thesis.
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Chapter 2

A Framework for the Analysis of
Location Systems for Security Services

2.1 Introduction

In this chapter we propose a set of models that generalizeecative location systems
for the purpose of identifying security properties thatr@guired for location systems
to be secure. These models provide a basis for analyzintrexiscation systems and
developing secure location systems. This is the first knavatyais of the security of
general location systems to date.

This chapter is structured as follows. FifsR.2 introduces a number of critical
civilian applications that have a requirement for trusiachtion. A set of models for
assessing the trust of location systems are proposg@.id. Primitives derived from
these models are used to determine the required propefrtiested location systems.
These properties are detaileddr2.4. A taxonomy of attacks based on these primi-
tives is detailed ir§ 2.5. The taxonomy and required properties are used to peidor
vulnerability analysis of a number of common location temlbgies and classify them
according to the trust they provide. The vulnerability gsa& and classification are
presented iy 2.6. § 2.7 details methods for increasing the trust of locatiorniesys,
and§ 2.8 discusses emerging technologies and issues that Hftedievelopment of
trusted location systems. Lastly, a summary of the chapterasented i 2.9.

Portions of this chapter have been published in the papédraiaing the Trust of
Location Acquisition Systems for Critical Applicationscahocation-based Security
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Services. In Proceedings of the Forth Australian InfororatVarfare and Security
Conference (AIWSC 2003), Adelaide, Australia, Novembe&d20

2.2 Location-based Security Services

There are numerous applications and services that haveuaeegent for trusted lo-
cation. Whilst access control is the primary focus for laain this research, other
security services and critical infrastructure applicasizvere considered in the analysis
of location technologies.

There are a number of military technologies that signifigamiprove the robust-
ness and survivability of location systems against attholyever, it is not likely that
they will be made available to the civil sector. As such, orilylian uses of location
technologies are considered and military location teabgfies or augmentations are
not discussed at length. A non-exhaustive list of locatiemvises used in security and
critical infrastructure applications is detailed below:

¢ Vehicle tracking: Vehicle tracking is pertinent to critical infrastructurénere
there is the need to track vehicles carrying hazardousauodss including chem-
icals, fuel and radioactive waste. In addition, locatiorvees can be used for
the collection of taxes or tolls;

e Personal tracking / emergency responsethis is particularly relevant in the
US, where the Enhanced 911 (E94168quirements have resulted in cell phones
with embedded GPS functionality used for tracking by emecgeservices;

e Electronic Commerce: An emerging trend can be seen in the use of location
for electronic commerce. An example is the TAD (Transacfamhentication
Device) developed by WorldPay [105], using an embedded G#sto deter-
mine the location at which a transaction is initiated. Thewide is used for
identifying the parties involved in large commercial Imtet transactions. The
integration of GPS receivers in cell phones as part of thelE®&quirements will
inevitably result in the widespread use of location for itfgation and security
in M-commerce applications.

e Control applications: There are many uses of location for control applications
including the following transport sector applicationsndéed by Carroll et al.
in [18]:

1Seehttp:/iwww.fcc.gov/911/enhanced/
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1. Railway traffic control and monitoring;

2. Aviation systems including civil monitoring and landisgstem augmen-
tations for precision and non-precision approaches; and

3. Marine systems including harbor approach and constrigtgerways con-
trol.

e Access control / auditing: Location can be used for the enhancement of access
control and auditing. There are many applications wheration can be used
in the enforcement of security policy, assuming the locataquired can be
trusted. This is the primary use for trusted location presgm this thesis; and

e Time synchronization: There are numerous critical applications that rely on
location technologies such as GPS for time synchronizatsuch applications
include:

1. Timing for phase synchronization of power during an imesh or trans-
ferring load between substations in order to avoid compétoa such as
tripping circuit breakers, power outages or damage to egeiy within
the power grid [92];

2. Timing and synchronization of communication networks;
3. Authentication and access control, e.g. RSA Securelbhdfes, etc. us-

ing time synchronization protocols such as Network Timeadtol (NTP);
and

4. Secure document timestamps (with cryptographic ceatién).

Because of the widespread use of location for critical sesyiit is imperative that the
location systems be trusted.

2.3 Models for Assessing Trust of Location Systems

The trust of a location system can be determined by assetsrsgecurity vulnerabil-
ities of a location system’s components and communicatrotopols, and by deter-
mining how they affect the trust of the location data theyuaiey

This section introduces a number of location models basedoamponents and
high-level protocols that are common to cooperative lotasiystems. These models
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will facilitate the establishment of security requirengefdr a wide range of coopera-
tive location technologies.

Cooperative location systems are defined by their use ofitanfrastructure,
such that the device being located takes part in the locatiquisition. These compo-
nents are as follows:

1. Location infrastructureThe supporting architecture except the mobile device;
2. Location deviceThe device whose location is estimated;

3. Signaling: The signals that the infrastructure or location devicegpkesfor the
purpose of calculating location;

4. Observation:The method utilized to make a measurement based on the signal
ing. Three common types of measurements can be observed:

(a) The propagation time of a signal (e.g. Observed Timeegfice (OTD)
and Time Of Arrival (TOA));

(b) The arrival angle of a signal; or

(c) The attenuation of a signal.
5. Calculation: The computation of the position using the observations:

(a) Lateration (hyperbolic or circular) for signal prop&iga-time and signal
attenuation observations, where signal attenuation easens require a
pathloss model to estimate the distance based on the logecitdecay of
the signal; and

(b) Angulation for angle-of-arrival based observations.

6. Communication:The transfer of observations and calculations betweenrthe i
frastructure and device, and the transfer of location degalts to the applica-
tion; and

7. Application: The system that will request / receive the location data. gpliea-
tion component is present for situations where the locatsnult is transmitted
to a 3rd party. An example of a 3rd party application is a tnaglsystem where
location devices transmit their location to the trackingteyn. This component
is omitted for cases where the location device is the endgoirthe location
result.
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In the following sections, we show that common location texbgies can be gen-
eralized to a number of location acquisition models. In tiodj we show that a general
augmentation model can be applied to these models for augtmnsystems of these
location technologies.

2.3.1 Location Device Observed and Calculated Model

This model, as illustrated in Figure 2.1, generalizes locasystems where the loca-
tion is both observed and calculated by the location devwicthis model, the location

device communicates the calculated location result, ograflata such as time, to the
destination application. Figure 2.2 illustrates a vaoiatof this model in which the

application performs the location calculation insteadhef device. This model is typ-
ically used in situations where the location device doeshawt sufficient computa-

tional power to perform calculations.

Location

Infrastructure

Signaling

Location
Calculation,
| Observation

Communication
of Location

Location

Device Application

Figure 2.1: Location Device Observed and Calculated

The following technologies correspond with tleeation device observed and cal-
culated model

2.3.1.1 Global Positioning System

The Global Positioning System (GPS) Infrastructure cassis24 satellites (location
infrastructure) that each transmit two bands, the L1 (1&2%Hz) frequency and the
L2 (1227.60 MHz).

The signaling is broadcast on the L1 band in two channelsfrawband channel
occupied by the C/A code and a wideband channel that is ietéfat precision mea-
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Location
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Observation | Calculation

/ _
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of Observation

Location

Device —| Application

Figure 2.2: Location Device Observed and Calculated Manat

surements with the classified P(Y) code. The L2 band contaihsthe P(Y) code and
serves mainly to act as an ionospheric effects calibrarah®L1 band [60].

The satellites transmit a Direct Sequence Spread SpecDP@8%) signal and use
Code Division Multiple Access (CDMA) techniques to shaegjuencies. Data includ-
ing satellite ephemeris data is modulated using CDMA.

The distances between the receiver and satellites are mneelaby determining
pseudoranges. There are numerous factors such as redesieb@s error, satellite
clock error and physical effects such as ionospheric armmbgpheric delays that affect
the accuracy of a measured pseudorange. Tsui in [97] defimessured pseudorange
as:

pi = pir + AD; — c(Abj — by) + ¢(ATi + Al + v + Av))

whereAD,; is the satellite position error effect on rangés the speed of light\b;
is the satellite clock errohy is the receiver clock bias erraiT; is tropospheric delay
error, Al; is the ionospheric delay erro#,is the receiver measurement noise error, and
Av; is the relativistic time correctionp;r is the true value of the pseudorange from
useru to satellitei is given by:

piT = C(tu - tsi)

wheretg; is the true transmission time of a satellite @pnd the true time of recep-
tion at the receiver.

The ionospheric and tropospheric errors can be correctgddwding the receiver
with information such as tropospheric models and ionosplearrections, however,
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user clock bias error remains unknown and must be found iaraodcalculate time of
arrivals.
A minimum of four equations as given below are required toasdbr unknowns

Xu, Yu, Zu @andby;

pr =/ —Xx)?+ (Y1 — Yu)® + (X1 — 2)2 + by
p2 = /(X2 — Xu)? + (Y2 — Yu)? + (X — Zu)? + by
ps =/ (Xs — Xu)2 + (Vs — Yu)? + (X3 — )2 + by
pr =/ (Xe = %u)2 + (Ya — Yu)? + (X — Zu)2 + by

where (X1,¥1,21), (X2, Yo, Z2), (X3, Y3, Z3) and (xy, y4,24) are the satellite positions
calculated by evaluating the ephemeris data,l@nd the user clock bias expressed in
distance lf, = chy).

Solving the above equation is represented as the calaulatithe location device
observed and calculated model. Refer to [97] for more detail the solution of the
user position from pseudoranges.

Where the GPS receiver is not the endpoint of the locatioa, daé receiver com-
municates the location data to an application, typicalyutih a serial communications
interface. (Figure 2.3)

o O
%/ %/ GPS Satellites
0 (Location Infrastructure)
P @
o T T B

o 2

CIA Code (Signaling)

Location Data

GPS Receiver Apption
(Location Device)

Figure 2.3: Global Positioning System (GPS)

2.3.1.2 GSM - Mobile Station Based Enhanced Observed Time fiérence

Global System for Mobile Communication (GSM) is a cellulatwork technology
providing second generation voice and data services. Asitotis inherent in the op-
eration of GSM signaling, a cell phone’s location can bewaked using a number of
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location methods based on signal timing. There are two tgp&nhhanced-Observed
Time Difference (E-OTD) based on different measurementscatculation methods
[43]:

1. Hyperbolic TypeThis type of calculation requires the MS (Mobile Statiom)- (I
cation device) observe the OTD (Observed Time Differendeyignal bursts
from at least three geographically disparate Base Travecé&itations (BTS)
(location infrastructure). This information is used in damation with the rela-
tive synchronization difference of the BTSs to perform hjgodic trilateration.
The E-OTD calculations given below are detailed in [43].

The OTD for a pair of BTSs is given a®©TD = t, — t;, wheret; is the time
a signal burst is received by the MS from BTS 1 apds the time a signal
burst is received by the MS from BTS 2. If the BTSs in the netware not
synchronized, the relative synchronization differencéhimnetwork between 2
BTS must be known.

This synchronization difference is the Real Time Differe(®TD): RTD =
t, — t3, wheret, is the time signal bursts are transmitted from BTS 1 &nd
is the time signal bursts are transmitted from BTS 2. An RTID ahplies the
BTSs are synchronized. The OTD is therefore related to then@é&ic Time
Difference (GTD) by the relationshi®@TD = RTD+ GTD. Based on the OTD
and RTD value, a hyperbola can be obtained. The Hyperbolfisetl by:

GTD = (&
c

where the GTD is constant anld, d, represent the distance of the propagation
path between the MS and BTS 1 and 2. At least 3 BTSs are requairelotain
two hyperbolas as illustrated in Figure 2.4. The intersectif the hyperbolas is
the location of the MS.

2. Circular Type: This type of location calculation requires the MS (locataa
vice) observe the time at which signal bursts from BTSs (iocanfrastructure)
arrive at the MS using its internal clock. Based on the ole®ttime at which
the same bursts arrive at a Location Measurement Unit (LMh&,MS clock
error can be corrected and hence provide Time of Arrival (J@wasurements.

As the MS position is based on individual TOA measuremehésposition of the
MS can be found through circular trilateration (intersetof circles) as shown
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:fé Measurement
] Se

arror margin

Figure 2.4: Hyperbolic Type E-OTD Positioning

in Figure 2.5. Each TOA measurement is related to the gebgrapstance
through the relationshipDMB — DLB = ¢(MOT — LOT + ¢), wherec is the
speed of light, MOT is the mobile observed time, LOT is the LMbserved
time, ande is the unknown MS clock offset.

Three equations are needed to solve for the three unknayny,, and clock
offsete are shown below:

V= %6)2 + (Y — ¥o,)2 — v/ Om — X)2 + (Ym — ¥1)? = ¢(MOT — LOT + ¢)
vV (¥m = %0,)2 + (Ym — ¥0,)2 — v/ Om = X)2 + (Ym — ¥1)% = ¢(MOT — LOT + ¢)
vV (Xm = X5)2 + (Ym — Ybs)2 — v/ (Xm — %)% + (Ym — ¥1)? = ¢(MOT — LOT + ¢)

where &mn,Ym) is the MS position, X, Yy, ) is the position of the BT§ and &,yi)
is the position of the LMU. More details of the E-OTD calciudais given above
are detailed in [43].

Figure 2.5: Circular Type E-OTD Positioning
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E-OTD can operate in two modes: MS-Based and MS-Assisteé. M&-Based
mode of operation corresponds to theation device observed and calculated model
The MS is able to calculate the location based on assistaateepdovided by the lo-
cation infrastructure. This assistance data containgnmdtion including the neighbor
channel RTD values, RTD drift factor values, and the ser@m@ and neighbor BTS
coordinates (UTM easting and northing). Refer to [42] fotagle of the assistance
data broadcast messag@.3.5 details the augmentation model that correspond®to th
communication of augmentation data. The result of the taticin can be provided
to an application via a proprietary interface on the MS anad@raunications link
between the MS and an application.

2.3.2 Location Infrastructure Observed and Calculated Mockl

This model, as illustrated in Figure 2.6, generalizes locasystems where the loca-

tion is both observed and calculated by the location infuastire. In this model, the

location infrastructure communicates the calculatedtionaesult to the application.
Location

Observation,
Calculation

Location
Infrastructure

Communication
of Location

Signaling

Location

Device Application

Figure 2.6: Location Infrastructure Observed and Caledlat

The following technologies correspond to tbeation infrastructure observed and
calculated model
2.3.2.1 GSM - Timing Advance

Timing Advance (TA) based location acquisition is speciicXSM, where the round
trip propagation delay is measured by the Base Transcete¢io® (BTS) as part of
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the Time Division Multiple Access (TDMA) adaptive framegiiment process for en-
suring a Mobile Station (MS) transmits in the correct timetsiThe TA is observed
by the serving BTS in the GSM location infrastructure and rhayused to calculate
the location in the infrastructure or MS. In the method ofamfing the TA that com-
plies with this model, the application (an authorized LG8rd) makes a request to the
Gateway Mobile Location Center (GMLC) in the form of a Locatiimmediate Re-
guest (LIR). The cell-ID and TA are obtained by the Servinghil®Location Center
(SMLC) where the MLC-PCF (Positioning Calculation Funodicalculates the posi-
tion based on knowledge of the serving BTS coordinates [Al3¢ calculated location
is returned via the GMLC to the application in the form of a a&bon Immediate An-
swer (LIA). (Figure 2.7)
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ilil
Cell phone

(Location Device)

Figure 2.7: GSM Timing Advance

2.3.2.2 GSM - Time of Arrival

The Time of Arrival (TOA) is observed by the GSM location atructure and may be
used to calculate the MS position in the location infragtices Location Measurement
Units (LMU) are used to observe the TOA of a MS access burst.LK can be
integrated into a BTS or be a stand-alone unit. The timingatfbetween LMUs must
be known in order to calculate the location. This can be aelgiehrough the use of
absolute GPS time or a reference measurement unit placekinaian location, such
that the Real Time Difference (RTD) can be determined. FEdu8 illustrates BTSs
with integrated LMUs using GPS time, such that the RTD betwgairs of BTSs is
equal to 0.
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The application (an authorized LCS client) makes a locatémjuest to the Gate-
way Mobile Location Center (GMLC) The Serving Mobile Location Center (SMLC)
makes a TOA request to the BSC, which requests a handovemniyngea Handover
Command request to the MS. The MS then transmits Handovexrssd€ommands (ac-
cess bursts) until expiry of the T3214 timer, resulting imdhaver failure (Handover
Failure Command). The LMUs measure the TOA of the accesdsoreseived, and
forward them to the SMLC, where the Positioning Calculatamction (MLC-PCF)
calculates the position of the MS based on knowledge of tHesRand the LMU coor-
dinates [43] using hyperbolic trilateration. The calcathtocation is returned via the
GMLC to the application.
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Location Location
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\ |
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s
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Figure 2.8: GSM Time Of Arrival

2.3.3 Location Device Observed, Location Infrastructure @lcu-
lated Model

This model as illustrated in Figure 2.9, generalizes latesystems where the location
is observed by the location device, communicated to thetimtanfrastructure, and
calculated by the location infrastructure. In this modik tocation infrastructure
communicates the calculated location result to the lonajplication. The following
technologies correspond to this model.

2Refer to Appendix F for an overview of GSM LCS services.
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Figure 2.9: Location Device Observed, Location Infrastnoe Calculated

2.3.3.1 GSM - Enhanced Observed Time Difference

In this method of E-OTD location acquisition, the appliocati(an authorized LCS
client) makes a location request to the Gateway Mobile Lionaenter (GMLC). For
hyperbolic calculation, the Serving Mobile Location Cen®MLC) obtains E-OTD
measurements from the MS, where the MLC Positioning Calicuid-unction (MLC-
PCF) calculates the position of the MS using its knowledgRedl Time Differences
(RTD) , the BTS coordinates and other supplementary datathieocircular calcula-
tion, the SMLC obtains the Mobile Observed Time (MOT) frore 1S, the Location
Measurement Unit (LMU) TOA measurements and other suppiesng data and cal-
culates the position using the MLC-PCF [43]. The calculdbedtion is returned via
the GMLC to the application. (Figure 2.10)
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Figure 2.10: GSM Enhanced-Observed Time Difference
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2.3.3.2 MS-Assisted AGPS

This method of GPS corresponds to the location device obdetgcation infrastruc-
ture calculated model. Refer §2.3.5.2 for details on MS-Assisted AGPS.

2.3.4 Location Infrastructure Observed, Location Device @lcu-
lated Model

This model, as illustrated in Figure 2.11, generalizestlonasystems where the loca-
tion is observed by the location infrastructure, commuieiddo the location device,
and calculated by the location device. In this model, thatioo device communicates
the calculated location result to the location applicati8mmilarly to thelocation de-
vice observed and calculated model§ 2.3.1, a variation of this model exists. The
location observations are communicated to the applicatibiere the application per-
forms the location calculation.

o~
/ Location

Observation
_

Location

Infrastructure

! \
! Observations

Sign‘aling /
(Dcation
\ Calculation

Lk~
Location | Communication Aoplication
Device of Location i

Figure 2.11: Location Infrastructure Observed, Locati@vibe Calculated

This model is shown for completeness. While there are nalstaiizved location
methods for this model, an example of this model can be shovSM. The infras-
tructure observed measurement of the Timing Advance (TAprmmunicated to the
MS in layer 3 messages for adaptive frame alignment. The Mfdcralculate its
location based on the TA measurement and the coordinatdseaddtive BTS. The
coordinates could conceivably be sent via cell broadcassages to the MS. (Fig-
ure 2.12)
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Figure 2.12: GSM Timing Advance

2.3.5 Assistance Data Augmentation Model

Basic location devices can be augmented with assistanaedahown in Figure 2.13,
to provide better location accuracy. This model generaliheece modes of assistance
data augmentation:

1. Mode 1: Assistance data is communicated to the locatiomstfucture.In this
mode, the location infrastructure applies the correctlmased on the assistance
data received from a 3rd party observer and location dativwed from the lo-
cation device. The infrastructure communicates the fingdtion result to the
application;

2. Mode 2: Assistance data is communicated directly to thetiooaevice.ln this
mode, the location device applies the corrections (as&istdata) received from
a 3rd party observer. The final location may be communicateshtapplication
if the location device is not the endpoint of the locatioregaind

3. Mode 3: Assistance data is communicated to the locatiorcdewa the location
infrastructure. This mode is identical to Mode 2 except that assistance data i
communicated via the infrastructure to the location devB@imilarly to Mode 2,
the final location may be communicated to an applicationefldtation device
is not the endpoint of the location data.

The following augmentation technologies correspond t® tiodel.
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Figure 2.13: Assistance Data Model

2.3.5.1 Differential GPS

Differential GPS (D-GPS) is a type of GPS augmentation syst®-GPS versions
can be shown in terms of this model, where pseudorange tiomecand integrity
information are derived from observations at one or moreitogng stations (3rd
party) at known locations. As the 3rd party in this case istla0oGPS receiver, the
3rd party can be modeled by thecation device observed and calculated modéie
pseduorange corrections from the 3rd party are then breadoahe user location
device or an application for improvement of its locationccddition. This broadcast
corresponds to the (mode-2) communication of assistartesd@picted in this model.
Ground and space-based augmentation systems can alsovieistterms of this
model. The information from the monitoring stations (3rdtppris signaled to a mas-
ter control station (infrastructure), as depicted by thst firart of communication of
(mode-3) data. The control station pre-processes thenr#ton in order to compress
data to reduce data rate and to improve data consistencystgeals this processed
information to the user location device. The signaling fa various functions may be
either ground based (GBAS) or space based (SBAS). The lettedly allows the ser-
vice to cover wide areas of service and use a standard ptq®ECGA). Examples of
these satellite services are the American Wide Area Augatient Service (WAAS),
the European Geostationary Navigation Overlay System (@6\the Japanese Mul-
tifunctional Transport Satellite Augmentation SystemsSA8), the planned Indian
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Figure 2.14: Differential GPS

GPS and Geostationary Augmented Navigation (GAGAN) andmalb@ar of commer-
cial services such as OmniSTAR. Examples of GBASs are thérdlissm GRAS sys-
tem as proposed by Air Services Australia [23], the futur€NET of the State of
Victoria, Australia, and Trimble’s virtual base statiortwerk. Figure 2.14 illustrates
a differential space-based GPS augmentation system.

2.3.5.2 GSM - Assisted GPS

AGPS is a hybrid GPS technology that uses assistance datatiewGSM network to
facilitate demodulation of weaker signals than in convamdi receivers, allowing ac-
curacies of 15 meters when outdoors, and 50 meters whenm{z]. Conventional
GPS receivers typically require line-of-sight to the déatsd, and hence do not function
well, if at all in indoors.

As defined in the GSM LCS Functional Description [43], the Nt&&tion device)
makes GPS measurements aided by assistance data traddittee network. This
assistance data consists of a list of visible satellitetgllga signal Doppler, and the
code phase search window, facilitating significantly fa@ES acquisition times.

Djuknic and Richton in [26] note that in a typical cellularcsar the uncertainty
of a satellites signal is abodt5 ;1 s which corresponds ta-5 chips of the C/A code.
The AGPS server can predict the phase of the C/A code and thpl&cshift due to
satellite motion, which greatly reduces the search spdoeialy an AGPS receiver to
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achieve significantly faster time-to-first-fix (TTFF). Tlegsredictions are made based
on the location of the cell phone obtained from the servingsREIl ID, or using
cellular location techniques such as Timing Advance.

The GPS pseudorange data processed by the MS is sent to Wegketfrastruc-
ture, where the Serving Mobile Location Center (SMLC) chltes the position of the
MS.

There are two types of GSM Assisted GPS (A-GPS): MS-BasedviBrd\ssisted
AGPS. In the MS-based AGPS solution, the MS consists of & fulhctional GPS
receiver able to perform the position calculation. In MSsi&ged AGPS, only minimal
GPS receiver functionality is provided at the MS and the migj@f the GPS func-
tionality is supported by the network infrastructure in@rtb save power and reduce
computational complexity (Figure 2.16).

In both the MS-Based and MS-Assisted AGPS, the MS locatiaeations are
made using assistance data provided by the network (Figdfg.2This type of as-
sistance data is contained in an RRLP position request amdbdkeled by mode-3 of
the augmentation model, where the third party correspomtisetlocation device ob-
served and calculated model. The third party additionallyesponds to the location
infrastructure observed and calculated model, as a coealisgac location acquisition
is required to predict the C/A code phase and Doppler shift.

For MS-based AGPS implementations, LCS broadcast dataioomy differential
corrections, ephemeris data, clock correction data, samaata, ionospheric delay
elements and the UTC offset is provided for increased lonatccuracy. This type of
broadcast data is modeled by mode-3 of the augmentationlpvauere the third party
corresponds to the location device observed and calcutatettl. Refer td; 2.3.5.3
for details on the LCS broadcast data transmission tecksiqu

In MS-Assisted GPS, the calculation function of the GPSivetes shifted to the
network processor, where the location calculation is madée infrastructure. This
type of GPS can be augmented with DGPS correction data,nautdiy the network
from a DGPS monitoring station. This type of augmentatiotepicted by mode-1 of
the augmentation model.

Pseudorange data observed by the MS is communicated to thimgG&lobile
Location Center (SMLC) and GPS differential correctiors@mmunicated from the
DGPS monitoring station (3rd party) to the SMLC, where theedions are applied
to the pseudorange data, and the position of the MS is cédclila
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Figure 2.15: AGPS Assistance Data

2.3.5.3 Assistance Data Broadcasts in GSM

GSM augments its A-GPS and E-OTD location systems usingtassie data broad-
casts to the MS via the Cell Broadcast Channel (CBCH) andt3fiessage Service
Cell Broadcast (SMSCB) [43]. The Serving Mobile Locatiom@s (SMLC) creates a
LCS broadcast message containing the assistance datal as watameters indicating
the target BTS and the time at which it is to be broadcast [42le assistance data
is obtained from various sources within the infrastructamel communicated to the
SMLC. This communication can be represented by the first @¥8)ccommunication
from the 3rd party to the infrastructure (SMLC). The SMLC dethe message to the
Cell Broadcast Center (CBC). The CBC transfers the messatietBTS, and from
the BTS to the MS as detailed in The Technical Realization rfaBcast Services
ETSI Standard [45]. This communication can be represenyetthd second (mode-
3) communication from the location infrastructure (CBC&To the location device
(MS).

2.4 Properties of Trusted Location Systems

In this section we describe the properties location systamosild exhibit in order to
be trusted. Location system primitives are used for the geef trust requirements
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Figure 2.16: MS-Assisted AGPS

analysis and classification. The components and operatidhge generalized models
can be reduced to the following four primitives:

1. Location infrastructure;
2. Location devices;
3. Signaling; and

4. Communications.

Observations and calculations are operations that are dgaedewithin location
devices or infrastructure. As such, these operations artaazhfrom the above primi-
tives. This is because vulnerabilities in either a locatlemice or infrastructure result
in vulnerable observations and calculations. In additagplications are not included
in these primitives, as applications are assumed to beetiumtd this thesis is not
concerned with the privacy of acquired location.

At a minimum, authentication and integrity must be providdgtre detailed below
in order for a location system to be trusted. Propertiesrdtien authentication and
integrity are ancillary but further enhance the trust ofiltban systems especially in the
context of critical infrastructure applications.
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2.4.1 Location Infrastructure

The location infrastructure must exhibit the following pesties in order for location
measurements observed from the infrastructure to be ttuste

e System Integrity.Location system infrastructure has system integrity ifitiau
in the infrastructure can be detected and the consistengycafion data can
be verified. Faults may include both intentional and envimental errors in
signaling, observations, and computation.

2.4.2 Location Devices

If the endpoint of the location result is not the locationideythen the location device
must exhibit the following properties in order for a 3rd yaapplication to trust the
location data.

¢ Device Integrity. The location device has integrity if faults or tampering loé t
location device hardware or firmware can be detected. Tlegyiity state of
the device must be communicated to the receiving 3rd partyréier for the
3rd party to trust the location data the device provides,thrbbservations or
location calculations where applicable.

2.4.3 Signaling

The signaling must exhibit the following properties in aréte location measurements
calculated using observations derived from the signabrigettrusted.

e Origin Authentication.This type of authentication is concerned with authenti-
cating the origin of data, implicitly providing data intéyr In location systems,
origin authentication of signaling is required, such thatodserver is able to
validate the source of the signaling to ensure that it is rfatse recreation by
an adversary.

e Signal Integrity. Signal integrity is present when signal manipulation sugh a
the delay and rebroadcast of signals, the injection of radsteg information or
signal interference, both intentional and non-intentipoan be detected.
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2.4.4 Communications

The following properties of communications between lamagystem components and
an application endpoint where applicable must be exhibit¢iderwise the location
system cannot be trusted despite the security of the commpaine

e Entity AuthenticationThis type of authentication is concerned with the identifi-
cation of the parties involved in communications. This ipartant in location
systems for authenticating the identity of components irctvidata is commu-
nicated.

e Communications Integrity.This refers to the integrity of the data communi-
cated between components of the location system. In ordessiore data is not
corrupted or intentionally altered, data manipulation thesdetectable. Data
manipulation includes insertion, deletion and subsbiubdf data.

2.4.5 Ancillary Requirements

There are a number of requirements that are ancillary toriyggpties required for the
trust of a location system, but provide properties that maylésirable in a location
system.

e Availability. Availability of location systems is particularly pertineio critical
infrastructure, where highly available location serviaesrequired. Availability
is typically accomplished through redundancy.

e Survivability. Linger et. al. in [69] defines survivability as the capaliltf a
system to fulfill its mission, in a timely manner, in the pnese of attacks, fail-
ures, or accidents. For a location system to be survivablet not only exhibit
resistance to attacks, but provide strategies for degpetitacks and evaluating
damage and maintaining essential services. Recoveryasalsnportant prop-
erty of survivability, involving the restoration and or me&nance of essential
services. Survivability is particularly pertinent to |dicen systems used in criti-
cal infrastructure.

e Privacy. A location system supports privacy if data communicateevben lo-
cation system components and a given destination are catiidéom all but
those who are authorized. Privacy may also be implementtteisignaling of
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certain types of location systems in order to deny accesgmnalkng for certain
users.

e Non-repudiation. Non repudiation prevents an entity from denying previous
commitments or actions. A location system supports nondigpion if the lo-
cation of location device cannot be fraudulently deniecgithe location data
sent to an application.

2.5 A Taxonomy of Attacks Against Location Systems

In this section we present a taxonomy of identified attacketan primitives derived

from the generalized models, defined§r2.4. These primitives form the basis of
our taxonomy, which categorizes the attacks that can oecceach location system

primitive (Figure 2.17). These four categories are:

1. Attacks on location infrastructure;
2. Attacks on a location device;

3. Attack on signaling; and

4. Attacks on communications.

Each identified attack is discussed below with the potentakequences it may have
on the trust of a location system.

1. Physical DisruptionPhysical attacks that can be performed on a location device
or location infrastructure include:

e Removal of powerThis will potentially cause denial of service for a lo-
cation device, and prevent location data from being compaied to an
application. Power outages may affect infrastructure, éwaw it is most
likely that infrastructure has redundant power backup.

e Blockage of antennaWhile antenna blockage is unlikely for infrastruc-
ture, blockage of the location device’s antenna can be &ctefé method
to prevent location acquisition and communications of fieceto an appli-
cation.

e Theft and Physical damage
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Figure 2.17: Classification of Attacks Against Location teyss

2. Tampering.This includes attacks on observation and calculation fanstper-
formed within the infrastructure or device. This type ofaakt could be per-
formed on hardware or firmware/software causing the systenfehave im-

properly;

3. Disassociation. This is where the location device is physically removed and
placed in an alternate location in order to cheat the system;

4. Cloning. This is where a location device is duplicated undetectech soat an
adversary’s location is seen to be in the location of theatethat was cloned,;

5. Mafia Fraud. This is where the device acts as a “Mafia agent” and relays all
information between the participants in a communicatioohexige, causing
misidentification for example. This attack requires theataan device be com-
promised;

6. SpoofingThis involves interception, alteration and/or retransmais of a signal
or data in such a way as to mislead the recipient;

7. Jamming.This is the deliberate radiation or reradiation of electagmetic en-
ergy for the purpose of disrupting electronic devices andicey denial of ser-
vice. Typically the transmitting power of a jamming deviceishexceed the
power of the signal;
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8. Meaconing. This involves receiving radio signals and rebroadcastivegnt on
the same frequency to confuse navigation;

9. Sniffing.This is the unauthorized monitoring of information over axounica-
tions link; and

10. Denial of Service against Communicationghis is where a malicious attack
results in partial or total deprivation of a service. Derfkervice is affective
in preventing communication of location data to an appiwgtand need not be
performed in the vicinity of the location device. Dependoigthe communi-
cations technology used, there are numerous types of atfardsible ranging
from attacks on the physical communications medium to comaation proto-
col attacks.

2.6 Classification of Existing Location Systems

This section will present a vulnerability analysis of a nenlbf common location
technologies and two proposed location systems for sgcsgitvices against attacks
detailed in the taxonomyg(2.5). The location systems are reduced to the primitives
defined in§ 2.4, and a vulnerability assessment conducted on eachtpenm the
location system.

We make use of evaluation levels to assess the ability otitmtaystem compo-
nents to withstand direct attack. All the primitives ded\ieom the generalized model
are assumed to be security critical components, (i.e. thesshanisms whose failure
would create a security weakness) and therefore must besgssr each technology.
The strength of each component of a location system sha#ited high risk, medium
risk or improbable as follows:

1. High Risk. Attacks require few resources and could be performed by know
edgeable attackers;

2. Medium Risk.Attacks require moderate resources and could be performped b
highly motivated attackers; and

3. Improbable.Attacks require significant resources and could be perfdrinyeat-
tackers possessing a high level of expertise, where s’fatastsicks are judged
to be beyond normal practicality.
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2.6.1 Global Positioning System

This subsection will discuss known vulnerabilities of GR alassify known threats
that exploit these vulnerabilities.

2.6.1.1 Location Infrastructure

The vulnerabilities of the GPS infrastructure in the cohtEfxhe attacks identified in
the taxonomy are detailed as follows.

1. Physical Disruption (Low Risk). Physical disruption of a Satellite system is
improbable due to the difficulty of accessing satellitegiace. The GPS ground
infrastructure is geographically distributed, making teasibility of a physical
attack on all control stations very improbable. While a pbgisattack on the
satellites is improbable, it is stated by Adams in [1] that t}§ Space Command
does not have an operational anti-satellite weapon. As,stch feasible to
attack the satellites using the methods detailed by Adari.in

A U.S. adversary could place a crude anti-satellite systerarbit relatively

cheaply through the use of ordinary meteorological soundickets that carry
50 to 100 pound payloads. Adams [1] stipulates that if a rockald carry 40

pounds of steel buckshot available in most sporting goantest it could kick

the pellets out into an appropriate orbit with an explosivarge, disabling any
satellites they encountered.

General Thomas Moorman is cited in [19] as identifying thatent launch ve-
hicles and their associated processes do not provide therrsiseness needed to
rapidly replace or augment satellites. In addition, heesttat the U.S launch in-
frastructure is vulnerable, inflexible and expensive. Riaslisruption of space
and ground-based augmentation systems are assumed to lokusrmmisk. This
is because augmentation data is sourced from ground mmgjitations in both
technologies. Where ground stations are distributed,tankabn a single ground
station would result in a denial of service of augmentatiatadn the area it ob-
serves.

The infrastructure of location systems used in criticallaations should have a
sufficient level of physical security to protect from thedhts of tampering and
disruption. Vulnerabilities in location infrastructurarcbe mitigated through the
diversification of location acquisition technologies. \[éht is improbable that
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physical disruption will occur in satellite-based locatiafrastructure, diversifi-

cation of technologies will increase survivability fortocal applications reliant

on accurate location. For example, the use of GPS-caltbs#rsors such as In-
ertial Measurement Units (IMU) to monitor location in adalit to the standard

use of GPS would result in survivability for medium outagé&e'S.

2. Tampering: (Low Risk) Tampering with the GPS infrastructure is improbable
due to the inaccessibility of satellites and the high ségwifimonitoring station
installations. Tampering with the SBAS/GBAS infrastruetis also improbable
due to the inaccessibility of satellites for SBAS and theiagstion that there is
high level of security at the monitoring station instalteas for both SBAS and
GBAS.

2.6.1.2 Location Device

The vulnerabilities of GPS devices in the context of theckdadentified in the taxon-
omy are detailed as follows.

1. Disassociation(High Risk): Disassociation of a GPS receiver is a high risk, as
the removal of a receiver from a marine vessel for examplenageasily be
detected.

2. Cloning (Not Applicable): The risk of cloning is not relevant to conventional
GPS receivers, as they do not currently have any methodstbémticating
themselves to an application, and as such, cloning wouldeadieneficial. If
the GPS receiver was uniquely identifiable, the risk of aignivould be clas-
sified as high risk unless mitigated with some form of tanmesistant module
(e.g. smartcard), where removal of the tamper-resistamtutecand cloning of
the receiver’s identity would be intractable.

3. Mafia fraud (Medium Risk): Mafia fraud attacks are medium risk, as a receiver
must be compromised and must cooperate with another device.

4. Physical Disruption (High Risk): There is a potentially high risk for disruption
of GPS devices by removing the power supply or physicallyaging the unit.

5. Tampering (High Risk): An attack based on tampering with the receiver is
also high risk, as the device is not typically physicallywses and there are no
standardized mechanisms to authenticate the firmwaretityteman application.
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An SBAS / GBAS receiver is typically integrated into or atiad to a GPS receiver.
The vulnerabilities of an SBAS/ GBAS receiver are same as3R8& receiver as de-
tailed above.

2.6.1.3 Signaling

The vulnerabilities of GPS signaling in the context of thiaelts identified in the tax-
onomy are detailed as follows.

1. Spoofing(Medium Risk): Spoofing a GPS receiver involves generating signals
and modulating navigation data over the signals that resula legitimate lo-
cation solution. The simulated signals can provide misteathformation and
create significant position, velocity and time errors. Sppof GPS signaling
is considered as medium risk as GPS signal simulators aensi but readily
available. These simulators can reproduce GPS signalsangation data, al-
lowing the GPS signal to be easily spoofed. The simulatianpgqgent required
for a spoofing attack while expensive, can be rented relgtoreaply. A simu-
lator could be plugged into the antenna of a GPS receiver nuch transporting
hazardous materials for example, giving the illusion thatttuck is either mov-
ing or is stationary. This type of attack typically requingsysical access or
close proximity to the GPS receiver to be successful. Totthete are no known
occurrences of such activity.

2. Jamming (High Risk): The risk of a jamming attack is considered high, as the
C/A code transmitted on the L1 frequency is very weak (tylbicd30dBm at
the antenna) and as such, easy to jam. GPS jammers genesgendhe L1
band and corrupt the original signal, making location eation (and time syn-
chronization) impossible, causing denial of service. Tepd®t of the Defense
Science Task Force on Tactical Air Warfare [25] states thaenit GPS receivers
are vulnerable to jamming in acquisition mode at very longges from low-
power jammers and will loose moderate range for reasonabiengr threats.
This risk is quantified by Adams in [1] to the effect that a 208t jammer can
affect a standard GPS receiver as far away as 600 miles (9p@dmnmg initial
GPS acquisition.

In addition, it is stated that even when a GPS receiver hasimchthe GPS
signal and is using it for tracking, tracking could be intgrted within 28 miles
(44.8 km) of the jammer. A 1-watt (cellular phone-size) jaemman be built
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from schematics that are readily available on the Inter®eé(Figure 2.1%, and
can prevent a good quality civilian receiver from acquirthg C/A code from
37.5 miles (60 km). This is a significant threat for criticppéications reliant on
GPS.

GPS Jammer Noise Jammer for the L1 GPS Frequency (1575.42 MHz)
Naiona Nose Genertr

Phrack Magazine, Issue #60
www.phrack.org

Figure 2.18: GPS Jammer Schematics

3. Meaconing (Low Risk): A meaconing attack, while potentially feasible, is con-
sidered to be improbable, as there is little evidence ofessfal low-cost tech-
nologies to perform the attack. The GPS signals can theatltibe captured
and retransmitted in the same way an indoor GPS system dabshe excep-
tion that the signal is buffered, specific time delays onairrthannels intro-
duced, and the new signals are retransmitted confusing B& réceiver. Mea-
coning is also potentially useful against space-based antation systems that
provide a ranging signal such as the American Wide Area Augation System
(WAAS) and European Geostationary Navigation Overlay 8erfEGNOS).

2.6.1.4 Communications

There are a number of communication standards used by GPi&angymentations.
These are discussed below in the context of communicatibaska identified in the
taxonomy.

1. Sniffing (High Risk):

3See Phrack Magazine, Volume: 11, Issue: 60, Dec. 2002 fizteadn lost cost and portable GPS
jammer.https://www.phrack.com/
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e NMEA 0183:This is the defacto standard for marine navigation data com-
munication of location data from a GPS device over a serit lilak to an
application device. The NMEA 0183 Interface Standard [#&f]rees elec-
trical signal requirements, data transmission protocdltane, and specific
sentence formats for a 4800-baud serial data bus, withawiging any
cryptographic message integrity. As a result, there is b hgk of sniffing
because there is no cryptographic privacy protection.

e RTCM-104:This is the defacto standard for marine navigation data com-
munication of GPS differential corrections (D-GPS), tybig using ma-
rine radiobeacons[54]. This protocol does not make useyftography
for integrity protection, and as such is vulnerable to thmeattacks as
NMEA. We address these vulnerabilities in Chapter 3.

e RTCA:Satellite Based Augmentation systems such as WAAS usedhe st
dard protocol RTCA for communications of D-GPS data vialstseThis
is a standard protocol used in WAAS, EGNOS and MSAS. Thisomait
does not provide message integrity or encryption, and dsiswulnerable
to the same attacks as RTCM.

2. Spoofing(High Risk):

e NMEA 0183:As there is no cryptographic integrity or privacy protentio
NMEA messages can be easily spoofed. Simulator softwarabieaon
the Internet facilitates one method of achieving the cosatif fake NMEA
messages.

e RTCM-104: As there is no cryptographic integrity protection or authen
tication, RTCM messages are easily spoofed. The affectsspioafing
attack on a GPS receiver’s reported position depends orejbetion char-
acteristics of the GPS receiver. Inevitably some GPS receiwvill accept
virtually any correction data, regardless of how erronabiss

e RTCA:Similarly with RTCM, the lack of cryptographic integrity@ection
or authentication allows RTCA to be easily spoofed.

3. Denial of Service(High Risk):

e NMEA 0183:Denial of service is considered as a high risk, but this ddpen
on how the data is communicated to an application. The riskeoial of
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service for wireless transmission is high compared withrisle of denial
of service on a cable, where a remote attack would not belgessVhile
denial of service at the communications layer is possillles easier to
perform jamming on the signaling used for location acquaisito achieve
the same result.

e RTCM-104:Denial of service is considered a low risk, as it would hatse li
tle affect on navigation other than a potential reductioaaduracy if there
were no other DGPS stations available. In addition, jamnaim¥GPS ra-
diobeacon would take considerably more power than jamnhegateak
signal of GPS. If denial of service is required, it would thEnmore effec-
tive to jam the GPS signal rather than the DGPS signal.

e RTCA: Similarly to RTCM, the power required to jam RTCA data com-
munications transmitted by satellite-based or grounckthasigmentation
systems would be considerably more than that required tothenmwveak
signal of GPS. As such, jamming would not be effective in degy navi-
gation solution. It may be a safety-critical issue if the FIt€ansmissions
are jammed during a precision airplane approach, at whicé the pilots
should be warned of failure.

2.6.2 Global System for Mobile Communications

This subsection will discuss known vulnerabilities of GSMialassify known threats
that exploit these vulnerabilities.

2.6.2.1 Location Infrastructure

The vulnerabilities of the GSM infrastructure in the conteikthe attacks identified in
the taxonomy are detailed as follows.

1. Physical Disruption (Medium Risk): Physical disruption of GSM infrastructure
is possible with medium to high risk, depending where thacktis performed.
While Base Transceiver Stations (BTS) are vulnerable taiglaydisruption, the
benefits of denial of service attacks against individual 8i6Simited due to the
number and distributed nature of BTSs. If a Base Station iGtet (BSC) is
attacked, it will result in denial of service of all BTSs caited by the BSC.
An attack on a Mobile Services Switching Center (MSC), veRult in denial of
service to associated BSCs, and in turn the BTSs they control
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2. Tampering (Low Risk): Tampering with the GSM infrastructure depends on
the physical security of the sites. The physical securitgroMSC is consider-
ably higher than that of a BSC, which typically has bettergats security than a
BTS. For tampering to be affective without knowledge of assuibber’s location,
itwould require access to a BSC or MSC. Itis assumed thateanpis improb-
able; however this assumes adequate physical securitygéoraponents of the
infrastructure. If an adversary is able to get access to a&iSamper with the
BTS software with the knowledge that a targeted subscrgesing the BTS, it
is theoretically possible to send fictitious layer-3 Measuent Report messages
to the BSC in order to prevent handover to another BTS. Theradwy would
then modify and transmit messages responsible for congégaation informa-
tion to the BSC, such that the location of a given MS could bsofgd. The
degree of spoofing is dependent on the granularity of locatguired. This
type of attack is very unlikely to occur due to the enginegigomplexity and
cost involved, as well as the limited ability to spoof an M&cation over large
distances.

2.6.2.2 Location Device

The vulnerabilities of a GSM MS used for location, in the ettof the attacks iden-
tified in the taxonomy, are detailed as follows.

1. Disassociation(High Risk): Disassociation is a high risk, as the GSM Mobile
Station (MS) can be removed or separated from the assoabgelct. This risk
can be reduced to a medium risk using the association prioieepropose in
Chapter 4.

2. Cloning (Medium Risk): The risk of cloning is high due to the vulnerabilities
of the COMP128 authentication algorithm and the ability@oaver the secret
key in approximately 8 hours [16].

3. Mafia Fraud (Low Risk): There isimprobable risk of mafia fraud for infrastruc-
ture observed / calculated location, as the infrastruatuist be compromised.
For location where observations or calculations are peréolon the MS, there
is medium risk as it requires the MS to be compromised andhand¥lS to
cooperate.
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4. Physical Disruption (High Risk): There is a high risk of disruption by the
removal of the power supply or physical destruction.

5. Tampering (High Risk): An attack based on tampering with the receiver is
also high risk, as the device is typically not physicallywses and there are no
standardized mechanisms to authenticate the firmwareityteman application.

2.6.2.3 Signaling

The vulnerabilities of GSM signaling in the context of théaaks identified in the
taxonomy are detailed as follows.

1. Spoofing(Low):

e E-OTD: Spoofing of signaling used to measure the E-OTD is considered
improbable, as the OTD value is calculated from the timeedgifice of the
arrival of signal bursts from neighboring BTSs. An attackwabrequire
simulating the signals for at least one fake BTS in proximityhe MS. To
spoof a significant distance would require the simulatioatokast three
neighboring BTSs.

e TOA: Spoofing of signaling is considered improbable, as a sinigleas
burst from an MS is used to measure TOA at 3 geographicallgraép
BTSs. Spoofing the signal would have little or no affect onltoation.

e TA: Spoofing the signaling is considered improbable, as theasgmould
have to be simulated by a fake BTS, posing the problem of matgrthe
TA measurement to the Serving Mobile Location Center (SMLC)

2. Jamming (High):

e E-OTD: Jamming is considered high risk as GSM jammers have become
readily and cheaply available for purposes such as dengingce to MSs
in cinemas, hospitals, etc. The cell-phone size GSM jamimaws in Fig-
ure 2.19 is able to jam between 5-80 meters. Jamming is only practical
where the location of the MS is known. It is possible to jam aSBis
shown in [91]. Jamming enough infrastructure to signifiaatfect loca-
tion results is significantly more difficult and is consid&tew risk.

e TOA:Jamming is considered a high threat for the same reasona$E-

4Seehttp://www.netline.co.il/index.html
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e TA:Jamming is considered a high threat for the same reason©a$E-
3. Meaconing(Low):

e E-OTD: Meaconing is considered improbable, as the signal burstddvo
have to be buffered and retransmitted for at least one nergitgp BTS,
such that the signals are delayed when received at the M8ramt&his is
a theoretical attack and would require equipment not contyrfonnd, and
most likely require significant engineering effort. In atitoh, this attack
would require the attacker be in proximity of the MS. Meacgnwould
have a minimal affect in spoofing location of an MS.

e TOA: Meaconing is considered improbable for similar reasonbdsé de-
tailed in GSM E-OTD. The affect meaconing would have on thelbta-
tion would be minimal.

e TA: Meaconing the signaling is considered improbable, as themba-
surement is critical for TDMA adaptive frame alignment pFsses, and
is calculated in the BTS. Any value other than that represgrine MS’
propagation distance may result in a collision of signastswith an adja-
cent slot. As a result, it is very improbable that TA locataitained from
the GSM infrastructure could be spoofed.

Figure 2.19: Netline Commercial GSM Jammer
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2.6.2.4 Communications

The vulnerabilities of GSM communications in the contextraf attacks identified in
the taxonomy are detailed as follows

1. Sniffing (High-Low Risk):

e MS-BTS(Um)The risk of sniffing transmissions is high due to encryption
using the flawed A5 cipher. Barkan et al. in [8] propose a natbb
obtaining the A5 key in a few milliseconds, after which thengmissions
can be sniffed.

e BTS-BSC(Abis interface)fhere is a medium risk of sniffing where link-
level encryption is not implemented over this link. In GSMeté is no
requirement for the use of encryption for communications/iken the BTS
and BSC [47], and as such it may be possible to sniff data.

¢ Interfaces within infrastructure (A/Lb/Lc/Le/Lg/Lh/ly%): These commu-
nications occur within the infrastructure over the A/LbllLe/Lg/Lh/Lp/Ls
interfaces [43]. It is assumed that these interfaces lirdtesys that are
within physically secured locations, and are physicallyuse themselves.
It is therefore considered improbable that sniffing wouldwalue to the
lack of accessibility.

2. Spoofing(Low Risk):

e MS-BTS(Um): Spoofing is considered medium risk, as not only does it
involve attacking the A5 cipher, it also requires transimggffictitious mes-
sages masqueraded as another user.

e BTS-BSC(Abis interface)Spoofing is considered a low risk, as spoofing
would require interception and modification of signalingdata links be-
tween BTS and BSCs. Where microwave transmitters are ustisiim-
terface, it may be possible to intercept a line-of-sighhalgnd retransmit
modified versions of these messages. This would requiretthekar have
access to microwave transmitters and receivers, and teamntbrowave
links are not encrypted. The GSM standard does not specdygu@nement
for microwave links to be encrypted [47]. Such an attack wWaafuire sig-
nificant engineering and would be costly in terms of equipimequired.

SRefer to Appendix F for an overview of the GSM architecturel éime communication systems
between various components of the GSM infrastructure.
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¢ Interfaces within infrastructure (A/Lb/Lc/Le/Lg/Lh/I4g): It is assumed
that these interfaces link systems that are within phylsicdcured lo-
cations, and are physically secure themselves. It is tberefonsidered
improbable that spoofing could occur due to the lack of adoiisg

3. Denial of Service(High-Low Risk):

e MS-BTS(Um)There is a high risk of denial of service by jamming the MS
or BTS based using commercial GSM jammers.

e BTS-BSC(Abis interface)he risk of a denial of service attack is deemed
as medium, as it is possible to jam the microwave links wherBfhS-BSC
links are not cabled, to prevent transmission of locatiahassistance data.

e Interfaces within infrastructure (A/Lb/Lc/Le/Lg/Lh/Is): It is assumed
that these interfaces link systems that are within phylsicacured loca-
tions, and are physically secure themselves. It is thezefonsidered im-
probable that denial of service could occur due to the laccogssibility.

2.6.3 Infrastructure-based IEEE 802.11 Wireless LAN Locabn

There are numerous proposals for calculating location dineless LAN signaling,
typically using signal pathloss models. Location deriviesf 802.11 Wireless LAN
has been classified as it is used in a proximity-based patteeirfg proposal in Chap-
ter 5, and is illustrated in Figure 2.20. The following cifisation is based on the

mechanism used in Chapter 5.

Observations

* WLAN Monitor/
Access Point

WLAN Monitor/
Access Point
RSSI
_(Signaling)

|
WLAN Client

Application/
Location Server

WLAN Monitor/
Access Point

Figure 2.20: Infrastructure-based IEEE 802.11 WirelessllLAcation
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2.6.3.1 Location Infrastructure

The vulnerabilities of Wireless LAN infrastructure in thentext of the attacks identi-
fied in the taxonomy are detailed as follows.

1.

Physical Disruption (High Risk): Wireless LAN access points continually trans-
mit beacon frames which can be observed by freely availalbls such as “Air-
fart’®, and used with a pathloss model to locate access pointsén trgherform
physical disruption. Refer to Chapter 5 for details of ththjzsss model we use
in our Wireless LAN location system, and a review of other ocoonly used
models.

. Tampering (High Risk): Similarly with physical disruption of access points,

tampering with access point power, antennas, etc. can berpexd easily using
the beacon frames transmitted to locate the access point.

2.6.3.2 Location Device

The vulnerabilities of Wireless LAN devices used for looatiin the context of the
attacks identified in the taxonomy, are detailed as follows.

1.

Disassociation(High Risk): Disassociation is possible through relocation of a
WLAN card or its antenna from a client’s terminal to an algmlocation, such
that the client is in a different location to where the looatsystem determined
the WLAN transmitter is.

Cloning (Not Applicable): Cloning would only result in use of the same MAC
address as another client. This can be easily achieved lofisgpahe MAC ad-
dress of a client. Other than this, cloning would not haveafgct on location.

Mafia fraud (Not Applicable): Mafia fraud is not possible as the infrastructure
determines the location from signal pathloss.

. Physical Disruption (Low Risk): While physical disruption of a WLAN device

is possible, it would result in denial of service to the conmigations of the
client in addition to the location service. The locationvées is able to detect
the location of a client as long as it is transmitting infotroa. As such, we
deem physical disruption to be a minimal threat.

5Refer to Airfart Projechttp://airfart.sourceforge.net/
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5. Tampering (High Risk): Tampering with a WLAN card and its correct opera-
tions mode is trivial, as demonstrated in Chapter 6. WLANIsaare largely
software-based and as such, it is not difficult to instigatdicious activity
through modifications to the software or firmware of the WLANd

2.6.3.3 Signaling

The vulnerabilities of Wireless LAN signaling in the contef the attacks identified
in the taxonomy are detailed as follows.

1. Spoofing (High Risk): The signaling used for calculating the location is the

same signaling used for WLAN communications. The receivgdas strength
is measured, as it is used in the clear channel assessmentratgto determine
when a channel is free for transmission. When the signahgtineindication
(RSSI) is retrieved from a WLAN card, it is associated with A®address. It
is the MAC address that is used in identifying the client tisabeing located.
As the MAC address is easily changed, the location can befspasing this
technique.

2. Jamming (High Risk): Jamming of the WLAN signaling is trivial and can be
done using the techniques described in Chapter 6.

3. Meaconing (Not Applicable) Meaconing has no effect on WLAN location, as
the location is derived from signal pathloss not timing.

2.6.3.4 Communications

The vulnerabilities of Wireless LAN communications in thentext of the attacks
identified in the taxonomy are detailed as follows.

1. Sniffing (High/Medium Risk): Communications, where observations are com-

municated to the location server over the WLAN, can be sthiffery easily due
to vulnerabilities in the keying of the Wired Equivalent\Rcy (WEP) encryp-
tion scheme. These vulnerabilities are discussed in dat&lhapter 6. Where
communications is over physical wired, switched netwotks,risk of sniffing

is significantly reduced. Assuming an adversary can gaiasacto the network
on which observations are being communicated, an attacheoARP (Address
Resolution Protocol) tables of an etherswitch can res@tnnde on the network
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obtaining traffic not destined for itself. It would be mostgent to secure the
transmissions using cryptography, such that the originiategrity of observa-
tions can verified.

2. Spoofing (High/Low Risk): Spoofing is a high risk where observation data is
communicated over the WLAN. Where it is communicated overit@dvnet-
work, an attack similar to that used for sniffing would be poles The use of
encryption for integrity and confidentiality would prevesgtoofing of observa-
tions which would have the potential to spoof the locatioa afient.

3. Denial of Service(High/Low Risk): Denial of service of WLAN communi-
cations can be accomplished through jamming where locatiservations are
communicated using the WLAN. Where physical wiring is ugkd,risk of jam-
ming the communications is minimal.

2.6.4 MacDoran GPS Authentication System Proposal

The first GPS-based location authentication system wadajeaby [24], the “Cyber
Locator”, using a patented method of location determimgff®] to provide assurance
of location integrity. This system uses raw GPS signals tivel@ location signature,
where both the client and server have the same view of sate(lrigures 2.21, 2.22).
MacDoran in [70] states “The security afforded by the inv@mis actually enhanced
by the limitations placed on the broadcast GPS signals kras\8elective Availability
(SA)”. Before May 1, 2000 the Selective Availability polieyas degrading the satellite
pseudo ranging signals by dithering the navigation datargnoducing an error in the
clock (The Epsilon bias component), resulting in an apprnate position calculation.
For this reason it was improbable to predict the pseudo ramgeconsequently the
proposed location signature (LSS). After May 1, 2000 Selecvailability was no
longer active. The only variation in the signal is due to atpieeric and ionospheric
affects that have very few variations and do not change withindreds kilometers.
As such, we do not provide a classification of this architextu

2.6.5 Comparison of Classified Location Systems

This subsection provides a comparison of vulnerabilitresifthe classified location
technologies. The comparison is detailed in Table 2.1. &hé&trepresents risk as
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Figure 2.21: MacDoran Location Authentication Proposal
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Figure 2.22: Combination of Location Device Observed anid@ated Models

(L)ow, (M)edium or (H)igh risk. The attacks for which the &i®on systems are clas-
sified correspond with the taxonomy of attacks present§®ib.

Table 2.1 illustrates the severity of vulnerabilities witla location system. The
trust of an entire location system can be determined asubkedf the weakest compo-
nent. For location systems where the location result doegenoinate at the location
device, but rather at an application, the protocols compatimg the location informa-
tion to the destination application must also be considered

For GPS location systems, table 2.1 illustrates vulnetedslof GPS location and
the communications protocols, NMEA, RTCM and RTCA. In aail GPS, the com-
munication of location data from the GPS receiver to a rerapdication represents
the highest risk for attack. Secure versions of these conwation protocols should
be developed to mitigate this risk. In Chapter 3, we proposeaarity scheme for
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Location System Threats
Intrastr Devices Signaling Comms
Location Technology PD TA|DA CL MF PD TA|SP JA ME[SN SP DS
GPS L L - M M L
GPS - NMEA 1083 M
GPS - RTCM 104
GPS - RTCA
GSM M L M L
GSM - EOTD M
GSM - TOA L -

L

GSM - TA

GSM - BTS-MSC (Um)
GSM - Abis

GSM - A/Lb/Lc/Le/Lg/Lh/Lp/Ls L
IEEE 802.11 WLAN - - L -

rr=s
r=s

Table 2.1: Location System Vulnerabilities

RTCM used by marine radio beacons.

Future satellite-based location systems, such as the emgefgropean Galileo
project, will provide solutions to mitigate the vulneratids of civilian GPS signal-
ing attacks such as spoofing, jamming and meaconing thrdugluge of multiple
frequencies, navigation message authentication and giecr DMA codes. This fur-
ther emphasizes the requirement to develop secure tamgistant GPS receivers that
mitigate device vulnerabilities such as disassociatioough the use of trusted com-
puting methods. Such GPS devices could be authenticate@rasute the location
data obtained through a trusted location acquisition @®ceuld passed to a remote
application via a secure protocol. Device tamper-restgavould facilitate the chain-
ing of trust from the location infrastructure to the locatidevice and to the remote
application.

Most high-risk vulnerabilities in GSM-based location st can be found in the
location device and communications within the GSM netwdfiigation of GSM cell
phone (location device) vulnerabilities will significanthcrease the trust of location
acquired using EOTD as well as TOA and TA. In Chapter 4 we pse@number of
methods to achieve a greater degree of trust for GSM-basadido acquisition, as
well as a cell phone association protocol which increasesdmplexity of a disasso-
ciation attack.

Wireless LAN location systems suffer from high-risk vulaketlities in infrastruc-
ture, location devices (Wireless LAN clients) and data camitations. As all com-
ponents of the location system are vulnerable and ratedjasrisk, mitigation of any
single component would have a negligible affect. Wireleaslllocation systems re-
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quire a new paradigm for location acquisition if wirelessNiAased location data is
to be trusted.

2.7 Increasing Trust of Location Systems

Historically, military and civilian development of locati technologies has been seg-
regated. While much effort has been focused toward secofitycation in military
applications, there has been little research in the dewstop of secure location sys-
tems for use in critical civilian applications. We are onlyaae of mitigation measures
directed toward the use of GPS.

There is little unclassified literature on GPS anti-spoofedhniques. Carroll et al.
in [18] discusses a number of possible techniques for comgtspoofing including
the following:

1. Amplitude Discrimination;

2. Time-of-arrival discrimination;

3. Consistency of Navigation;

4. Polarization discrimination;

5. Angle-of-arrival discrimination; and
6. Cryptographic authentication.

Carroll et al. [18] notes that at present there are no pracatigtigation methods
available for spoofing attacks, and that a few potentialfgaive techniques would
be too expensive for some civil application, in particulgelligent transportation sys-
tems.

The following subsections will review a number of currerdiyailable and emerg-
ing vulnerability mitigation strategies for GPS, both nayptographic and crypto-
graphic.

2.7.1 Non-Cryptographic Signal Validation Techniques

Most non-cryptographic validation techniques were notgfesd to avoid intentional
attacks, but rather to indicate malfunctions of satelldeshe presence of physical
disturbances. Non-cryptographic signal validation iseolagn signal and navigation
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checks that attempt to detect irregularities. Dependinghefsophistication of the
spoofer and the signal validation measures used, a spo@fgibm successful in de-
ceiving a receiver that does not have access to signal dgigcagon.

A non-exhaustive list of signal and navigation checks dised by Scott in [87]
are detailed below.

Signal checks that can assist in detecting a spoofed signal:

e Monitoring of the Jamming-to-Noise power ratio (J/N) to cké&r energy levels
that are above normal,

e Monitoring the Carrier-to-Noise-density ratio (C/NO) foonsistency or unex-
pected C/NO given the J/N; and

e Monitoring of the phase difference between antenna elesnemtietect signals
that come from the same direction.

The following navigation checks can be performed to assideiecting a spoofed
signal:

e Continuity checking for time and position;

e Use of a trusted internal clock to detect time drift of a sgalo$ignal given the
likelihood spoofed signal is not synchronized with GPS time

e Use of other navigation sensors such as Inertial Measurebhts (IMU) to
check for inconsistencies and detect anomalies;

e Checking for large residual errors; and

e Use of Receiver Autonomous Integrity Monitoring (RAIM), other integrity
monitoring functions.

2.7.1.1 Integrity Monitoring Functions and Spoofing

Two integrity monitoring functions are discussed: Recee@tonomous Integrity
Monitoring (RAIM), and the WAAS/EGNOS GPS integrity moniilag services.

RAIM is a form of fault detection that allows a computerizeB$&receiver to mon-
itor the internal consistency of a set of redundant measemésrin the GPS receiver
to detect, and potentially remove, faulty measurements [84articular, RAIM may
assist in detection of spoofed differential correctiorssffeese would be inconsistent
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with its set of measurements. RAIM is good at detecting &dbadatellite, but is still
vulnerable to spoofing as far as a spoofer is able to simul&athy constellation
of satellites. The primary application this technology waseloped for aviation ap-
proach and landing augmentations.

GPS Augmentation systems can often be used to provide ityteqd availability
to the standard civilian GPS. WAAS and EGNOS both provideayirag signals that
can be used by a GPS receiver as if there were a part of the GRRgMtation. WAAS
notifies all users within 6 seconds of a problem with any §teh the GPS constel-
lation, including the WAAS signal itself. This type of intety indicates malfunctions
and physical disturbances. It provides information on tealth of the satellite con-
stellation and augmentation system, but does not proviget@graphic integrity or
authentication of the data source. The integrity data trattesd in RTCA messages in-
cludes information such as the carrier-to-noise-denatip (C/N,), which may assist
in detecting a spoofer.

As RTCA messages are not cryptographically protectedgiitjedata can be eas-
ily spoofed. While trivial attacks against the transmigssibintegrity monitoring func-
tions exist, they should not be used as a source of integaity. d

Similarly to space-based augmentation systems such as Wgvd8nd DGPS ra-
diobeacons provide an integrity service. For DGPS systéisprovide correction
data using RTCM messages, cryptographic integrity is novided. The current
RTCM protocol only provides a parity check for error deteotand correction. In
Chapter 3, we propose a security scheme for RTCM used by enatho beacons to
provide cryptographic authentication and integrity.

2.7.2 Cryptographic Signal Validation Techniques

This subsection discusses cryptographic validation tectas. These signal validation
techniques specifically deal with intentional attacks agiaisPS. Existing military sig-

nal validation techniques and a number of proposed civilaigalidation techniques
are reviewed in this subsection.

2.7.2.1 Selective Availability Anti-Spoofing Module

The Selective Availability Anti-Spoofing Module (SAASM) éstamper-resistant mod-
ule used in Military GPS receivers to provide protectioniagattacks on signaling
such as jamming and spoofing through the use of the P(Y) cadeidng authenti-
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cated signaling (Figure 2.28 This technology is currently restricted for use within
the US Department of Defense. There is little literatureudltbe SAASM, its cryp-
tosystem and its protocols, however, Callaghan and FrdehdW7] provide a high
level overview of the SAASM and Direct P(Y) signal acquisiti

Figure 2.23: L3 Xfactor Selective Availability Anti-Spoofing Module (SAASM)

Previous generation P(Y) code receivers required C/A cadeisition to obtain
an accurate time before acquiring the P(Y) code, enablimggpm@lent with the P(Y)
code when keyed with the classified red key. The red key is tesddcrypt encrypted
CDMA codes. The red key requires physical transfer to theivec by secure means.
The security of the red key is critical, as compromise of #ekey requires re-keying
of all P(Y) code receivers.

New generation P(Y) code receivers use a SAASM, which pesvidirect P(Y)
code acquisition without needing the C/A code, and allowsHe use of unclassified
black keys which can be electronically distributed as tfhaied in Figure 2.24 The
black key is unclassified because it is the red key encrypiéu tive public key of
the destination receiver. The black key is only decrypteithiwithe tamper-resistant
SAASM.

The SAASM module is manufactured by an approved manufacame: sent to the
Key Data Processor (KDP) Loading and Installation Facili€iIF) which is where
the cryptographic software is loaded onto the SAASM. Tharaegtric key pair is
generated and loaded onto the SAASM by the KLIF. The SAASMéntreturned to
the manufacturer where it is integrated into a GPS rece&ASM host equipment).
Before it is released to the end user, the SAASM is re-regidtevith the final desti-
nation by the KLIF. This process results in simpler keyirigwing the hardware and
black key to be declassified.

Interstate Electronics Corporation (L3) XfactérSAASM with KDP Il chipset. Seéattp://
www.iechome.com
8Sourced from: SAASM and Direct P(Y) Signal Acquisition [17]
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Figure 2.24: Old Red Key Versus New Black Key Keying Process

2.7.2.2 Navigation Message Authentication

Navigation message authentication is proposed by Sco&7hfpr GPS-IIl. He pro-
poses a digital signature scheme, whereby a new Type 7 AithBon message is
used to authenticate Type 1 - 6 messages for the proposednid®Csasignals.

Galileo, the European satellite navigation system duedarmetion in 2008, will
provide support for navigation message authenticatiorhenQpen Service (OS), a
service projected for civilian use. The authenticatiorteysis briefly described in the
Galilei Project Galileo Design Consolidation [56]. The igation message authenti-
cation would utilize public key cryptography, and presuiyiabclude a signature to
provide integrity and authenticity to the other navigatioessages. It is mentioned
that the public key would be distributed in a navigation naggson all satellites. A
high-level diagram of the Galileo navigation message autba&tion scheme is shown
in Figure 2.28.

Navigation message authentication would significantlyease the difficulty of a
spoofing attack. Such a scheme would require at minimum a agigation message
containing a digital signature of other navigation messagmtaining data including
the ephemeris data. This would prevent an attacker fromlatmg navigation mes-
sages, significantly increasing the complexity of spoofing.

Spoofing could still theoretically be performed, howevarattacker would need to
receive the legitimate signal in real time, obtain the nati@h messages and modulate

9Sourced from: The Galilei Project: GALILEO Design Consalidn [56]
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Figure 2.25: Galileo Navigation Message Authentication

them over a simulated signal in order to spoof the locatiors nated by Scott in
[87], if the intended victim is already tracking legitimadgnals, the time window
of acceptance is very small, and would therefore require rezd-time reception and
remodulation over simulated signals. There is currenthicammercial-off-the shelf
simulator that has this functionality. Discussions withwamioer of engineers from
two leading vendors of GPS simulators have indicated thanaber of simulators are
programmable and may be able to facilitate such functionali

2.7.2.3 Signal Authentication

Next generation GNSS (GPS l1ll and Galileo) will provide wass levels of authenti-
cated signaling to civil receivers. The European Galilesiesy is projected to provide
the following services with signal authentication:

1. Commercial Service (CSYransmitted on the E5, E6 and L1 frequencies. Ac-
cess to CS signals is controlled though the use of encrypBdACcodes and
encrypted navigation data messages. All CS data is proagedrvice providers
that interface with the Galileo Control Center; and

2. Public Regulated Service (PRSyansmitted on the E5, E6 and L1 frequencies.
Access to PRS signals is restricted though the use of et yfiDMA codes and
encrypted navigation data messages. This service is iathiodgovernment and
military use.

Details of the cryptographic authentication schemes @fdlservices have not been
disclosed to date. It is assumed that they will operate imalai manner to the P(Y)
service and will utilize technology similar to the SAASM.d&tin [87] proposes two
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classes of a new type of spreading code authentication f@-BRivilian applica-
tions:

1. Public spreading code authenticatioB8pread Spectrum Security Codes (SSSC)
interleaved with the normal spreading codes are used tiitéeisignal authen-
tication. A receiver is able to authenticate the signal areig of a proposed
Type 7 Authentication message, which is used to generat8 3% sequence.
The message is released several minutes after the sequanedréady been
transmitted. This allows the receiver to despread preWyadlected and stored
samples. The signal is authenticated when the SSSC is éétatthe correct
power level; and

2. Private spreading code authenticatioBimilar to public spreading code authen-
tication, except it uses a tamper-resistant Civil Anti-@jony Security Module
(CASM) that stores a protected red key, which is used in coatlwn with the
Type 7 Authentication message to generate an SSSC usedicgibcfor pri-
vate spreading code authentication. This SSSC is traremmittthe future with
respect to the authentication message, significantly regube authentication
delays experienced in public spreading code authentitatio

2.8 Discussion

Trust can be increased through the mitigation of vulneitasl in location systems.

Where location devices are used in critical applicatians,imperative that the device
can be trusted if it performs any observation or calculafiomctions. The use of

tamper-resistance and trusted computing methods couldidtea higher assurance of
trust in location devices. In addition, the problems of dgrciation may be remedied
through the use of tamper-resistant mountings that prokectocation device from

disassociation.

Secure communication of both location data and augmentdata are critical to
the security and reliability of critical applications. Teds need for further research
into secure protocols to replace the currently insecure KIVEETCA and RTCM pro-
tocols. Critical applications can utilize existing tecloges such as GSM A-GPS for
its security services such as encryption of the D-GPS coores; providing a work-
able solution to the absence of a secure augmentation daiaeseThe other GSM
location mechanisms can provide a redundant location Ipaskauld there be a GPS
outage.
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The Galileo constellation is under development and will perative from 2008.
It will be composed of 27 active satellites + 3 spare saédlin Medium Earth Or-
bit. It has been projected on 6 bands: the E5a (1176.45MHz, GRS L5) and
E5b(1207.14MHz, the Glonass L3), the band E6 (1278.75MHir) the GPS L1
(1575.42MHz) 8 MHz wider (extension E2 and E1) as detaile(bBi. The inter-
operability with GPS is realized by having two common freggies in E5a/L5 and
L1.

As Galileo is still under development there are no detailgecsications on sig-
nals and cryptography. There are few technical descrigticom the European Space
Agency (ESA) documents, as detailed in [31] and [32]. Futuoek will involve in-
vestigating the Galileo proposals and exploring how theseservices can be used in
critical applications.

2.9 Summary

In this chapter, we have presented an informal frameworkHeranalysis of trusted
location systems. This framework contains a number of prmes that must be secure
in order for a location system to be trusted. A taxonomy ack$ on these primitives
was detailed, and used as a basis for a classification of aerafltommon loca-
tion technologies, including the proposed Wireless LANakban system in Chapter 5.
Lastly, this chapter discussed a number of technologidsatigaavailable to mitigate
known vulnerabilities.

The following two Chapters present proposals for increpie trust of GPS and
GSM location systems.
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Chapter 3

Broadcast Authentication and
Integrity Augmentation for Trusted
Differential GPS in Marine Navigation

3.1 Introduction

In this chapter we investigate attacks that can be mountathsignarine Differential
GPS radiobeacons in an attempt to spoof the location of anm&gassel, or facilitate
denial of service of GPS-based navigation.

GPS does not provide instantaneous warning of system ncaifuns, nor is a
standard GPS receiver able to detect intentional malfonsti Much effort has been
directed at providing integrity for aviation applicatiosach as precision and non-
precision approaches. Receiver Autonomous Integrity koimg (RAIM) is a GPS
integrity verification technology that has been developadaviation applications.
RAIM monitors the internal consistency of a set of redundaetisurements in the
GPS receiver to detect, and potentially remove, faulty mesmsents.

While RAIM technology could be used in marine applicatiahappears as though
maritime radiobeacons are predominantly used for intggranitoring of GPS as well
as enhancing positioning accuracy. Carroll et al. in [18htioans that the International
Marine Organization (IMO) is developing a marine RAIM stamdl however this is
likely to be very costly and as such, not adopted by smallattimmee operators who
require access to constricted waterways.

59
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Carroll et al. in [18] states than DGPS has already demaestithe ability to
greatly increase the safety of most maritime operationss # reliable navigation
aid in poor weather and where constricted channels or whaffectcongestion may
increase the risk of an adverse event.

We are not aware of any previous work on DGPS vulnerabilibedate, except
for a mention by Carroll et al. in [18], “A Vulnerability Assement of the Transporta-
tion Infrastructure Relying on GPS”, mandated by a PregidEeDecision Directive to
undertake a thorough evaluation of the US national trartgpon infrastructure. The
report states that a spoofing attack on a DGPS radiobeacanestially feasible, but
does not elaborate further. The US Department of Trangjpamt&olpe Center as of
February 2004, does not appear to have any active projeasifiging or working on
vulnerabilities in DGPS systerhs

This chapter will present an overview of marine DGP§ 812 and discuss a num-
ber of attacks that can theoretically be mounted against®@Badcast stations, in an
attempt to spoof location or facilitate denial of service i.3.

In addition, this chapter attempts to address these sgéessites through the pro-
posal of an authentication and integrity scheme; i8.4 that can assure the DGPS
broadcasts originate from a trusted source, and that thedbast data has not been
tampered with.

This is facilitated through our proposed variation of then@&i Efficient Stream
Loss-tolerant Authentication (TESLA) protocol [80] (Refe Appendix A) that pro-
vides the basis from which integrity and authenticity isyided to broadcast RTCM
messages (Messages for differential GPS standardizedelbipatio Technical Com-
mission for Maritime Services (RTCM)). The security of theposed scheme will be
discussed, and finally efficiency and time/bandwidth cokte@proposed implemen-
tation of this scheme will be discussedi3.5.

Portions of this chapter have been published in the paperrocadtast Authenti-
cation and Integrity Augmentation for Trusted Differeh@®PS in Marine Navigation.
In the Workshop on Cryptographic Algorithms and their Uggsldcoast, Australia,
July 2004.

IRefer tohttp://www.volpe.dot.gov/gps/projects.html for active projects from the
\Volpe GPS group.



3.2. Marine Differential GPS Augmentation 61

3.2 Marine Differential GPS Augmentation

The marine DGPS navigation service is an augmentation to, @fSiding pseudo-
range corrections and other ancillary information suchadsli¢e health. This is de-
signed to facilitate accurate navigation for critical harlpproach areas, as well as
navigation through critical constricted waterways.

The following subsections will briefly introduce the contepehind differential
GPS, and discuss the implementation specific to marine lvadons.

3.2.1 Differential GPS

The accuracy of the Global Positioning System (GPS) is &fteloy numerous sources
of errors.

1. Satellite clocksErrors can be introduced from minute discrepancies thatrocc
in the atomic clocks used on the satellites;

2. Satellite ephemeris prediction errorfhe satellite orbit is constantly monitored,
however slight orbit or “ephemeris” errors can occur in begw monitoring in-
tervals;

3. lonospheric delayCharged particles of the ionosphere may cause delays on the
GPS signaling;

4. Tropospheric delay.The GPS signaling can be delayed by water vapor in the
troposphere;

5. Multipath errors.Multiple copies of the signal can be received at a GPS receive
due to the effects of signal reflection, refraction, diffram, etc. Some receivers
use sophisticated signal rejection techniques to mininthizseproblem.

6. Artificial errors. Up till May 2000, the U.S. Department of Defense used selec-
tive availability to degrade location accuracy to civilianon-authorized users.
This was done by dithering the satellite clock and / or breatlng erroneous
orbital ephemeris data to create a pseudorange error.

The above errors can be reduced by applying correctiongfosbudoranges. A DGPS
monitoring station within 200km of a GPS receiver will bothserve the same pseu-
doranging signals and are prone to the same errors, givebatawill have traveled



Chapter 3. Broadcast Authentication and Integrity Augmentation for Trusted
62 Differential GPS in Marine Navigation

though virtually the same part of the atmosphere. A DGPS taong station mea-
sures timing errors by comparing the observed time of drwith the calculated time
of arrival, given the known fixed position of the monitoringtson. This error infor-
mation is then transmitted to a DGPS receiver in the form ef afferential range
error (UDRE) scale factors and pseudorange correctiongdine satellites.

Typical errors that can be seen in GPS and corrected usingSDae€ detailed in
Table 3.2. The table illustrates the affect DGPS corrections can lwaverrors in
GPS. While receiver noise and multipath effects are noected by DGPS, they only
account for an insignificant proportion of the errors introed in standard GPS.

Standard GPS Differential GPS

Satellite Clocks 1.5 0
Orbit Errors 25 0
lonosphere 5.0 0.4
Troposphere 0.5 0.2
Receiver Noise 0.3 0.3
Multipath 0.6 0.6

Table 3.1: Typical Error in Meters (per satellite) affegti@PS and DGPS Accuracy

3.2.2 Marine DGPS

Marine DGPS radiobeacons operate in the frequency rang&-228%kHz, using Min-
imum Shift Keying (MSK) modulation to transmit the correxis. The corrections
are transmitted using the RTCM-SC104 protocol [54]. Theyehanges from 40 to
300 nautical miles. These are not commercial servicesgratherated by government
authorities.

The broadcast standard for the United States Coast Guar@D@&@HRgation service
[99] details the requirements for DGPS monitoring statiand receivers for use in
marine navigation as follows.

It is a requirement that DGPS monitoring stations ensuratiegrity of the broad-
cast pseudorange corrections on the pseudorange levell@aswa the positional level
through the use of integrity monitors. Figure 3.1 illusdsathe integrity monitoring
process.

2Sourced fronhttp://www.trimble.com/gps/errorsources.html .
3Seehttp://www.navcen.uscg.gov/ for DGPS sites within the USA, artdtp://www.
iala-aism.org/web/index.html for a list of world-wide maritime DGPS sites
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Figure 3.1: DGPS Integrity Monitoring Process

A DGPS receiver must alert the user of any out of tolerancebealthy conditions
in the DGPS corrections. This is done through the followitegra mechanisms as
specified in [99]:

e Pseudorange AlarmsThese alarms are broadcast by setting the pseudo range
corrections (PRC) field of the RTCM message header to 1000 0000 0000
and the RRC field to 1000 0000. The user equipment shouldtdéiscsetting
and immediately stop applying any PRC derived informationthat satellite
until the alarm condition ends.

e Position Alarms.These alarms occur when either an insufficient constetfiatio
exists due to the lack of healthy pseudoranges or the failiitiee pseudorange
weighting or monitoring functions.

e Unmonitored Alarm.This alarm is raised when the corrections are not being
monitored. In this case integrity in not provided.

The application of integrity messages is defined in [99] sihett if an unhealthy
or unmonitored condition exists as indicated by the meskagder of any message, it
should be conveyed to the user equipment as a textual messagilition, unhealthy
or unmonitored conditions should cause a visual alarm toaet

The RTCM messages that can be broadcast are detailed in 3@blelfhe most
common messages transmitted are type 9 - GPS partial dorraett. These messages
are commonly transmitted with correction data for up to &lliggs in each message,
such that for 12 visible satellites, 4 type 9 messages woallorbadcast.
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No. Message Name Description
1 Differential GPS Corrections This is the primary message type used to provide
Fixed pseudorange corrections.
3 GPS Reference Station Param¥his message contains the reference station’s ge-
eters Fixed ographical location in Earth-Centered-Earth-Fixed

(ECEF) coordinates. This message is typically
transmitted every 3 to 30 minutes depending on the
service provider.

5 GPS Constellation HealthThis message contains information notifying users

Fixed of satellite health.

6 GPS Null Frame Fixed This message is used as a transmisiemfdr
when there are no other messages transmitted.

7 DGPS Radiobeacon AlmanacThis message provides a DGPS receiver with the in-

Fixed formation to select the optimum DGPS transmitter.
9 GPS Partial Correction SetThis message is of the same format as type 1, how-
Fixed ever unlike message type 1, it contains a smaller

number of satellites. This message is transmitted at
amuch higher rate than the type 1 message, allowing
a faster resynchronization.

16  GPS Special Message Fixed This message is used to conaly h8ssages.

Table 3.2: RTCM Fixed Message Types

3.3 Attacks Against DGPS Transmissions

This section discusses possible attacks against marineSDr&Hobeacons with the
intention of maliciously causing errors in the locationatdétion of a DGPS receiver,
or denial of service.

While DGPS systems may facilitate integrity monitoring lo¢ tGPS constellation
and the corrections that are being transmitted, it doesmeige any origin authenti-
cation or integrity protection of these transmissions.

RTCM-SC104 messages include 6 bits of parity in each 30 bitlwdVhile this
provides protection against unintentional message cbompit does not prevent an
adversary from changing a message and recalculating titg. faecause there is no
origin authentication of RTCM messages, it is very diffidoldifferentiate between a
legitimate DGPS radiobeacon and a malicious one.

Similarly to GPS, DGPS is vulnerable to jamming and spoofitacis, however
there is very little publicly available information on tleegulnerabilities. Carroll et al.
in [18] mentions that spoofing attacks on DGPS broadcasbstaare hypothetically
possible, however does not elaborate on the types of attacks
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A number of possible attacks are summarized below, howkegrare hypothetical
as we are not able to validate them. To a large extent, thigyatbisuccessfully perform
an attack on a civilian receiver depends on its sophistinath rejecting erroneous
correction data. We have identified two categories of agdahkt can be performed
against DGPS, which are discussed in the following subsesti

3.3.1 DGPS Spoofing

DGPS spoofing involves providing incorrect corrections 0@PS user, with the in-
tention to mislead them as to their location. The affects ff@ofing attack on a GPS
receiver’s position solution depends on the rejectionattaristics of the GPS receiver.
Inevitably some GPS receivers will accept virtually anyreotion data, regardless of
how erroneous it is.

Spoofing GPS requires significant resources, such as a GR&smto produce
fake signals. While the Coarse/Acquisition (C/A) code isWn and is relatively easy
to generate, the signal structure and modulation techraggisignificantly more com-
plex than DGPS. The signal structure of DGPS is known anittio recreate. RTCM
message encoders are readily available on the Internettasf parojects such as DG-
PSIP.

Spoofing can possibly be achieved by providing misleadifaymation in the fol-
lowing messages:

e Type 1 - Differential GPS Correctionslhis message provides correction data
for satellites in view of the DGPS reference station. It isdifo provide psue-
dorange corrections (PRC) to a user for a GPS measuremamedt such that:
PRQt) = PRCt;) + RRC- (t —ty), wherePRCis the pseudorange correction,
RRCis the rate of change of the pseudorange correctionj@isdhe modified
Z-COUNT from the message header. The pseudorange measured by the use
PRM(t) can be corrected, such thdR(t) = PRM(t) + PRCt). Misleading
pseudorange and rate-range corrections can be sent toehim usder to spoof
their location.

Misleading information can be provided for the User Diffeial Range Error
(UDRE) parameter, which is an estimate of the standard tlemiaf the dif-

4DGPSIP is an open-source platform for providing DGPS caioas using RTCM over IP. Refer to
http://www.wsrcc.com/wolfgang/gps/dgps-ip.html

5The modifiedZ-COUNT s a counter used for synchronlzatlon that increments eddiyseconds
from 0 to 6000
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ferential error as determined at the reference station. UBDRE can be used
to weight the user’s position solution. Providing misleadinformation in the
header may also contribute in spoofing the position solufanuser.

e Type 9 - GPS Partial Correction Sefthis message is similar to Type 1 messages,
with the exception that corrections for a maximum of 3 sdésllare transmitted
instead of all visible satellites.

e Type 5 - GPS Constellation Healtithis message is used to notify user equip-
ment that an unhealthy satellite is deemed usable for DGR8iaG@ GPS re-
ceivers that detect spoofing though monitoring of carwentise-density ratio
(C/Np) for inconsistency or unexpecté@/N,) from a DGPS monitoring site,
could potentially be convinced that a spoofed GPS signalomasistent.

The broadcast standard for the US Coast Guard DGPS navigseivice [99]
states that an unhealthy broadcast should not be used ungeiraumstances. A
healthy broadcast is one that is classified as healthy byrdadocast messages, is
presently monitored, and the the PRC timeout (where age & EXeeds 30 sec-
onds) is not exceeded for at least four satellites. It furthates that the closest DGPS
station should be chosen, where more than one broadcasiilalde, provided it is
healthy. The closest DGPS station should even be used iigmslisstrength is low
relative to other received signals.

A mitigating measure to increase survivability is to montioe corrections from
as many DGPS sites as possible, discarding broadcastséhmicansistent with the
majority of broadcasts. This should be possible due to thke level of coverage.

The denial of service techniques described in the followdngsection may op-
timize the spoofing attacks described above, limiting theosunding DGPS stations
that may be used for providing a cross-check.

3.3.2 DGPS Denial of Service

There are two methods we have identified for achieving derfisérvice:

1. Jamming the DGPS transmissiof3GPS jamming involves causing denial of
service though blocking Very High Frequency(VHF) transsiaas at opportune
times. This is typically done by the deliberate radiatiorremadiation of elec-
tromagnetic energy, where the transmitting power of a jamgndevice must
exceed the power of the signal. While jamming DGPS may requisre power
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than GPS, it should be trivial as the DGPS transmissions tatiize modula-
tion techniques that are resistant to jamming, such asregti&éncy hopping or
direct sequence spreading.

2. Denial of service through spoofing health messagBased on the spoofing
methods discussed in the previous subsection, it would I3silple to cause
denial of service by providing misleading information iretfollowing RTCM
messages:

e Type 5 - GPS Constellation HealtfThis message could theoretically be
used to convince the user equipment that a given set ofisededkre unus-
able. This could be done by setting the LOSS OF SATTELITE WARG
parameter to 1, indicating to the user equipment that a ehamthe satel-
lite’s state to “unhealthy” is scheduled. In addition, th&T& HEALTH
parameter could be set to 111, indicating that some or alhefsatellite
almanac data is bad. The ability of the user equipment tampartross
checks, determines the extent of denial of service that eachieved.

e Type 7 - DGPS Radiobeacon Almanathis message is used to aid the
user equipment in its choice of a DGPS transmitter. The pai@rs, RA-
DIOBEACON RANGE, RADIOBEACON HEALTH, and STATION ID
can be used to convey false information, such that the us@pmegnt
deems the neighboring beacons as unhealthy, or unsatisfdot correc-
tions due to the range. This message can also be used tooparmspoofing
attack, such that other DGPS transmitters that may be irerang disre-
garded.

Attacks that involve message manipulation, or broadcashalfcious messages
are theoretically possible due to the absence of originesuittation and the absence
of cryptographic integrity protection. In the followingaen, we describe a remedy
to assist in overcoming this problem.

3.4 Proposed Message Authentication and Integrity Scheme
for RTCM-SC104

There are a number of requirements for RTCM message trasiemsésthat must be
considered in developing an authentication and integtign@entation for DGPS:
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1. It is a requirement of DGPS receivers that no pseudoraogeations may be
applied to the the user’s navigations solution if its agesexis 30 seconds [99];

2. Bandwidth is very constrained, as DGPS broadcast statyqically transmit at
100 or 200bps;

3. Ancillary messages should be limited to 17 words. Thisst@mt is due to the
requirement that type 16 - GPS Special Messages are noteée@¥cl seconds
of transmission at 100bps (17 words) [99]. As such, messaggs for the au-
thentication and integrity scheme must be limited to at rtastsize;

4. The shorter the message, the greater the frequency of Rii€aders, signif-
icantly improving impulse noise performance. In additishprter correction
messages provide lower latency and operate better at lawdegs or in noisy
environments; and

5. The computational power available to DGPS receivers neayntited in some
circumstances. In larger vessels this would not be a coradidae.

Traditional asymmetric signature mechanisms can be usgtide both authen-
tication and cryptographic integrity protection. Thesech@snisms however, are too
costly in both bandwidth, for the transmission of signasutaad associated public key
certificates, and in computation, for them to be used in DG®Ssuch, light-weight
broadcast authentication protocols were investigated.

As modification of RTCM messages would result in incompétibwith existing
receivers, it was necessary to create additional messagésfor supporting the au-
thentication and integrity scheme, such that if the DGP8ivec does not support the
scheme, the integrity and authentication messages areeiginBroviding an additional
integrity message for each RTCM message transmitted wesldaltrin an inefficient
use of the very limited bandwidth, and reduce the ability @RS stations to pro-
vide corrections without significant delay. As such, we @®gx a modification to the
TESLA protocol (Refer to Appendix A), which is detailed iretfollowing subsections.

3.4.1 Initial Setup

A given DGPS monitor station is representeddaand a DGPS receiver is represented
asB. y = F(x) is a secure one-way function, such that it is infeasible toutate x
fromy.
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The following initialization procedure is used to setup athahain, such that there
is a hash valud, for every 12 seconds of each hour for a total of 300 12 second
intervals, and an additional vallg that can be distributed to clients.

1. Acomputesso, = F(s), wheresis a random secret number chosenfy

2. A computesK, by hashingKso, 300 times, such thasgg = F(Ksq), Kags =
F(Kagg), ...Ko = F(K;). The valueKsyy...K, are kept secret.

3. A— B: Sig(Kyp), Certa

It is assumed that the DGPS broadcast station’s public keyblean certified by a
root DGPS authority, and the public key of the root authohig been installed on
the DGPS receiver via an offline process. Hence the cersficatresponding to the
private key of a DGPS broadcast station can be verified byenddGPS receiver, and
therefore can validate the signature used to authentiGatd he signature oK, for
each new hash chain at the beginning of each hour is to bédigtd 5 minutes before
the commencement of the new chain in the proposed Type-58agegFigure 3.7).

As Siga(Ky) andCert, are comparatively large and data bandwidth is limited,ghes
message entities are fragmented over 12 message sequeredsde the overhead on
communications. A DGPS receiver must obtain the 12 messageder to reassemble
the public key certificate of the DGPS site, such that it caifyw#he integrity of DGPS
transmissions. This process takes approximately 5 mirait280bps. The certificate
format is detailed in Table 3.3 and is based on an X509 cet#jaetaining only the
necessary fields in order to minimize its size. The Subjelct fgethe 10 bit broadcast
station ID defined in RTCM. The size of the public key and stgreare based on the
use of 160 bit Elliptic Curve Cryptography (ECC), which pides equivalent security
of 1024 bit RSA.

Issuer ID: 80 bits (10 characters)
Subject: 10 bits (BS-ID)

Valid from: 24 bits

Valid to: 24 bits

Public key: &) 160 bits (ECC)
Signature: K;) 320 bits (ECC)

Table 3.3: Public Key Certificat€erty
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3.4.2 The Broadcast Protocol

The protocol is synchronized in two ways:

e Time synchronizatiorifheZ-COUNTfield in the header of RTCM messages fa-

cilitates the time synchronization of the DGPS monitoritagisn and the DGPS
receiver. TheZ-COUNT field counts from 0 to 6000, incrementing every 0.6
seconds. We define protocol timeslots, such that each timbéa$ a duration of
12 seconds (Z2-COUNTincrement of 20). The secret hash valkgg, to K, are
sequentially released in each timeslot.

Message sequence synchronizatidhe sequence (SEQield in the header of
RTCM messages counts from 0 to 7, facilitating message sgnation. We
propose using this field to synchronize the protocol, suehé¢hch protocol se-
guence contains 8 messages, the first 7 messages of whickearéou existing
RTCM messages. The eighth message is an integrity messdge @efined in

§ 3.5. An integrity messaghl,, contains an iterated Message Authentication
Code (MAC) calculated from the first 7 messages in the sequand keyed by
Ky, the hash value,,», 28 bits ofSiga(K,) of the current hash chain, and 52
bits of Certa.

L 12 seconds N|
< >
T-SLOT (i+2) T-SLOT (i+3)
My [ M, [ My (MM, (M (Mg [ m,
:\ M'0| m, M'2|M'3|M'4 w, M'ﬁ| m,
v =\ A R AP A PP NP
mseq (s) N
mseq (s+1) \ ~ /
mseq‘(s-%—Z)

Figure 3.2: Example of Timeslots and Asynchronous Messageé&hces

Figure 3.2 illustrates the protocol synchronization, aot hmessage sequences
are asynchronously transmitted. It can be observed frorditggam that thé; cor-
responds to a single timeslot, and as such that MAC of the ageskashes in the
sequence are keyed using a key generated from the hashpmrdesg to this times-
lot. If My is transmitted over two time slots, the timeslot at whichltleginning of the
message commenced is used for the keying of the MAC.
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Figure 3.3 illustrates the generation of the integrity rages from the other mes-
sages in a given sequence, and the keys derived from the alagswn the hash chain.

Time Interval i+/ Time Interval i+2 Time Interval i+3

| m, I m, I m | m, I m, I m | m, I m, I

Message Sequence

Figure 3.3: Broadcast Authentication Protocol with Intggr

In order to be backwards compatible with existing DGPS remsiand the RTCM
protocol, integrity cannot be added to existing messagas.tDthe limited communi-
cations bandwidth, it is not practical to transmit an iniiggmessage for each RTCM
message. Not only would this severely reduce effective comoations bandwidth, it
would significantly delay high rate partial GPS correctigR§CM Message Type-9).
To overcome this limitation, an iterated MAC is used, sudt thtegrity is provided to
a given message sequence rather than each individual reessag

Figure 3.4 illustrates an iterated MAC (keyed hash function). The MAQn-
cluded inM; is generated based on the hashes of messagesr in a given message
sequence. This effectively means that an integrity faibir& message within a given
sequence would result in integrity failure for all messagebe sequence.

3.4.3 \Verification

This section details the verification process as perfornmetthe user's DGPS receiver.
We define the following notation such that:

8Diagram sourced from Handbook of Applied Cryptography [pB32.
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original input =
hash function i

preprocessing

L
append padding bits

append length block

formatted
inputr = zyx -y

iterated processing

compression
function f

‘]; Hy=1V
]

L
output h(z) = g(H,)

Figure 3.4: General Model for Iterative Hash Function

e HASHrepresents a hash value;
e F(x) is a secure hash function, such that it is infeasible to tailex from F(x);
e F'(X) is a secure key generation function;

e T-SLOTrepresents the timeslot used for hash distribution. It isutated as a
function of the RTCM head&t-COUNTfield, such that th&-SLOT= INT (£S5
and

e MAC denotes a message authentication code calculated usitgyated keyed
hash MAC algorithm.

The DGPS receiver maintains two sequences, a message sequsey) a buffer
sequencéseq and a set of hashvaluaashvalues

e mseqdenotes a sequence of message hashesqg seqHASH

e bseqdenotes a sequence of triplets containing a timeslot, tresage sequence
and a MAC.bseq: sed T-SLOT, mseqMAC); and

e hashvaluesienotes the functiohashvalues HASH — T-SLOT, such that a
hashvalue maps to a given timeslot.
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The example below details the verification procedure for &@B@eceiver, starting
to verify messages from timeslot+ 2, wherei is the first timeslot for a the current
hash chain, and the current timeslot is 2 (Refer to Figure 3.2).

In timesloti + 2, messageM,, ..Mz, M{,, M are received by the DGPS receiver.
First the hash oM, is concatenated to the sequemseq A triplet containing the
timeslot of the last message in the sequeiMe,mseq and the MAC of the message
sequence obtained froM, is concatenated tbufseq On conclusion of a message
sequence, and buffering of the message hashesgs reset to an empty sequence.

If M- is received, the released hash value is verified in order tloeaticate the
source of the hash. The authentication is performed by hgshe released hash value
until K, is verified.

Although bufseqgrepresents a complete message sequence, it cannot bedverifie
until hashvalue ;5 or later is released. For example, if there isMgin a timeslot
whenKis) is released, and the net; containsK;.¢), the receiver can simply hash
K(it6) to produceK ;).

As with M,, the other messages received in the timeslot are hashedandte-
nated to the message bufferseq

From the previous timesldt + 1), mseg= (F(My), F(M;))

Timeslot (i + 2):
Received messagés,, M3, My, M5, Mg, M7, M{;, M}

mseq = mseq" (F(My),F(M3), F(My), F(Ms), F(Ms))
bufseq = bufseq™ (T-SLOTy., mseqMACwy, .v,)
mseq = ()

B verifiesK i) by verifying
K(i+1) = F(K(i+2))a Ko = F(Kl)

hashvalugs= hashvalues) {Kj ) — T-SLOTy, }
mseq = mseq " (F(Mp), F(My))

As K5 is notyet released, the finstsegn thebufseqcannot be verified yet. Timeslot
I + 3 proceeds similarly to that of+ 2.
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Timeslot (i + 3):
Received messagés),, M;, M, M, Mg, M7, M{, M{, My, M5, M}

mseq = mseq (F(My), F(Mg), F(Mj}), F(M5), F(Mg))
bufseq = bufsed” (T-SLOTy,, mseqMACy; ;)
mseq = ()

B verifiesK i, 3) by verifying
Ki+s) = F(Ki+2)

hashvalues= hashvalues) {K3) — T-SLOTy. }

Intimeslot(i+5), Ki5) is released ib?”’. After performing the buffering process asin
timesloti 4 2, the verification of message sequences for which the newdgsed hash
value is required, are verified. The MAC of the message sexpjerag, is calculated
and compared to the MAC stored in the buffered message segACy;, .. The
MAC is computed using the message hashes and a key genemateddcure key
generation functionk’, which computes a key using the hash value returned for the
time sIot,T—SLOTM; in thehashvalueset.

Timeslot (i + 5):
Received messagés’, M2, M’ MY’

(Buffering process of message hashes and correspondieglots proceeds
as in timeslot (4 2))

mseq = head bufseq
= (T-SLOTw,, (F(Mp), F(M), F(M3), F (M), F(M}), F (M), F(M)),
MACMO..MG)
mag = MAC(F(Mp)..F(M§))r (hashvaiuesr-sLor, ))

if mag = MACy;.w;, messagebl;,..Mg have not been tampered with and
originated from a certified DGPS broadcast source.
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3.4.4 Discussion of Protocol Security

In this section we discuss the security of the modified TESkétqrol. Archer in
[4] presents a mechanized correctness proof of the basit Ap&tocol [80] using
TAME’. Archer in the paper also concludes that the degree of sityilaf the proof
of an analogous protocol to the proof of basic TESLA will degpe@n the degree of
difference of this protocol from basic TESLA.

We assume that changes to the basic TESLA protocol do notfynibdi security
properties of the proposed protocol. The proposed protimesd not vary significantly
from the basic TESLA protocol except in its use of an iterad¥AIC for generation
of a single integrity message, rather than a standard MAGgbgenerated for each
message transmitted.

A receiver can verify an integrity message in a given messageence using the
proposed protocol if:

e My is successfully received;

e The succeeding sequences containing the hash used to tgetier&eys have
been received,;

e Applying the iterated MAC function to hashes of the receiveessages of a
given sequence, using keys generated from the reveale@és)asklds a value
equal to the MAC included in the integrity messalyk, as detailed ir§ 3.4.2;

¢ M; of a given message sequence arrives bdre of the same sequence;

e The receiver has verified the DGPS monitoring site’s puldig éertificate using
the pre-installed public key certificate of the “DGPS cegéfion authority”; and

e The receiver has verified thKt originated from a given DGPS monitoring site
based on verification of the certificate containing the pukdéy corresponding
to the signature.

Since the proposed protocol does not deviate from the bdS8LA protocol ex-
cept for the generation of the MAC, it can be assumed that tbpgsed protocol is
secure. It is acknowledged that this assumption requingsduwork on proving the
correctness of the protocol before the proposed protocobesstated as provably se-
cure.

"TAME (Timed Automata Modeling Environment) is a an intedao PVS, a verification system
that supports a specification language integrated with@t ppols and a theorem prover.
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3.5 Proposed Implementation

In this section, implementation details of the proposedenitication and integrity
scheme are discussed.
The verification process could feasibly be operated in one/oimodes:

1. Sequential integrity validationWhere the authentication and integrity scheme
must validate the origin and integrity of a given messageiesdllowing it to be
used in calculating the position solution.

2. Orthogonal integrity validationWhere the integrity process operates orthogo-
nally to the standard DGPS processing, such that when tgmani integrity of
a message cannot be verified, the user is alarmed to theitptegrblem.

Because the verification process takes at most 50 second¥bp® (Refer to
§ 3.5.1), it is not feasible to perform the verification sediadly, providing only in-
tegrity verified messages to the GPS receiver. This is begaseudorange corrections
must not be older than 30 seconds [99].

As such, the verification logic operates orthogonally to stendard DGPS pro-
cessing, such that integrity failures are conveyed to tlee asmost 50 seconds after
they have been received. Instant integrity verification fonduce an unsustainable
overhead on communications, delaying the pseudorangeatimms, such that their
age would easily exceed the 30 second limit.

Similar to the application of integrity messages as defimefP®9], an integrity
failure detected using the proposed scheme will be convieytte user equipment as
a textual message, as in health and monitor problems. Iniaddmessage integrity
failure should cause a visual alarm to activate.

An example “Trusted DGPS receiver” is illustrated in Fig@te, where the GPS
receiver and DGPS receiver are separate. In the case thaaR& receiver contains
a GPS receiver, the Message Scheduler component is notcheEle trusted DGPS
receiver consists of the following components:

1. Message Schedulérhis component is responsible for providing an RTCM mes-
sage stream to both the Integrity Verification Processat,the GPS receiver.
The Message Scheduler removes the Integrity messageshHmautput RTCM
data stream to the GPS receiver, and replaces them with 8 @ypES Null
Frame messages. If an integrity failure is detected by thegtity Verification
Processor, the user is alarmed though a Type 16 - GPS Speesaldge. This
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message is queued in the Message Scheduler to be sent dhgipgrtod where
the Type 6 GPS Null Frame messages are being sent.

2. Integrity Verification ProcessorThe Integrity Verification Processor performs
the protocol functions, as detailed §n3.4. A smart card or similar memory
is used to store the DGPS Authority certificate. This cegdtBds used to ver-
ify the public key certificates broadcast from the DGPS tnaitters, and hence
authenticate the source of the broadcast hidghfor each hour.

| 1 A’r‘f""a | RFAmp | Receiver =

Detector

Standard Marine DGPS

Receiver Components T

RS-232 SC104
Data Message RS-232 SC104

Scheduler Data Out GPS Receiver

v A
Integrity

* Verification

Smartcard Reader Processor

\

Figure 3.5: Example of Trusted DGPS Receiver

Two new RTCM messages are proposed, the Type-58 Integritysee (Fig-
ure 3.6), and the Type-5K, Signature Message (Figure 3.7). The message size is
based on the use of Elliptic Curve Cryptography (ECC), whielve considerably
smaller key sizes than equivalent asymmetric algorithneh st RSA and DSA. The
security of ECC for a 160 bit key size is comparable to 1024R&HA or DSA.

3.5.1 Efficiency of the Scheme

This subsection discusses the efficiency of the schemanstefrbandwidth utilization
and verification time. There is a trade-off between time tthantication / integrity
alarm and bandwidth utilization. Message sequences caedoafigured with larger
numbers of messages, resulting in reduced consumptionnaivadth, however the
time to alarm will correspondingly increase.
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Figure 3.7: Proposed RTCM Type-B9 Signature Message

3.5.1.1 Bandwidth Utilization

The following measures of bandwidth utilization have beetetmined using message
sequences containing the smallest and largest pseudorangetion messages. The
largest pseudorange correction message is the type 1 neess@aigining corrections
for the whole set of satellites in view of the monitor stat{op to 12). The smallest
pseudorange correction message is the type 9 messaganoanthe same format as
the type 1 message, except in smaller groups of three $sadatier message. Other
message types are infrequent, and as such are not consideted analysis. The
minimum and maximum message sizes are described below.

e Maximum PRC message size = 660 bRdype 1 message with 12 visible satel-
lites occupies 22 30-bit words, 2 words being the messagdehghae remaining
20 words consisting of 24 bits of correction data and 6 bitpayfty per word.
The correction data for each satellite occupies 40 bits.
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e Minimum PRC message size = 210 bis.type 9 message contains a partial
correction set for at most 3 satellites. This message am#@BO0-bits words, 2
words being the message header and 5 words consisting ditsaterrection
data as defined in the type 1 message.

Table 3.4 details the bandwidth utilization of the integgicheme for message
sequences containing minimum and maximum size PRC messlagasnessage se-
guence of 8 messages, there are 7 standard RTCM messagesiatetjety message
(proposed type 58 integrity message), which introducesvanhead of 480 bits for
each message sequence. For a message sequence of maximBRGimessages, the
integrity scheme requires 480 bits per 4620 bits. For a ngessaguence of minimum
size PRC messages, the integrity scheme requires 480 bitgl pe bits.

Bandwidth Utilization (%)
Protocol Min Max
Proposed Scheme 10.39 32.65
TESLA 72.73 228.57

Table 3.4: Comparison of Bandwidth Utilization

The proposed protocol scheme is also contrasted with thdatd TESLA protocol
in Table 3.4. In the TESLA protocol, each message contain®\@ ihd the key used
to calculate the MAC of a message in a previous timeslot. A$,5440 bits must
be added to the size of each message, resulting in an oveofed bits per 660
bit message for a maximum size PRC message, and 480 bits p&itahessage for
minimum size PRC message.

3.5.1.2 \Verification Time

This section discusses the performance of the scheme irs tefrime to alarm of
authentication or integrity failure.

The minimum and maximum size PRC messages, as discus$e8.tnl.1, are
given below with their corresponding transmission timeasif@0 and 200 bits per sec-
ond (bps).

e Message sequence of minimum size PRC messages.
1950 bits (1470 + 480) = 19.5s at 100bps, or 9.75s at 200bgs; an

e Message sequence of maximum size PRC messages.
5100 bits (4620 + 480) = 51s at 100bps, or 25.5s at 200bps.
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The hash value used to key the MAC in an integrity messageleased in another
integrity message 2 timeslots after the initial integritgssage is transmitted. At min-
imum the hash value could be released in:

tx_time(480 bitg+1 timeslot-tx_time(480 bitg, where the initial integrity message
is transmitted atx_timg(480 bits) seconds before the end of times]and the hash
value is released in an integrity message transmitted dtegmning of timeslot + 2.

¢ Minimum hash value release time at 100bps.
4,85+ 12s +4.8s =21.6s

¢ Minimum hash value release time at 200bps.
24s+12s+2.45=16.8s

Given the minimum hash value release times above, the tinmeceive the re-
leased hash value in message sequences consisting of miramd maximum size
PRC messages can be calculated. With sequences of minizenPRIC messages,
the key could be obtained from an integrity message 2 messagences after (39s)
at 100bps, or 2 message sequences after at 200bps (19.38)m¥dsage sequences
consisting of maximum size PRC messages, the key would basedl 1 message se-
guence at 100bps (51s) or 1 message sequence at 200bp$.(25.1s

We define the time to alarm of integrity failure as the timeakes for the DGPS
user to be alarmed to an integrity failure from the point varaa integrity failure in a
message occurs. This can be calculated as follows:
hashvaluereleasetime+ r + ¢, Wherer is the remaining messages of a sequence
which is at most is 7 messages. At maximum, this is 4440 b&e*®+ 480) (44.4s at
100bps and 22.2s at 200bps) and at minimum 1740 bits (2108®¥(47.4s at 100bps
and 8.7s at 200bps).

Wherec is the computation time required for integrity verificatiohhe computation

is negligible compared to the time delay imposed by the gohibandwidth, as hash
functions are typically not computationally intensive. Angputationally intensive

public key operation would only be performed every hour fog verification of the

newly distributed.

Table 3.5 contrasts the time to alarm of integrity failuredon these numbers,
the remaining messages of a sequence, and the computat@n ti

While time to alarm of integrity failure may be large in sonases with a band-
width of 100bps, it should be noted that authenticatiomufailwill be alarmed at maxi-
mum 44.4s at 100bps and 22.2s at 200bps and at minimum 17.88aps and 8.7s at
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Max Time to Alarm of Integrity Failure (seconds)

Data Rate | Seq of Min Size PRC Msgs Seq of Max Size PRC Msgs
100bps 394174+ c~ 564 01 4+444+c~954
200bps 195+ 8.7+ Cc~ 28.2 25.1+222+c~47.3

Table 3.5: Time to Alarm of Integrity Failure

200bps, based on the maximum number of messages remairamgessage sequence
before an integrity message.

Depending on the the environment, the protocol can be caefibfor faster alarm
times. For example, the current configuration may be adedoatiarge waterways,
however for constricted waterways, it may be desirable teehagnificantly faster
alarm times. Future research is required to determine @btonfiguration parameters
from a prototype implementation of the protocol.

3.6 Summary

Securing DGPS messages is critical to ensuring the inyegynid source of marine nav-
igation data. Disruption and tampering of DGPS messagesssauft in an increased
possibility of an adverse event occurring. This is of paifaic concern in safety critical
environments, where DGPS aims to provide enhanced safetiiddransportation of
hazardous cargo.

In this chapter we have presented a number of hypothetitzallat against DGPS
radiobeacons which can be mitigated through the authéiaicand integrity scheme
we proposed. The scheme not only facilitates backwards athilty with DGPS
receivers that do not support the scheme, but additionatlyiges assurances of in-
tegrity and authenticity whilst imposing a relatively loweshead on communications
bandwidth and the latency of pseudorange corrections. guils scheme, a DGPS
receiver is able to use DGPS radiobeacons to provide a tristation.

Proposed scheme provides solution to identified attacksigir authentication and
integrity scheme Scheme is flexible and can be optimized dotiqular the environ-
ment Provides increased trust for critical marine applice, as well as security ser-
vices
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Chapter 4

Proposal for GSM Tamper-resistant
Location System

4.1 Introduction

In this chapter we propose a scheme for providing tampeésteed location acquisi-
tion in GSM, and methods for integrating it into security\sees such as auditing and
access control. We define a location metric to be a measuteshan object’s cur-
rent location at a point in time. This metric is used to detamwhether or not the
object will be granted access to a defined subject at that gaméin time. Similar
to biometrics, location determination technology is ndd%accurate in that there is
inevitably a percentage of objects that are granted acaéss\f or conversely, denied
access due to inaccuracies of the metric. Because thedagatormation is being used
for security purposes such as access control, the locaéterdination technologies
must exhibit some form of tamper-resistance, otherwisenb&ic may be deceptive
in providing a false assurance of security.

Tamper-resistance of location measurements, as demiausinathis chapter, can
provide a reasonable level of assurance, such that attaokspoofing is possible only
with significant financial means and by highly motivated@ttas. We are unaware of
any previous work in location tamper-resistance with GSM.

This chapter is structured as follows. First the requiremen location tamper-
resistance in GSM are presentedid.2. GSM measurements that comply with the
requirements are reviewed §4.3 and§ 4.4. A proposed method of obtaining high-
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assurance location measurements is describgd.bhand its practical use in a location
systemirg 4.6. A geographical data representation supporting tidetation areas is
introduced ing 4.7 and applied to location-based access control and agdiitk 4.8.

A cellular phone association protocol is proposed4r® to provide a reasonable
level of assurance that a given user is associated with tediphone. A security
analysis of the protocol is given 4.10. An example Internet banking system that
was implemented using the concepts presented in previai®se is presented in
§4.11.

Portions of this chapter have been published in the papédraiaing the Security
of Internet Applications using Location: A New Model for Taer-resistant GSM
Location. In Proceedings of the Eighth IEEE Internationahosium on Computers
and Communications (ISCC 2003), Antalya, Turkey, July 2003

4.2 Location Tamper-resistance in GSM

We define tampering of a location system as attacks agai@sigmaling and obser-
vations of the signaling. Location tamper-resistance j{gedeent on the integrity of
the signaling and the mode by which the location signalingbiserved. Whilst the
properties of trusted location systems detailed 4 suggests that all location sys-
tems can be trusted given fulfillment of the requirementseefiit is deemed unlikely
Mobile Station (MS)-observed models of location acquosittan be trusted due to the
cost and complexity of authenticating the firmware perforgnihe observation func-
tions. As such, we introduce a number of additional requamets and assumptions for
a location acquisition method in GSM to exhibit tamperstsice.

The use of infrastructure-based or third-party observignsificantly reduces the
likelihood that signal-tampering will occur. When a MS tsamts an access burst on
the Random Access Channel (RACH), observations as to tipagadion delay can be
measured. (The Location Infrastructure Observed and @aémiiModel of location
determination detailed if2.3.2)

For a GSM measurement to be tamper-resistant, it must cowifityat least one
of the following additional requirements:

1. Using at least three observer3he time an access burst is received at a given
Location Measurement Unit (LMU) is observed and trilatedatwvith three or
more LMUSs to provide a location result. The LMUs must be tigyechronized,
or the time-base difference between LMUs known. Increasitegnumber of
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LMUs involved in a given observation not only increases theuaacy of the
location result, but also increases the trust of the looagsult. This is because
it becomes increasingly difficult to tamper with the signadihg observed by a
large number of observers. In terms of attacks on the obsenggeasing the
number of geographically disparate LMUs increases thecdifi of an attacker
tampering with LMUs in order to spoof the location. Errongaasults from
LMUs can be detected and discarded where there are reduméssurements
available (more than the minimum 3 observers). It shoulddiedhthat LMUs
and the GSM core network equipment are assumed to be pHysealre.

2. Tamper-resistant signaling propertieshe properties of the signaling are such
that tampering with the timing of the signal results in disgection. In this case,
the measurement must be correct for the MS to communicatessiully. An
example of this is the timing advance used for TDMA adaptigete alignment.
Signaling tamper-resistance is particularly pertinensitnations where only a
single observer is used. This is because the signaling csly &® tampered
with in order to spoof the location. In addition, antennae@sion attacks can be
detected as tamper-resistant signaling usually requongsd-trip-propagation to
be calculated.

Both Time of Arrival (TOA) and Timing Advance (TA) based |dmmn determi-
nation techniques in GSM comply with these requirementsaeddiscussed in the
subsequent sections.

4.3 Time of Arrival as a Tamper-resistant Measurement

Time of Arrival (TOA) is the most tamper-resistant measueatravailable in GSM.
This is due to the number of observers that receive a sigmat,lguch that regardless
of when an access burst is transmitted or how much it is imdeally delayed, it is
infeasible to delay or corrupt it in such a way as to affeception of the access burst
by numerous geographically dispersed LMUs. The more obsgravailable for a
particular measurement, the harder it is to spoof the lonati

This location method, however, is vulnerable to antennaresibn attacks. This is
where the antenna is at location other than the MS, and sngyialrelayed between the
antenna and the MS. Only round-trip propagation measurenaea able to detect the
total propagation distance, which is increased in an a@tettack. The TOA location
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can be calibrated with the TA measurement, such that if theigAificantly exceeds
the vector distance between the MS and serving BTS calclifiaten the TOA location,
the TOA location can be rejected, and the TA used in its pl&be.TA reflectsat least
the minimum line-of-sight propagation distance of the MShe serving BTS. The
proposed verification procedure is as follows:

Vroa = \/ (XgTs— Xton)? + (YBTs — Yroa)?
If vroa < ((TA+¢€) - 550) + 275, acceptTOA location, elseeject

Where:
XgTs YeTsare the coordinates of the BTS;
XTon, Y10 @re the TOA location coordinates; and
e iIs the TA error.

If (Vroat+m > (TA-550)+275), e = 1 elsee = 0. € is never to exceed Inis the margin
of error allowable near the boundaries of the TA. The reconded value fomis a
5% error margin4 27.5 meters). For example, an actual distance of 830m mait res
in a TA of 1 rather than 2 due to bit rounding. In this c&8e-+27.5 > (1-550)+275),
and ac value of 1 will be used, resulting in an accepted locationfeR® § 4.4 for
more details on the timing advance measurement.

Unfortunately, LMUs are not commonly deployed in GSM netkgodue to cost
and the availability of other location determination meukms such as E-OTD, which
require no additional infrastructure and result in simifawot better location accuracy.
In Australia, Telstra, the network operator currently pdavg cellular location ser-
vices, does not provide support for TOA. Only low resolutiooation based on the
TA and Cell Global Identifier (CGI) are supported though Esmn Mobile Positioning
Centet. This has motivated us to investigate the Timing Advancesueanent and
its ability to facilitate tamper-resistance in particutiatail.

4.4 Timing Advance as a Tamper-resistant Measure-
ment

This section discusses the properties of the Timing Advéhigas a tamper-resistant
measurement. GSM uses TDMA to share carrier frequencidésmittiple users. Each

For more information on location services supported by ti@lsrefer to http://www.
telstra.com.au/datadevelopers/tools/services.cfm , accessed January, 2004.
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TDMA frame has 8 slots, providing each user with the carnieqfiency for 0.577ms.
A time-slot has 156.25 bit periods, the last 8.25 bit peribdeg the guard allow-
ing a maximum of 8 bit periods of timing error before an adpcsot is corrupted
(Figure 4.1).

Frames 0-11: TCH Frame 12: SACCH Frames 13-24: TCH Frame 25: Unused

3‘4|5|6 8‘9 13 15|16 17‘18|19|20‘21|22 23|24 25‘

12 14

~

10|11

‘012

26 Frame Multi-frame: Duration 120ms
BP|BP|BP|BP|BP|BP|BP|BP
112(3|4[5(6|7

Time-slots within an individual TDMA frame: Duration 4.615ms

|
825 . | 57 message or 26 training 57 message or .
guard /| tail h sequence |1 h tail

. " data bits y data bits
bits / | bits bits bits

stealing bits
“Normal Burst” within a single GSM TDMA time-slot: Duration 0.577ms

Figure 4.1: Time Division Multiple Access in GSM

The TA is used to adjust the timing to get the MS within {sbot + guard)if the
phone is within approximately 35km of the BTS. The MS has teaade its timing by
the round-trip propagation time, because its timeis off the BTS’ time due to the
outbound propagation delay, and then it has to allow forfzerot..s for the way back.

The TA can be used to calculate the distance of the MS from th® ®ith a
granularity of 550 meters, such thdfs = 3.70 - 3 - 10% - % = 550m, wheredrp is
the distance per bit period of TA, where 1 bit period take®3s7to propagate the
round-trip ofBTS— MS — BTSat approximately the speed of ligh{87]. The TA
measurement is typically used to calculate the radius of StsMcation area:

(TA-550) — 275 < d < (TA- 550) + 275
whered = calculated distance between MS and BTS.

The distance ig 275 meters due to the TA being rounded to the nearest bitgyerio
such thabm < TA, < 275m; 275m < TA; < 825m; and so on.

The initial TA estimation is obtained via tHenmediate Assignmeitdyer 3 mes-
sage as a result of the MS transmitting access bursts on th@oRaAccess Channel
(RACH), usinga TA of 0. The BTS detects a burst transmissiotihe RACH and mea-
sures the delay of the signal relative to the expected sigmal an MS at O distance.
To keep track of the propagation delay, normal bursts sethdS are monitored by
the BTS. Changes to the delay by more than 1 bit period restiie advancement or

2More accurately, the speed of 900 - 1800 MHz radio waves liray@ air medium.
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retardation of the TA by 1 bit period, signaled on the Slowdtsated Control Channel
(SACCH). When a non-synchronized handover occurs, the Bi$inits access bursts.
The TA, as measured from the new BTS, is sent PPhgsical Informatiormessage,
which also signals the MS to stop sending access bursts.

The MS must time its transmissions according to signalsiveddrom the BTS,
such that transmissions measured at the MS antenn&ares (3 time-slots)— TA
bit periods behind the transmission received from the BT$. [#he accuracy of this
measurement is affected by the TA being rounded to the rtcaitgseriod, and the
tolerance of timings, which is a maximum &f 1 bit period [41]. The effects of this
may be apparent near TA boundaries.

The timing advance measurement can be obtained either fre$ or network
operator and can be used to determine the distance an MSnsafigiven BTS. This
measurement is only available from the serving cell wherMBeis active, although
when idle the MS may be paged without the subscriber noticing

4.4.1 Experimentation in Spoofing TA Measurement

Experiments were conducted in an attempt to validate thaflh measurement is
resistant to intentionally changing the timing of GSM silgmg from an MS. It was
envisaged that timing changes would result in disruptiodisconnection.

The experiments took place using the following Base Statiobserved in the
vicinity of the MS:

e Cell Identifier: 8887 (Broadcast Channel (BCCH) Absolute Radio Frequency
Channel Number (ARFCN) = 768; Base Station Identity Codd @S 74)

e Cell Identifier: 888 BCCH ARFCN = 773; BSIC = 77)

An Ericsson TEMS phorfavas used to conduct the experiments. Since the phone
does not allow the manipulation of physical layer messagesssages transmitted in
the Synchronization Channel (SCH), the MS was forced tooperfa handover, such
that the effect of changing timing of transmissions coulabserved.

In order to force a handover to another BTS, it is necessamnoidify the Measure-
ment Report Messages that are sent to the Base Station GemBsC). If the serving

3The MCC, MNC and LAC are not given as we do no wish to identigyrietwork on which the tests
were conducted.

4A hardware/software solution designed to facilitate nekntooubleshooting and performance op-
timization using an Ericsson TEMS T28s(GSM900/1800) ¢atlphone with TEMS Investigation 1.2
software.
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BTS received signal strength indication (RXLEV) is insu#iat or significantly lower
than the RXLEV of a neighboring BTS, the BSC may initiate adwer to the BTS
which the MS observed with the highest RXLEV.

A Layer-3 modification script was written, such tHdeasurement Reporhes-
sages were modified untilldandover Commanaias observed, as illustrated in Figure
4.2. The madification involved changing the serving BTS taR(LEV of 1 (-110
dBm to -109 dBm), and ensuring the desired BTS has an RXLEV3dtlte highest
level of received signal strengthk, -48 dBm). This process is demonstrated in Figure
4.3.

Source | Direction | Message
MS1 Uplink Assignment Complete
MS1 Downlink  Alerting
MS1 A System Information Type 5
MS1 3 M t - Original Measurement Report Message (1)
MS1 Modified 1ent Report 2)
MS1
M 1
MS1
MS1
MS1
MS1
MS1
MS1 'Fileformat:
MS 1 I<fileVersion>
Méi I<sequence no><message name><command><direction>
MS 1 <gotoIndex><gotoAttribute><orFilterAttribute>
s 1 Meas = <readNext><info>
— T" g - <1><E>
MS1 Synch Channel Information <1><Measurement Report><MODIFY><UPLINK><255>
MS1 Type 6 <NO_ATTRIBUTE><FILTER><1><06 01 00 00 00 00 15 £f
MS1 t 15 ff 01 £f 50 £f 80 £f 07 ff 3d £f 51 ff 80 ff
MS1 50 ff ca ff e8 ff 54 ff ca ff 00 £ff 00 £f ><E>
MS1 <2><] Command><( <DOWNLINK><2>
MS1 <N07ATTRIBUTE><N07ATTRIBUTE><O><U 1 06><E>
MS1 Up
MS1 Downlink
MS1 olink
MS1 Uplink
MS1 Downlink
MS1 plink
MS1 Upl
MS1 Downlink
MS1 Downlink Handover Command Message (3)
MS1 Uplink
MS1 Downlink  Physical Information
M1 Upink __ Handover Complete | v

Figure 4.2: Procedure to Force Handover to Desired BTS

This procedure was used to successfully force the MS to heandoom the BTS
with BCCH 768 to the BTS with BCCH 773. This would result in & transmitting
access bursts on the RACH using a TA of 0, allowing B $o calculate the round-
trip propagation delay. Before the MS is able to transmiuist wait for a Physical
Information message that details the new TA. The test wagues to ascertain the
effects of changing the signal transmission timing by mgdd the Physical Informa-
tion messages before they are applied by the MS.

A layer-3 modification script that modified the Physical Imfation messages was
activated, such that Physical Information Messages wemngraally changed from a
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Original Report

Modified Measurement Report Message

Message Details Message Details

MS1 MS1

Measurement Report Measurement Report
Time: 11:16:27.65 Time: 11:16:27.65

Latitude: not valid Latitude: not valid
Longitude: not valid Longitude: not valid
Frame number: 2190986 Frame number: 2190986
Performed operation: Original message Performed operation: Modify
Measurement results Measurement results
RXLEV-FULL-SERVING: 37 <@— Current BTS RXLEV-FULL-SERVING: 1 RXLEV 1 =-110 dBm
RXLEV-SUB-SERVING: 63 RXLEV 37 =-74 dBm RXLEV-SUB-SERVING: 1 to -109 dBm
RXQUAL-FULL-SERVING: 7 to -73 dBm RXQUAL-FULL-SERVING: 0
RXQUAL-SUB-SERVING: 0 o || [BXQUAL-SUB-SERVING: 0
BA-USED: 0 “| BA-USED: 0
DTX: Not used DTX: Not used
Measurement results (MEAS-VALID): Valid Measurement results (MEAS-VALID): Valid
Number of neighbouring cell measurements: 5 Number of neighbouring cell measurements: 4
NCELL RXLEV-NCELL BSIC-NCELL BCCH-FREQ-NCELL NCELL RXLEV-NCELL BSIC-NCELL BCCH-FREQ-NCELL
63 74 05 [ 63 - 06
2 39 76 03 2 32 12
3 38 74 1 3 3 76
4 25 74 00 4 30 74 00 Desired BTS
5 24 76 10 5 00 00 00 ™ RXLEV 63 = < -48 dBm
6 00 00 00 6 00 00 00
Message dump: Message dump:
061525 3f 71 7 2 93 8f e9 0615010101 3f 37033 c7

9732011 857c 0000 c7 f3c0 000000000

Figure 4.3: Modified Measurement Report Layer 3 Message

TA of 1 (825m) to a TA of 22 (12,375runtil a Disconnect message was received.
This is illustrated in Figure 4.4.

The result of this process was not as anticipated, as the T&MIhone/software
did not continue to modify Physical Information Messagesrahe first modification.
As can be seen in Figure 4.4, the MS appears to have been flodgtedhysical
Information Messages reflecting the correct TA, before & digconnected.

A voice call was active while this procedure took place. Toie® call was audibly
disrupted in a significant manner before the call resumechally (with a TA of 1),
or was disconnected. The tests were able to confirm beyorsdmahle doubt that
spoofing of TDMA signaling is unlikely and at the least woutdjuire significant cell
phone modifications, and significant expertise to mount tatlat

4.4.2 Limitations of the Timing Advance measurement

From the behavior observed §4.4.1, it is assumed that tampering with the TA
will cause significant disruption to communications or disgection. Ideally, non-
compliant cell phones should be disconnected by the BTShimits dependent on the
vendor implementation of a BTS.

There is one known limitation of the TA as a location measwsimThe MS must

SSufficient TA difference to cause a collision with the adjatdéme-slot.
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9)
~ EaVErR Physical Information
Source | Direction | Message Ei":_:?: d‘ 21 3;34~|5d7
Aatitude: not val
Longitude: not valid
Do B Frame number: 1484469
it o - ton < Jperformed operation: Modify Modified from
MS 1 Uplink Handover Complete J{Timing advance value: 22 <—— TA:1 (225m) to
MS1 Downlink  Physical Information TA:22 (11,825m)
MS1 Downlink  Physical Information Message dump:
MS1 Downlink  Physical Information 062d 16
MS1 Downlink  Physical Information
MS1 Downlink  Physical Information
MS1 Downlink  Physical Information
MS1 Downlink  Physical Information
MS1 Downlink  Physical Information
MS1 Downlink  Physical Information
MS1 Downlink  Physical Information @
MS1 Downlink  Physical Information MS1
MS1 Downlink  Physical Information Handover Complete
MS1 Downlink  Physical Information Time: 12:13:34.58
MS1 Downlink  Physical Information Latitude: not valid
MS1 Downlink  Physical Information Longitude: not valid
MS1 Downlink  Physical Information Frame number: 1484470
MS1 Downlink  System Information Type 6
MS1 Downlink  Physical Information Cause: 0, Normal event o o
MS1 Uplink Measurement Report Mobile time difference value: 5111800 1/2 bit periods (1/2 bit periods = 24/13 ps)
MS1 Downlink  Physical Information M d
MS1 Downlink  Physical Information OF3206 OUmp:
MS1 Downlink  Physical Information 062c0077034d 18
I[‘MSl Downlink _Physical Information
MS1 Downlink _ Disconnect ]
MS1 Uplink Release
MS1 Downlink  System Information Type 5
MS1 Uplink Measurement Report
MS1 Downlink  Release Complete
MS1 Downlink  Synch Channel Information
MS1 Downlink  Channel Release v

Figure 4.4: Procedure to Modify Downlink TA Correction Afteorced Handover

be trusted to time its transmissions according to signalksived from the BTS, such
that transmissions measured at the MS antenna6ac&5 (3 time-slots) - TA bit peri-
ods behind the transmission received from the BTS [41]. oissible that MS could
advance all its transmissions Bt OTMS 0 BTSpjt periods. Cellular phones/devices
typically have GSM implemented in a single chip or chip-sethere the ability to
control such parameters would not be available. Signifiesagineering skills and

reasonable finances would be required to perform such atkatta

4.5 Proposed Method of Obtaining Location with a High
Level of Assurance

The proposed location system uses the Cell Global Iden(ifié&i) and the TA mea-
surements for calculating the location. A number of comstsaon the use of these
measurements are defined in this section, such as the usefferant representation
of the location area to ensure the location provided by tlséesy encapsulates the en-
tire area an MS could possibly be. This method provides agnighsurance of location
than the commonly used GCID-based location, as a user ig@lglasily spoof their
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location by forcing a handover to the furtherest visible BTBe TA in effect ensures
such activity is detected.

One of the unique features of the TA is that it must be apprasgty correct in
order for the MS to transmit in the correct slot. Becausesimansions must be timed
such that they arrive in the correct time-slot at the BTS,dBkRy of transmissions
cannot exceed the guard period, otherwise the transmittest \Wwould collide with an
adjacent burst. As such, the TA must be correct beyond thedgquexiod otherwise
transmission will be corrupted. A guard of 8.25 bit periodsffect means that the
effective radius of any cell without timing advance can besximum of 4400m based
on 550m per bit period. Locations within this area can be tewlably spoofed.

In terms of the measurement granularity provided by TA v&laerA measurement
less than 9 cannot be assured. The TA can be spoofed for Vakgethan 9 due to the
size of the guards as detailed§mt.4. A TA of 8 would indicate a distance between
3925m and 4675m ((TA 550) + 275, where TA = 8), and as such could still be
spoofed. A TA of 9 indicates a minimum distance of 4675m, Whgtherefore the
minimum distance before the TA is tamper-resistant. As stlalh MS is assured of
being between 0 and 4675m from the BTS, where the TA is less3h&or TA values
greater than 9 and less than 63, the MS is assured of beingee®675 and 34925m
from the BTS. The value of 34925m is the maximum distance {(689) + 275, where
63 is the maximum timing advance supported by standard G\ [4

The propagation path cannot be assumed to be a direct lisggalf as the signal
may travel a longer path. What can be assumed is that the manitiming advance
that can be obtained is the TA representing the signal pedpagthe line-of-sight.
This assumption holds true, as radio waves cannot exceepéel of light in order to
arrive at the BTS eatrlier.

This provides us with a fundamental grounding for tamperstance, in that an
MS attempting to spoof its location from a distant locatiaii aave a timing advance
indicative of at least the minimum line-of-sight distan@veen the BTS and the MS
+ 1 bit period of tolerance. As such, a malicious user cannobftheir location by
use of a high gain antenna or other means of extending thaeremte/hilst being up to
35km away from the desired BTS. The attacks based on antemeasen described
by Gabber and Wool in [55] can therefore be detected by the #Asurement.
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4.6 Practical Use of the TA in a Location System

In order to implement a location solution based on the pregosethod, it is necessary
to define a maximum allowable distance from a cell. For exampl

Given a cell 0001, let the maximum allowable distance fromBA'S be 4675m, such
that the line-of-sight distance from the BTS must be less #Gv5m.

diStmax= 4675m

distpin = 0 (distyin must always = 0, as any value above 0 can be spoofed)

Example 1: MStestis within defined location area
MStest Serving Cell= 0001; TA=0
d. = (TA- 550) + 275 = 275m
Test: distyin < d. < distmax
0 <275 < 4675 = true

Example 2: MStestis outside defined location area
MStest Serving Cell= 0001; TA= 10
d. = (TA-550) + 275 = 5775m
Test: distyin < d. < distmax
0 < 5775 < 4675 = false

It is possible that the MS in example 2 was legitimate but whseesely affected by
the environment it was in. Under certain circumstances,Tfhavill be greater than
the required minimum TA due to propagation effects in theiremwnent of the MS.
(Test results in Table 4.6 and Figures 4.5 and 4.6 illustitateeffect.) In this case
a potentially legitimate user will be denied access. It ipamant to note that the
TA calculation is based on the first arrived propagation pladgih has a significant RX
level. The use of training sequence bits in signal burstetpralization ensure that
out of phase reflected signals are discarded. As such, then®Ald represent the
line-of-sight propagation path in most cases.

Table 4.6 details trials that were conducted and the reguttistances. The trials
involved forcing handovers to each available BTS from thtegned locations. One
of these locations was in the central business district egkfaine, the other two in
suburban locations north of Brisbane. The technique uskediidate forced handovers
is detailed in§ 4.4.1. Measurements were obtained from each BTS three thoresat
same location. The minimum observed distand@#s- 550) — 275 and the maximum
observed distance (FA-550) 4+ 275. The measurement data collected from these trials
is illustrated in Figures 4.5 and 4.6.
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Actual Dist. (m) | Range of TA | Max Observ. Dist. Range (m)| Avg. Dist. (m)

City 1 1035 2..3 1375..1925 1742
City 2 250 1.2 825..1375 1008
City 3 2436 5.5 3025..3025 3025
City 4 1233 3.3 1925..1925 1925
City 5 489 1.1 825..825 825

Suburb-A1| 1043 2...3 1375..1925 1650
Suburb-A 2| 1006 2...3 1375..1925 1650
Suburb-A 3| 2710 4...6 2475 ..3575 3025
Suburb-B 1| 901 1...3 825...1925 1454

fIn these results, the initial Timing Advance estimate civa@ a timing error less than 1 bit period.
This caused the TA, after rounding, to be less than the Ilfrgght distance. This was corrected
shortly after the initial TA estimate.

Table 4.1: TA Measurement Trials.

These results have identified issues in the TA accuracy daogéit rounding.
This tends to be an issue close to the TA boundaries. It catifpdated that the more
time a given BTS has to calculate the TA, the more accuratdlibe. The initial TA
estimate tends to be less accurate than the TA of a MS in the Baed location after
a short period of time has elapsed. It is also possible witienOm to 4675m range
to have effects such as a TA being less than the line-of-sligkdnce. This is because
the guard is sufficient within this distance to protect adjadransmission from being
corrupted.

Location at this accuracy can be used for numerous apgitaincluding credit
card transaction audits for m-commerce applications drai#ation to perform an In-
ternet banking transfer. In this case, suburb-level gaaitylis acceptable. To increase
the accuracy of the location system, it may be necessaryrtorpea forced handover
onto a cell in the required area. This can be performed elith¢ihe network operator
or the MS. A forced handover has been achieved with an Emc$&MS phone as
detailed in§ 4.4.1.

This location determination method requires no changesiteest GSM infras-
tructure. A significant advantage of this implementatiothat it only requires a GSM
network with the appropriate location services implemeént&ll the information re-
quired for location calculation is already obtainable framy LCS98 compliant lo-
cation system. Our prototype (Refer§al.11) has been developed using the LCS98
compliant Ericsson MPP (Mobile Positioning Protocol) [29]

Additional fields could be added to the MPP that quantify emste of the mea-
surements required and returned. For example, the inifiastimation may be less
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Sample 11 Sample 2

Sample 10 Sample 3

o Max Observed

@ Min Observed

@ Actual Distance

Sample 9 Sample 4

Sample 7 Sample 6

Figure 4.5: City Samples of TA Measurements

accurate than the TA obtained after channel establishniarice, the method of ob-
taining the location measurement could be adapted to accoiat®the assurance level
specified.

4.7 Geographical Data Representation of a Trusted Lo-
cation Area

In both TOA and TA based location acquisition methods, liocatiata is not repre-
sented as a point, rather a location area. It is importantéourity applications, that
the location area represented encapsulates the entiraraM8 could possibly be with
a high degree of certainty.

The most flexible location area representation that prevsigport for the largest
number of location areas (and location acquisition methada polygon. An entire
location area can be encapsulated within a polygon, sudhdbation calculations
using polygons are trivial. Access control applications tteerefore perform fast and
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Figure 4.6: Suburb Samples of TA Measurements

efficient verification that a given polygon (representatiba user’s location) is within
a defined (polygon-based) location area.

Figure 4.7 illustrates a polygon representation of a locasirea determined from
TOA measurements, and Figure 4.8 illustrates the reprasentof a location area
determined from a TA measurement.

The Universal Geographical Area Description specificatampart of the LCS98
GSM specifications [46], specifies a polygon location arearaarbitrary shape de-
scribed by an ordered series of points. The minimum numbepouofts is 3, and the
maximum supported by [46] is 15. The points are connectelderotder given, such
that the last point is connected to the first. A connecting 8hall not cross another
connecting line and two successive points must not be drasally opposed.

While the polygon representation of a location area is id@atecurity applica-
tions, there are a number of issues posed by its use with taéVidbile Positioning
Protocol (MPP) version 5.0.

e MPP does not support the specification of position area typé&e location
request. The position area can only be influenced though the comioimaf
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Figure 4.8: Representing a TA Location Area as a Polygon

Quality-of-service parameteBESPTIME and HORIZONACC. By selecting
0 for both these parameters, it is most likely that the TA tmcaacquisition
method will be used.

e MPP does not indicate the location acquisition method usAd.there is no
provision for returning the location acquisition methodhe location response,
the TOA cannot be used as it cannot be determined whetheautather location
acquisition technique such as E-OTD (which is easily sgaefand not suitable
for security applications) with the same type of locatioaaawas used in the
location calculation.

e The format of a location area response for the TA measuremeamidefined.
There are three possible location area representéttbascould be used for a

5Refer to Appendix G for an overview of the location areas sufgal by GSM LSC98.
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TA-based location area:

1. Ellipsoid point with uncertainty circleThis location area is characterized
by a set of coordinates (an ellipsoid point) and a distandke radius of
the circular area.

2. Ellipsoid arc. This location area improves on the accuracy of the previ-
ous location area by restricting the circle to a sector ddfimetwo angles
measured clockwise from the north. An additional uncetyaiadius is in-
troduced, such that describes the radius angldescribes the uncertairity

3. Polygon. This location area is an arbitrary shape described by arredde
series of points (minimum 3, maximum 15), connected in tlieogiven.

e The method of calculating the polygon from the numerous GB&tibn acquisi-
tion techniques is undefinelf.a polygon representation of a TA-based location
area is returned in a location response, an applicationatdren sure that the
polygon representation encapsulates the circular lataiea in a manner use-
ful for security applications. This is because the methodewiving the polygon
area from the circular area is undefined in the LCS98 spetdita

As the ellipsoid arc location area is the most commonly usedesentation of the
TA-based location area, the following section will discassess control and auditing
methods using both polygons and circular location areas.

4.8 Location-based Auditing and Access Control using
the Proposed System

This section discusses how location assurance mechanembecused in security
services.

For audit applications, a polygon or ellipsoid arc (depagdn the location result
returned by a location server) can be stored as part of amntaaitli In the case that an
ellipsoid arc is returned, only the coordinates of the BB8jusr; and the uncertainty
r, should be used to form a circular location area, such thatgertain with a high
level of confidence that the MS of the subject is within thisgdtion area.

A possible attack on a location audit would involve forcingandover to the fur-
thest visible BTS, such that the represented circular iogairea is excessively large.

’r4 is 550m for the TA measurement.
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To limit the possibility of such an attack, there may optibnbe an access control de-
cision on the operation that is audited, such that thereimiatb the size of the radius
(TA) where closer BTSs are available. An example of an aygptieation is a credit
card payment protocol that includes the location of a MS @tthnsaction audit.

Where location is used to augment access control processSes,(Access Control
Lists) must contain the necessary location data to makeoamétion decisions. An
ACL is associated with every object in a system and detersniine permissions of a
user or role on a given object by the membership of that ustieiiCL.

In the proposed location-based access control system, AGuU&l contain the ob-
ject ID, user/role IDs, object permissions, and the locatibwhich these permissions
are valid. A single ACL may have many permissions, each psiom with the option
of being associated with a location constraint. A locationstraint has an operation
mode of allow or deny as denoted bhAC_ MODE in Figure 4.9, such that either a
given permission is only valid in the associated locaticeaar or is valid for all loca-
tions except the associated location areas. In this wayatbess control logic of an
application only grants permissions based on locationtcainss being met.

acle

object acl acle id permission operation
ob_id ———o0— acl_id 0= subject_uuid B0 O=|permission_id ~0——0<]op_id
object_acl | realm acl_acles | object_type acle_permissions permission \_operations
object_inheritance_type
permis: locati traints
location_constraint
location_constraint_id
lac_mode
location_constraint_polygons
utm_point
point_id
polygon easting
polygon_id northing
polygon_points | zone
designator

Figure 4.9: Conceptual Data Model of ACLs Supporting Lamatbased Access Con-
trol

Location areas associated with a permission are represastpolygons. These
polygons define the area in which a subject is given accessdabjact. If a polygon is
returned from the location server, the polygon can be tdstddtermine if it is within
the defined location area. This is done by iteratively vamnifythat the set of points
the polygon is composed of are not inside the defined locatiea. The Jordan curve
theorem as detailed in Appendix E is used to perform thidication.

If the location server returns an ellipsoid arc, the follog/process is performed in
order to determine if the location area is within a defined/goh location area. We
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propose a two-step verification approach using the radiasd the uncertainty, of
the ellipsoid arc to form a circular location area:

1. Determine if the BTS coordinates of the circular locatayea are inside the
polygon using the Jordan curve theorem (Refer to Appendix E)

2. If the BTS coordinates are within the polygon, determirentire MS circular
location area is within the polygon by checking that all & goints of the poly-
gon(X;_n,Yi.n) are outside the circular location area such that:
if r > \/(xl,.n —Xoc)? + (Yi.n — Yioc)?, point is not inside circular location
area.
wherexoc = BTS Eastingy|oc = BTS Northing,r = (550 - TA) + 275
If true for all points of the polygon, it can then be assumedhiost casesthat
no lines of the polygon intersect with the circle, and as sticat the circular
location area is within the polygon (Figure 4.10). The as@trol mechanism
can either grant or deny access to a user depending on wiileghercation area
is within the polygon.

Loc,

Loc,

Figure 4.10: Testing a Circular Location Area Within a Pagg

8]t is assumed that polygons used in the access control systesimple shapes that comply to the
definition in§ 4.7.
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4.9 Cellular Phone Association Protocol

There are a number of prerequisites for the use of locatiicas, the most important
of which is the association of the location acquisition devio the corresponding
user’s session. Association of a phone to a web sessiontisydarly important when
using web services, as the session is typically not termchat the phone, but rather
at another terminal. This can be achieved by authenticéiiedocation acquisition
device, proving thatit is in the possession of a legitimatr dor a given user’s session.
As the security of GSM affects the security of the assoamgpimtocol, the GSM
security protocol is first reviewed before introducing thiegmsed association proto-
col. The following subsections detail GSM authenticatiod aession encryption, the
proposed one-time password based association protocbd pablic key variation.

4.9.1 GSM Security Services

GSM provides the following security services [49]:

Subscriber identity (IMSI) authenticatioRrovides protection against unautho-
rized network use and user impersonation;

Subscriber identity (IMSI) confidentialityProvides protection against tracing
the location of a mobile subscriber by monitoring the sigripexchanges. The
Temporary Mobile Subscriber Identity (TMSI) is used to itigna subscriber
instead of the IMSI, which is stored securely in the SIM;

User data confidentiality on physical connectiorissures privacy of user in-
formation on traffic channels;

Connectionless user data confidentiali&nsures privacy of user information on
signaling channels (including SMS messages); and

Signaling information element confidentialitnsures privacy of user-related
signaling elements.

GSM authentication is facilitated using a challenge-respgrotocol, using a pre-
established long-term secret k&y between the Subscriber Identity Module (SIM)
and the Authentication Center (AuC). The authenticatiaiqgwol is illustrated in Fig-
ure 4.11. In the following protocol descriptioR,,c denotes a random numb&AND,
generated by the AuGS{Ra,c}«i denotes a signed responSRESin which Rac is
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the data that is signed using secret kgyK; denotes the individual subscriber secret
key used for authentication, ad denotes the established session key for ciphering.

Authentication Center (AUC) /

ile ion (MS) ; -
Mobile Station (MS, Mobile Switching Center (MSC)
HLR
IMSI . -
LMS IMSIg| K,
SIM . .
Ki
K Generate K
! RAND !

RAND RAND
A3 = I >

\
B
wo

SRES

REJECT

Figure 4.11: GSM Challenge-response Authentication

MS — BSYMSC/VLR: IMSlys 1)
BSYMSC/VLR — HLR/AUC: IMSlys )
BSYMSC/VLR « HLR/AUC: IMSIys, Kews—auc(1..n),

Rauc(1.-n), S{Rauctki(1.n)  (3)

MS « BSYMSC/VLR: Rauc(l) (4)

MS — BSYMSC/VLR: S{Rauc(1)}ki (5)

MS <« BSSMSC/VLR: {LAI, TMShs}keys_ac(1) (6)

The MS sends IMSI of its subscriber to the BSC/MSC, whichqrens a lookup in
the VLR to determine whether a new authentication vectoedgaired (1). Assuming
first time authentication, the Visitor Location Registel.®) sends the IMSI to the
Home Location Register (HLR), which can provide an autloatiton vector, generated
by the AuC (2). An authentication vector contaimsandom numberBa,c(1..n), the
signed responses corresponding to the random nurBssc} ki using secret keli,
generated using the A3 algorithm, and a sessiorkagy _auc(1..n) used for ciphering
messages, generated usigc(1..n), Ki and the A8 key generation algorithm.

The Authentication vector is returned to the VLR (3), whida the BSS/MSC
sendRayc(1) to the MS (4). The MS computes the signed resp@{&auc(1) }«i using
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theKi stored on its SIM card and the A3 algorithm, and returns iheoBSS/MSC (5).
The response from the MS is passed to the VLR which verifiestitteeS{ Ra,c(1) }ki
returned by the MS is the same as ®{Ra.c(1) }«i in the authentication vector. If
verification is successful, the VLR generates the TMSI amgrns it and the LAI to
the MS enciphered usingcws_auc(1).

Figures 4.11 and 4.12 illustrate general authenticatiah@phering procedures
used in GSM. For re-authentication, location updating, aiter procedures refer to
[50].

Authentication Center (AUC) /

Mobile Station (MS) Mobile Switching Center (MSC)
RAND| K. RAND| K,
K, K,

y /

E< Encrypted Data > ﬂ

Figure 4.12: GSM Session Key Generation and Encryption

4.9.2 Association using One Time Passwords

In the proposed scheme, the covert channel is the SMS daterled&SM. The pri-
mary communications channel for a given transaction ishgaiteb. A message is sent
via this channel such that only the possessor of the cell@heho has authenticated
to the network operator, is able to receive this messagectnsidered unlikely that an
attacker is able to compromise the security of the primaanael, protected by Secure
Sockets Layer and the localized covert channel, protectdd®5M encryption.

The security of this scheme is afforded by the use of a covemicel to commu-
nicate a random challenge to the verifier, and a time comstisuch that it is unlikely
that both communication channels are compromised wittertithe interval. Replay
attacks are not likely, as a random number is used to gent@tane-time password
which expires within the defined time interval.

In the protocol below;, denotes a random number generatedbx — B denotes
a communication fronB to A over a covert channeh < B denotes a communication
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A (User B (System)

Database

Y 4
(Authentication Request) \ I/l/ (Association Request)

A | MSISDN,

no

REJECT

Cell Phone
I/” S Dispatch / Challen
ry N BKe Encode <@ Goneraior
(Challenge) \ Message
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Figure 4.13: Cellular Phone Association Protocol

from B to A over the primary communications channel.

A~—B: {rB}Kc (1)
A—B: I's (2)

This scheme requires that a user authenticates to the s¢naitrequires trusted lo-
cation before enacting the association protocol. Thisgsired to prevent a malicious
party from continuously requesting one-time passwordsisers, flooding them with
one-time passwords. The method of authentication is natifgpe and is outside the
scope of the association protocol. It is assumed some formubfial authentication
takes place.

An example is a web service using SSL, for which a usernarasad or client
SSL certificate are used to authenticate to the service. $aeis able to authenti-
cate the server using the server’'s SSL certificate. Oncesbehas been successfully
authenticated, the web service sends a request to the sbatemplements the as-
sociation protocol, such that a one-time password is ditigat to the Short Message
Service Center (SMSC) for the MSISDN associated with theéenticated user. The
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one-time password is a truncated version of the randomesigdl, Base-64 encoded
and dispatched asadass OSMS message. &lass 0OSMS message appears immedi-
ately on the screen of an MS without any user interaction atttbwt being stored on
the user’s SIM card or MS memory.

The user enters the characters of the one-time passwor@ppagar on the MS
screen into the appropriate field on the web page of the weirsesession. The server
implementing the association protocol verifies that theoded random challenge is
the same as the generated challenge, and that is was reegiti@dthe defined time
interval.

This protocol provides some assurance that the user whang asveb session is
the same user that possesses the phone. When the locattos dévice is obtained,
one can be reasonably satisfied that the located phone isathe ghone that was
authenticated.

4.9.3 Public Key Variation

4 (User) B (System)
Database
/;4 ™ yes P
(Authentication Request) \_ u/ (Association Request) .
A | MSISDN, ——
no
\J
REJECT
o cslehone v
" {r.} Dispatch /
e o Usike ] Encode <@ PO Challenge
(Challenge) Message Generator
— r,rB
’ 'B Iyl
t<=t+i
S |erx, v
cert ,r ,B,S (r,r.B) Decode 7O\ yes
M v [ (Response) S Mossage | P\ V » ACCEPT
re B.S,rpry B) \ /

no

v
REJECT

Figure 4.14: Cellular Phone Association Protocol - Pubky Kariation

Messages in WAP may be sent either over an SMS or GRPS as agdaita. bl his
scheme requires that WAP push messages used in this pratecs¢nt using SMS as
a data bearer, such that message (1) is sent over a coveniethan
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This protocol is based on the ISO/IEC 9798-3 [62] unilatarghentication proto-
col with random numbers, using digital signatures. Unikatauthentication could be
performed with random numbers in 2 messages. This protoaslohosen as a basis
for the WAP-based association protocol for the followingsens:

1. Authentication protocols based on time-stamps are mogpjate due to the in-
feasibility of synchronizing cell phone clocks with the Wging system'’s clock;

2. As the client has already authenticated the web servexdbas SSL server-
certificate authentication, only unilateral authentigatis required;

3. The number of messages must be minimal due to the cost ahoamations;
and

4. Signature operations are the only cryptographic opmratsupported by the
Wireless Application Protocol (WAP) v2 WML Crypto Librarg04].

In the protocol below;, denotes a random number generated\b$, denoteA's
signature mechanisrgerty denotes the public-key certificate containig public key
corresponding to the private key used to generate the signatvhere the public key is
known to the verifier, the certificate can be omittdd— B denotes a communication
from B to A over a covert channeR «— B denotes a communication froBito A over
the primary communications channel.

A—B: {rgl. (1)
A — B:certa, ra, B, Sa(ra, g, B) (2)

A random number is generated Byand sent over the covert channelAq1). B
cacheg,, the time at whichrg was sent téA.

A generates a random numbsgr and signs a, rg andB’s identifier. r, is included
in the signature in order to prevent chosen-text attacks.

B verifies that it corresponds to the cleartext identifierf tha signature is valid
for rg and that the signature of, is valid for the cleartext,. t; is the time at which
B receives (2) fromA. i is defined as the time interval in which (2) must have been
received and verified for association to be successful, gty < ts -+ i.

A WAP (Wireless Application Protocol) session has the athiga that the com-
munications endpoint is in the phone. This scheme requicedl @ahone that supports
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WAP 2.0/ TLS (Transport Layer Security) tunneling, and a $\ASubscriber Wire-
less Identity Module).

TLS tunneling[102] is a new feature of WAP 2.0, which allowsemd-to-end TLS
connection to be established between the MS and the welr $grtenneling the TLS
protocol through the WAP gateway. Previous versions of WAR provided support
for WTLS(Wireless Transport Layer Security). WTLS only pides encryption to the
WAP gateway, where a session is decrypted and re-encryptiuk tSSL connection
between the WAP gateway and a web server. The most evidebkeprowith this
protocol is that it places too much trust on the WAP gatewag,as such is not suitable
for applications such as Internet banking.

A SWIM is a SIM and a WIM (Wireless Identity Module) integrdtecontaining
an anonymous random public key pair, certified by the netvoqrator. It is used
in authentication for TLS/WTLS and application level setyufunctions such as au-
thentication and non-repudiation operations[103]. Utfioately, we were unable to
source a SWIM card for testing, and therefore cannot commeiite performance of
this scheme.

Similarly to the one-time password-based protocol, the as¢henticates to the
service first. If authentication is successful, the web isergends a request to the
server implementing the association protocol to perforgoaisition of a given user. A
random challenge is generated and dispatched in a WAP pussageto the MSISDN
corresponding to the authenticated user. The WAP push gpessd only contains the
random challenge, but a Wireless Markup Language (WML)gB¢hat facilities the
signature operations and the forwarding of the respondeetedrver over the primary
communications channel.

The MS user is prompted to sign the challenge, after whick seint in a HTTP
post to the service, which verifies the signature and thagpleeified time interval was
not exceeded.

Refer to [104] for details on the WAP public key infrastruetimodel.

4.10 Security Analysis

The following subsections will discuss the security of thegwsed one-time password
association protocol, the public key variation, and GSMhaatication and encryption,
which the proposed protocols operate over.
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4.10.1 Association Protocol Using One Time Passwords

A number of attacks on identification protocols are iderdibg Menezes et al. in [71].
These attacks are assessed for the one-time passwordgrasdollows.

1. ImpersonationThis attack involves deception whereby an entity purpartset
another. Impersonation of another user is avoided throgltSM challenge-
response authentication protocol to ensure the cell phagcsiber is not being
impersonated, and the application service authenticatiavhich the user has
preregistered the MSISDN of the cell phone to be locatedeiRef; 4.10.3 for
attacks against GSM.

2. Replay AttackThis type of attack involves replaying information from a&yir
ous protocol execution. Replay attacks are avoided tholigluse of a covert
channel, in which the challenge is dispatched to the celhptuwer an encrypted
channel. In addition, the challenge must be verified withishefined time in-
terval, reducing the ability of an attacker to compromiséhbmmmunications
channels within the time interval.

4.10.2 Public Key Variation

The assessment of attacks detailed #110.1 are valid for the public key variation, as
well as the following additional attack.

1. Chosen-text Attackhis type of attack is where an adversary strategically seso
challenges in an attempt to extract information about tlee'siprivate key. The
attack generally involves the client signing a chosen engié. The public key
variation of the protocol is vulnerable to this type of akia&s there is no method
of authenticating the source of the WAP push message camgetime challenge.
The WML Script Crypto Library does not provide support forifieation oper-
ations, only signature operations. As such, the user candéeed into signing
any text. Itis anticipated that in future releases of the WBAlpto Library, sup-
port for other crypto operations will be provided, and asssigpport for origin
authentication can be provided.

4.10.3 GSM Security

The security of GSM affects the ability of an adversary to posmise a covert chan-
nel over GSM. While vulnerabilities in GSM security woulddtee the complexity
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of compromising a user’s covert channel, the attacker wreddire knowledge of the
user’s location in order to mount an attack. There are a nuwitsecurity vulnerabil-
ities of GSM that are discussed below:

e Eavesdropping authentication vectors and IMSAn attacker who is able to
eavesdrop on a signaling link within the network may be ablgtain authenti-
cation vectors and IMSIs, allowing an attacker to impersettzose users. GSM
security makes the assumption that the network infrastraas trusted, and as
such there is no requirement for encryption between neteonkponents;

e Authentication vector replay attackés a visited network has no assurance of
the freshness of an authentication vector received fromHibe, an attacker
could replay an old vector;

e No origin authentication of authentication vectors reesi\by a VLRA VLR
has no means to validate the authenticity of received vects such it may
be possible for an attacker to invent authentication vecfaovide them to the
VLR, and hence access a service impersonating a user or adusgtiously
created user,

e Eavesdropping of IMSAs shown in the GSM first-time authentication protocol
detailed in§ 4.9.1, the IMSI must be provided in the clear when there is no
TMSI available to use. In this case, it is possible to leaenNt$ location of the
subscriber;

¢ No authentication of network components or signaling intggrotection.Due
to the lack of integrity protection and origin authentiocatiof network compo-
nents, it is possible for an attacker to impersonate a BT& #hat it can ex-
plicitly demand MSs send their IMSI. In this case locatioivaey is thwarted
also;

e Attacks against COMP128 that result in the release oflKie secret ke¥; can
be recovered due to vulnerabilities of the COMP128 algoritne reported at-
tack [16] would require approximately 500,000 queries ®$thM, which could
recover the secret key in approximately 8 hours. Rao et.nal81] introduce
a class of side-channel attack performed against COMP 1B the ability to
retrieveK; in as few as 8 chosen plaintexts in less than a minute. Antbweair
attack is theoretically possible if an attacker impersesa BTS. Using a fake
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BTS that exploits GSM authentication protocols, it couldpossible to mount
an attack on COMP128; and

e Weaknesses in A5 algorithrAttacks against the A5 algorithm facilitate recov-
ery of Kc and hence an attacker to access the data encrypted betvedds éind
BTS. Biryukov et. al. in [12] describe an attack against Ak strong version
of the A5 encryption algorithm) in whicK, can be computed in approximately
1 second based on the output of the A5/1 algorithm for the Birsiinutes of a
conversation. Barkan et al. in [8] proposes a method of obitgiK, in a few
milliseconds when A5/2 (the “export” (weakened) algori)hmused. 4 frames
of A5/2 encrypted voice are sufficient to recover the keyltesg in an almost
instantaneous attack. Barkan et al. in [8] also describesctive man-in-the-
middle attack that would force the MS to use the weaker ASgdrahm for
sufficiently long to retrieve 4 frames of encrypted voice.

Whilst these attacks exploit significant security flaws thefeat the GSM authen-
tication and encryption mechanisms, it is unlikely thatsthattacks would be effec-
tive against the proposed association protocols. An adigeknst COMP128 requires
physical access to the subscriber’s SIM. Assuming an dweiatr attack is possible, an
attacker must have knowledge of the subscriber’s locatiaordler to clone the SIM.
Network operators are able to detect the presence of twghelhes with the same
IMSI. Typically, this indicates that a SIM has been cloneag @arompts the network
operator to disable access for that particular IMSI.

Attacks against A5 are limited in their ability to compromibie association proto-
cols, as the information sent over the GSM covert channdiraeslimited and associ-
ated with a given TCP session. An attacker would need taieita TCP session to the
intended destination (e.g. a bank), and be in the vicinityhefuser in order to capture
the one-time password. This firstly requires successfudyiheentication before the
one-time password is dispatched. Assuming the preautatioih can be defeated and
the A5 attack based on a active man-in-the-middle attackssiple (the described at-
tack by Barkan et al.[8] is only theoretical), an attackarldgotentially gain access to
the service. This is not possible with the public key versibtihe association protocol,
as the user must willingly perform a public key operation logiit phone, the response
of which is used for authentication.

A more probable attack could be realized through hijackinger's TCP session
rather than attacking the association protocols. Sesgjacking is where an attacker
implements a man-in-the-middle attack such that a useresiano a server via an ad-
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versary. End-to-end security protocols such as SSL prdittteeprotection from ses-
sion hijacking, as they rely on weakly bound public key d¢edies to identify servers
and to establish security contexts for symmetric encryptiglost users fail to com-
prehend the digital trust management present in PKI. Alginca user may be warned
that the host certificate has changed, most users will acheptew credentials. As
such, this type of attack works well in practice. The dsniffiection of tool$ allows
attackers to implement active man-in-the-middle attagarest redirected SSH and
SSL sessions.

4.11 Application of GSM Location System to an Inter-
net Banking System

An example application of the tamper-resistant locationcepts presented in this
chapter can be seen in the Internet banking system that wasrmented.

SSL GMPC Session

Gateway Mobile l
Positioning Center nternet

SSL Banking Session

Radio tower

GSM Network Operator Laptop

Figure 4.15: High-level Internet Banking System

The banking server was implemented using Java Servlets ach®pTomcat.
The location server was implemented in Java, which madditocaequests (XML
MPP Location Immediate Requests (LIR)) to the prototypee@ay Mobile Loca-
tion Center (GMLC) over HTTP. The prototype GMLC used fottitgg is detailed in
Appendix H.

The Internet banking system requires an initial authetiinain the form of a
unique user identifier, and a PIN. (Figure 4.16). Successftientication of a bank-
ing user results in the initiation of the association proto@ challenge is sent to the

SRefer tohttp://naughty.monkey.org/ ~dugsong/dsniff/ for the dsniff tools.
10Refer to Apache Jakarta Project for information on Tontttd://jakarta.apache.org/
tomcat/
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user’s cell phone, which must be entered into the “access’dmdd within the timeout
period.

A user must also select the registered location that theynegessing the service
from. These locations must be preregistered with the bamioffline process, and
may contain other constraints such as time of day Internekibg can be accessed
from various locations. An example is a user’s work locatidmuser may wish to only
allow access to their Internet banking during the hours #reyat work.

Once submitted, the authentication server validates tiephone is associated
with the web session, completing the association prototbé authentication server
then proceeds to send a request for the user’s location tGabeway Mobile Loca-
tion Center (GMLC). Using the methods detailed .7 ands 4.8, the authentication
server determines if the user’s location is within the regged location the user se-
lected. Successful validation, authorized the user tosacearious Internet banking
functionality.

Various granularities of access control can be specifiech #hat a user success-
fully associated and within a registered location area nagranted access to elec-
tronic international bank drafts, where as a user who wagainie to authenticate us-
ing their unique user identity and PIN, is granted read onbeas to account balances.
The location information can also be used for audit purpdsiesling a transaction to
a location.

A hypothetical WAP version of this service is illustratedrigure 4.18. This was
not implemented due to the lack of cellular phone supportWaiP version 2.0 at the
time.

4,12 Summary

This chapter has presented two methods of facilitating &argsistance of signaling
for GSM location acquisition. Experimentation in testihg tamper-resistance of the
timing advance was detailed and practical use of the timavguace in a location sys-
tem was discussed. Recommendations for the representdtgaographical data for
trusted location systems were detailed and applied to amebesauditing and access
control system. In order to avoid disassociation attacksnesgthe location systems, a
cellular phone association protocol was proposed. A pudgljcversion of this proto-
col for WAP 2.0 enables cell phones was also proposed andmgnated in terms of
a web and WAP-based Internet banking service.
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Chapter 5

Proximity-based Network Packet
Filtering for IEEE 802.11 Wireless
Devices

5.1 Introduction

In this chapter we investigate the use of context-awarenesscess control processes
at the IP layer. Location context-awareness in |P-layees&control for IEEE 802.11
Wireless LANs was investigated as wireless LANs have bedogreasingly popular
in both home and office environments, and there is an inergamed to provide ade-
quate security without unduly restricting functional#gpecially for applications such
as public access points. This chapter introduces a novrimpity-based packet filter-
ing system which can be integrated into firewall/router desj augmenting existing
security mechanisms such as virtual private networks (\JPéts.

Proximity-based packet filtering is particularly usefulrgstricting the usage of
a wireless network to unauthorized users. An example emviemt is a coffee shop
or restaurant that provides wireless Internet access tugmers. With the use of
proximity-based packet filtering, it is possible to restbasiness and residential users
who would have otherwise been in range of the wireless LANnfraccessing the
network resources without being in the coffee shop. The giddtering system would
require that users are within a predefined location area.

As WEP encryption is easily defeated by publicly availabld$, the augmentation
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of proximity information into a packet filtering system ieaises the complexity of such
an attack, requiring both software and hardware attacks.

This chapter details the proposed method of obtaining eéeLAN signal data
from the monitor point, facilitating transparent locatiproximity acquisition using
standard 802.11 equipment. The pathloss model used fanlatihg distances from
signal data is detailed with a performance analysis ilaistg the accuracy of the
pathloss model in an indoor office environme§it5(4). The system architecture is
presented i 5.5, illustrating the augmentation of proximity-basedmmhation into a
packet filtering system. Benchmark results rating the perémce of the implemented
prototype are also presented.

Portions of this chapter have been published in the papeximity-based Net-
work Packet Filtering for IEEE 802.11 Wireless Devices. hodeeding of IASIS
International Conference on Applied Computing, Lisborrt&gal, March 2004.

5.2 Emerging Work in 802.11 Location and Ubiquitous
Network Security

The primary contribution in this chapter is the integratajrwireless LAN proximity
context data into network security services such as firepadket filtering. While
there does not appear to be any previous work in ubiquitotganke security services,
there are three significant contributions to location asigjon in IEEE 802.11 wireless
LAN. Bahl and Padmanabhan in [7] propose a location systatcthmbines empirical
measurements with signal propagation modeling to derigddbation of a wireless
device. Their proposal involves two approaches, an engbimethod using a database
of signal strength data, and the use of a signal propagatoalehthat takes into account
the attenuation of walls. The empirical method yieldeddyatsults using the Nearest
Neighbor(s) in Signal Space algorithm (NNSS), however iregian offline dataset.

This method is extended by Saha et al. in [85], using moreisbpéted classifiers
which take into account the distribution of data; NearesigNleor Classifier, Back-
Propagation Neural Network, and Classification by Histogkéatching. This resulted
in more accurate location results.

Kishan et al. in [67] proposed a location acquisition thdtagd signal strengths
from three access points, and performed a triangulatiosedan laterations, to de-
termine the location of a client. The proposed system medstire distance of the
wireless device from each access point and performed alaatouto determine the
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circular area of influence. The location of the device is thpproximated to be the
intersection of these areas.

The determination of user location in a wireless LAN netwfankuse in context-
aware applications was explored by Jason et al. [89], anch/A&sial. in [88]. It was
identified that the use of location within a wireless LAN fantext-aware applications
offers almost limitless usage. Both papers explore thewdfit schemes for obtaining
user location for a context aware Portable Help Desk appdicaThis context aware
system allows for its user to determine the location of otismrs on campus as well
as information about them.

Our approach significantly differs from these contribuson that we obtain the
signal data of transmitting client devices from the infrasture, where as these pro-
posals observe the signals of access points from clientegviThis is considerably
better in terms of security and usage for access controhesotation server does
not have to trust the client device to provide their locatidrnis is then augmented
into a packet filtering system for dropping access of devibas are not within the
bounds of the wireless LAN. Our work explores the use of liecatietermination for
implementing a packet filtering firewall.

5.3 Enhancing Linux Packet-filtering Firewalls

A firewall serves as a single point of entry into a network, vehieaffic can be moni-
tored and/or filtered. Only authorized requests are be alfiawto the network, where
such access control policies are enforced by the firewall.

There are two dominant types of firewalls: application pesxand packet filtering
gateways. The common belief is that proxies are more sebokeever, due to their
nature of being restrictive and limited in performance,Xme have generally been
adopted for out-bound traffic, rather than in-bound. Theaathges of using packet
filters, or even more sophisticated stateful packet filtgiesns from the fact that they
offer high-performance for in-bound traffic. For this reasa packet filtering firewall
was chosen for implementation in this system.

Having a packet filtering firewall allows finer granularityagantrol over communi-
cation packets. Incorporating a packet filter allows a fitetwadetermine if a wireless
device has access to network resources. Extending thigodskbow user location in-
formation to determine the access control furthers the afl@acontext aware firewall.
The augmentation of context aware information to derivenilérules allows for a
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dynamically changing access control list. Developing aeximaware firewall system
requires information such as user location and also the kogipdate the access con-
trol list dynamically. The combination of netfilter and IPbles, found in the Linux
kernel, was chosen for its simplicity in design and also resitality, thereby allowing
the development of the proposed system.

The following subsections discuss the components and iggobsiused for location-
aware packet filtering.

5.3.1 Neffilter

Netfilter is a framework for packet manipulation, found ie thinux kernel from ver-
sion 2.3.xx development kernel and is still part of the olldnewall kernel design
in the test 2.6.xx Linux kernels. The framework allows thenglang of networking
packets outside of the Berkley Socket Interface [84]. IPI@sks an array of rules in
memory that provides information to where packets from dambk should begin to
traverse. Upon the registration of the table, userspacee=mhand replace contents
within the table using the setsockopt() and getsockopt(¢tions. The combined use
of netfilter and IP Tables provides the full firewalling capisies of the Linux operat-
ing system, which easily facilitates future extensions.

5.3.1.1 Netftfilter Framework

Each protocol defines “hooks” within the protocol stack, evhthe packets would
traverse. At each of these “hook” points; the protocol cHiks netfilter framework

with the packet and hook number. Parts of the kernel cantezdis listen to these

“hook” points, for each protocol. When a packet is passetieaetfilter framework,

it will check if any kernel modules are registered for thetpooml and the associated
“hook”. At this point, the kernel module can examine the m&nd decide on 1 of 3
possible actions to take:

1. Allow it to pass NF_ACCEPT);
2. Forget the packeNF_STOLEN; or
3. Queue the packet for userspabié-(QUEUE).

The queued packets are then collected by Fh@UEUEdriver and sent up to user
space for further processing. Figure 5.1 illustrates thefhdd hooks for IPv4. There
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are 2 points of entry into the protocol stack; either a trassion packet arriving from
the network or a packet created by the local system.

i NF_IP_PRE NFIP_ PosT
ez | RouTiNg [ ROUTE ——— FORWARD ——— oirie F—0
External Interface Hook Hook Hook Internal Interface

(WAN) T (LAN)

ROUTE

NF_IP_
LOCAL_
out

NF_IP_
LOCAL_IN
Hook Hook

Linux neffilter System

Figure 5.1: Linux Netfilter hooks

A packet arriving on the system via the network would firstgodmsough a sanity
check, before being passed to the netfilter framewadsiesiP_PRE ROUTINGhook,
after which, the packet is passed through the local routinggss. If the packet passes
through without being filtered by the routing process (i.et Mtered because it is not
possible to route), it will be passed on to 2 possible hooks:

1. If the packet was destined for the local system, it will beged to the
NF_IP_LOCAL.IN before it is passed to the local processes;

2. If the packet was destined for another interface, it walldassed from the local
routing process ttNF_IP_POSTROUTINGhook before it is transmitted down
the line.

TheNF_IP_LOCAL OUT hook is called for packets that have been created on the
local system. The packet is then passed through the locahgoprocess before being
placed on the protocol stack.

5.4 Proximity Measurements in 802.11 Wireless LAN

Calculating the location requires at minimum three monjoints and the use of a

lateration calculations to determine the location of a deviased on signal pathloss
or signal propagation timing. Because of the inability o280 devices to accurately
measure the timing of signals in indoor environments, megants are made using
signal pathloss propagation models. There are three daypees of propagation mod-

els: [75]
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1. Empirical propagation modelsThese models are statistical, based on experi-
mental data and are simple, efficient and particularly bletéor computing im-
plementation, however are considerably less accuratelieasther two models.
There is no requirement for an environmental database \reswée propagation
environment coefficient is very sensitive.

2. Theoretical propagation model3.hese models include ray-tracing models and
Finite-Difference Time Domain (FDTD) models. Ray-tracimgdels are based
on calculating all possible signal paths from the transntti the receiver; how-
ever they require extensive computational resources dawektensive knowl-
edge of the environment. FDTD models are based on numeidatia to
Maxwell’s equations of electromagnetic wave propagati@imilarly to ray-
tracing, FDTD models require extensive computationaluesss and knowledge
of the environment.

3. Artificial neural network propagation model3hese models are based on neu-
ral networks with significantly better accuracy than engaifimodels, without
the computational complexity of theoretical propagatiordedls. These models
require extensive training processes.

While theoretical and artificial neural network propagatimodels are more ac-
curate than empirical models, an empirical propagationehads chosen because of
its speed and minimal computational requirements, beimgcpéarly appropriate to
packet filtering. Simplicity of implementation and no reegument for a database stor-
ing environment data were also significant factors in theaghof propagation model.

The following sections detail the methods used to obtainaigtrength data from
802.11 devices and the pathloss model used to calculatenptgxased on these
measurements.

5.4.1 Signal Strength Acquisition in 802.11 Wireless LANs

Wireless LANs measure the received signal strength in aredlaas it is inherent to its
medium access control operations. 802.11 devices supptirtiyequency Hopping
Spread Spectrum (FHSS) and Direct Sequence Spread SpgEI&H%) at the physi-
cal layer for the transmission of data. Typically DSSS isdyses it is able to achieve
higher data rates. Unlike CDMA which utilizes a set of spieg@odes, the spreading
architecture of 802.11 utilizes the same PN code for all BDBevices, resulting in a
shared channel.
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As wireless LAN channels are shared, a medium access cangohanism is
used to share the channel with devices that are using thenehahhe 802.11 stan-
dards (IEEE, 1999) define the Carrier Sense Multiple Acce&ssllision Avoidance
(CSMA/CA) medium access control (MAC) protocol for the Distited Coordination
Function (DCF). This protocol operates with the physicgélavhich obtains the Re-
ceived Signal Strength Indicator (RSSI), indicating thrersgth of a received signal.
The RSSI is used by the Clear Channel Assessment (CCA) @idgoto determine
when the channel is clear for transmission, based on a mmithweshold. As de-
tailed in (IEEE, 1999), the RSSI measurement is a measuresareed energy by the
physical sublayer, intended for use in a relative mannesollie accuracy of the RSSI
reading is not specified.

The RSSI is represented as a 1 byte value, allowing for 2%érdiit signal levels.
How these levels are mapped to actual dBm values is depeadentvendor’s imple-
mentation RSSIMax s the specified maximum RSSI value a given vendor has chosen
to implement. As such, RF energy is arbitrarily represemigthteger values from 0
to RSSIMax. The range of supported values typically spans -10 dBm t8 dBm
represented as 100 levels in common 802.11 devices.

A number of chipsets including the Prism Il chipset suppoohitor-mode func-
tionality. This allows the card to sniff all packets in a givehannel. The RSSI value
for each received packet can be extracted from the driveuaed as part of a location
calculation.

The wlanng' Linux device driver with a Prism 1l based 802.11 card was feed
extraction of RSSI values. The driver is coupled with a wtithat is able to initiate
monitor mode. Open source wireless LAN tools are used tbgadkets from a speci-
fied channel. The tools are able to provide the RSSI of thengraeket as a percentage
of RSSIMax. This value must be converted to dBm for use in a pathloss mode

As the RSSI is implemented differently by each vendor, itasassary to find the
conversion functions for the particular 802.11 device peised. A Prism lI-based card
was used for our experimentation. For Prism lI-based céingssignal power in dBm
is linearly related to the RSSI. An RSSI-to-dBm constanetsieved from the device
via the driver by reading RIDResource Identifier): FC46, cnfDbmAdjustis can be
used to determine the dBm from the RSSI by subtracting theevad cnfDbmAdjust
from the RSSI value.

!Refer to The linux-wlaf* Project http://www.linux-wlan.org/
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5.4.2 Path Loss Model

In order to calculate the proximity in terms of meters, it &cassary to use a pathloss
model which models the logarithmic decay of RF energy oveiwargdistance. The
pathloss model used in the architecture is given below:

PL = 20log(a) + 10nlog(d) — G1 — G2 — 27.6

PLis path loss (dB) #xPwr(dBm) —rxPwr(dBm) ais the frequency of the channel
(MHz); d is the distance (meterd}l is transmitter antenna gain (dB(}2 is receiver
antenna gain (dBi)n is the environment coefficient that quantifies the enviromime
and27.6 is a constant used to calculate distance in terms of meters.

The environmental coefficient n is derived through the samgpulf pathlosstxPwr—
rxPwr) at known distances. By using known distances, it is possib&alculaten as
an average of the environmental coefficients for each knastarnkce.

In our office test environment, the environmental coeffici®as calculated to be
2.37. This was based on samples taken in the office and isrdted in Figure 5.2.
This figure details the observed pathloss, the logarithmigecbased on the sample
data and the logarithmic curve based on the pathloss modidalistances at which
the samples were taken. The measurements were taken usRigsldased wireless
LAN card using the methods detailedgrb.4.1.

Figure 5.3 illustrates the distances calculated using #thl@ss model and the
observed pathloss versus the actual distances. The skfaot#el is computationally
fast and satisfactorily accurate for distances up to 13 immébe indoor environments.
It begins to loose accuracy fairly quickly there after. Fatdmor environments, the
range is typically better due to line of sight conditionse®peed of the calculations is
critical, given that the access control system must be alylesct quickly to proximity
changes.

Figure 5.4, which illustrates the office test environmemwtads the locations tri-
laterated from the above pathloss model and the observebbpsitrom three monitor
points versus the actual locations. Use of more sophisticatioor propagation mod-
els that take into account obstructions such as walls, wgield a significantly better
result. For proof of concept purposes, this location deitggition mechanism provided
reasonably accurate location results. The access comttatecture is detailed in the
following sections.
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Figure 5.2: Signal Decay Over 20m in an Indoor Office Envirenin

5.5 System Architecture

The architecture is composed of a number of componentsustrdted in Figure 5.5.
The following subsections detail these architecture camepts.

5.5.1 Wireless LAN Monitor

Each wireless LAN monitor is used in the measuring of theaigtrength of all de-
vices participating in the wireless LAN network and is bagedhe RSSI value of each
packet transmitted into the air.

Firstly, a monitor uses a wireless LAN card in promiscuousig)allowing it to
sniff all transmissions in the channel. This allows the namio extract the MAC
address of each packet, and also read of the RSSI value, vgheelculated as a per-
centage oRSSIMax This is formulated into a message, which is communicated fr
the wireless LAN monitor, to the context service with thddwling format:

<WLAN_MONITOR_ID> <INTERFACE_MAC_ADDRESS> <PERCENTBEERSSI| VALUE>
Each monitor facilitates transparent signal strength stiipn without knowledge

of client devices. As such, a client device does not requisespecialized software,
and any 802.11 device can be located using this scheme.
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5.5.2 Wireless LAN Firewall / Router

The Wireless LAN firewall / router consist of the Context See(CS) and the Netfil-
ter kernel module. The system has been designed such thatakienity calculation
and access control processing is done independently ottimekNetfilter packet pro-
cessing. Orthogonal processing allows packets to flow witdelay, as long as there
is an entry in the CS access control list.

The CS supports three or more monitors, each of which must hawnique ID.
While a greater number of monitors will result in a more aateifocation, the latency
for granting or denying access will increase, as the latargirocessing becomes in-
creasingly more time consumifg

Each monitor provides its ID, the observed device’s MAC addrand correspond-
ing RSSI. On receipt of an update from a monitor, a cache auntathe observed
device’s MAC address is updated for the corresponding rapHit, with the observed
RSSI. If there are not at least three fresh non-zero RSSEksalhe location calcula-
tion will not be performed. Freshness is determined fromtitmestamp for a given
Monitor's observed RSSI value, and a threshold defining tagimum age an RSSI
value will be accepted.

Assuming these conditions are met, a set of fresh non-ze&l R8ues are con-

2Exact figures are not provided as additional wireless egeigrwas not available to quantify the
increase in latency.
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verted to dBm (as detailed i$15.4.1) and are laterated. Lateration involves finding
the points of intersection of circles defined by the knowratamns of the monitor
points, and whose radius is the distance derived from th@dgsst model (as detailed
in § 5.4.2). The result of this process is a single point whiclors/firded to the Access
Control Logic.

The Access Control Logic is responsible for determining thbea given point is
within a specified location area. Access control policy iafigured using polygons
that bound the area in which client devices are granted dedeccess. Polygons must
have at minimum 3 points, and at maximum 15, such that th@&st is connected to
the first. Lines connecting the points are not to cross amotie access control logic
determines if the location of the client, given as a pointyithin the polygon using
the Jordan Curve Theorem (Refer to Appendix E).

If access to a given client device is granted, it is added tacess control list,
identified by its MAC address. The entry contains a timestaguph that freshness of
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an access control decision is known. The Access Controldalgb supports explicit
denials in its access control list.

When a packet transmitted by a given client device enterdldtBlter system, an
access control decision is requested by the Netfilter kenoelule for a given packet
received through the NetfiltedF_IP_PRE.ROUTINGhook (Figure 5.6). The source
IP address of the incoming packet is sent to the CS in an acwgsol request,
for which a Boolean response is received resulting in thermedf NF_ACCEPT or
NF_DROPto the Netfilter subsystem. On receipt of an access contnoles, the Ac-
cess Control Logic performs an ARP (Address Resolutiondemd) lookup to resolve
the MAC address for the IP address detailed in the accesstoequest. The Access
Control Logic determines whether access is granted or déryigerforming a lookup
in the access control list, and verifying the freshness eftitry corresponding to the
given MAC address. If an entry does not exist, access is ddmnji@efault.

5.6 Prototype Implementation

The architecture was implemented in a controlled enviramtnf@ testing purposes.
The setup included the following systems and equipmenug€i§.8):

e 3 Wireless LAN Monitors: Pentium 4 class notebooks runniegdfa Core 1
Linux. Each system utilizes a IEEE802.11b Wireless LAN Awapvith the
PRISM2 chipset;
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Figure 5.7: WLAN Dynamic Context Service

e WLAN Firewall/Router: Pentium 4 class desktop PC runningldta Core 1

Linux. This system performed the packet filtering functiltigeand hosted the
context service;

e ORINOCO AP500, Wireless Access Point with an extended rantgnna (2.5dBi);
and

e NetGear DS108 Dual Speed Hub (10/100Mbps).

Timing functions were added to the kernel module and thessaservice to bench-
mark the performance of the packet filtering. The perforreaesults are detailed in
Table 5.1.

The effect of the access control delay is that the first fewkgectransmitted by
a client device are dropped by the kernel module. This shoatdcause application
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Process Average Time Per
Packet (ms)
Lateration 16.54

Packet sniffing and communication of RSSI for packe#il.38
source MAC address to WLAN Context Service
Total packet delay 77.92

Table 5.1: Packet Filtering Access Control Delay

disruption, as TCP-based packets should be retransmittading to TCP protocol

functionality. After the delay in observing and calculatithe location, assuming ac-
cess is granted, packets are routed to the destination. liért ¢s to move outside

an authorized area, this delay will also allow a small nundfgrackets to be sent or
received before access is denied.

5.7 Summary

In this chapter, we have proposed a novel proximity-baselgidiltering architecture
that uses the contextual information of a user’s locatiomethod of trilateration was
used for location acquisition, providing satisfactoryulesthat demonstrate the proof
of concept using extensions of the Linux netfilter architeet Performance results
of the signal propagation pathloss models utilized and #réopmance of the imple-
mented prototype have been detailed. Improvements in tteiém performance can
be made through the use more complex pathloss models orlotadion acquisition
techniques identified if 5.2.
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A Wireless LAN Denial of Service
Attack

6.1 Introduction

Wireless LAN Location systems are typically used in WirslésAN management,
tracing of hackers, intrusion detection and can be useddiotest-aware applications.
During the development of Wireless LAN location servicesutnerability realizing

a trivial denial of service attack was discovered. In thigpatler, we discuss the attack
and its ramifications.

Wireless LAN has been standardized by the IEEE in the 802fé&ssof standards,
detailing the requirements for Physical (PHY) and Mediuntégs Control (MAC)
functionality. These standards have been widely accepteslipplementing wired in-
frastructure. It has become increasingly evident thatticeesss and cost-effectiveness
of commercial-off-the-shelf wireless LAN has lead to itslespread use in industries
outside the traditional enterprise sector.

Sectors such as the industrial and transportation have stangent requirements
than enterprise in their requirements for availabilitpustness, survivability. While
the use of wireless LAN technology is significantly more ceféctive, it was not
designed to meet the requirements of sectors that form paheonational critical
infrastructure.

This Chapter will introduce a trivial attack on the availépiof direct-sequence
spread spectrum Wireless LANs, demonstrating that it isarsatitable technology for

129
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safety-critical or critical-infrastructure applicati®n

6.1.1 Emerging IEEE 802.11 Applications

The specification by the IEEE of the 802.11 wireless LAN stadd has led to the
emergence of a wide range of affordable, and to a large extembperable, technol-
ogy becoming available for wireless communications. Thelalility of affordable
wireless communications technology has not evaded thetetteof a number of sec-
tors that have traditionally relied on expensive, pro@amgtradio technologies to meet
their communications needs. Such sectors include tratepmor, process control, and
telecommunications.

For example Alcatel, a large provider of control technoésgb the transport sector,
is including 802.11 based radios in their technology stja{@01] and is reportedly
using COTS based IEEE 802.11 radios for trains in Las VegasgHKong, and Ko-
red. There also appears to be interest in the industrial neiwgrrena for using
commodity 802.11 data radios in a range of applicafipnensideration of WLAN
technology for use by the militaty public safety; and the interworking of WLAN
and 3G systenis

This emerging interest in adopting IEEE 802.11 technolagyehvironments that
have stringent performance and security requirementecesfy in safety-critical con-
trol environments, is very concerning in lieu of the easénwhich such communica-
tions can be disrupted, as described B.4. While attacks on the confidentiality and
integrity of WLAN communications can be expected to be resdlin current and fu-
ture enhancements to the standards, attacks on avaifasldescribed in this chapter
may not be so easily solved.

The structure of the chapter is as follows. First existingfickentiality, integrity,
and availability attacks against IEEE 802.11 based WLANssaimmarized ir§ 6.2.
Aspects of the MAC and PHY layer protocols relevant to thelgel@scribed attack are
reviewed ing 6.3 and the new attack is described;if.4. The new attack is analyzed
in Section 6.5 and possible solutions to existing and thvg attack are discussed in
§ 6.6.

'Refer tohttp://www.tsd.org/cbtc/projects/

2Refer tohttp://ethernet.industrial-networking.com/wireless. htm

3Refer to Joint Tactical Radio Systemtp://jitc.fhu.disa.mil/jtrs/

4Refer to Advanced Network Technologies Division Commutiia& Networking Technologies
for Public Safetyhttp://w3.antd.nist.gov/comm \-net \_ps.shtml

SRefer to IEEE Communications, Volume: 41, Issue: 11, No@2f@r articles on the integration of
wireless LAN and 3G wireless.
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Portions of this chapter have been published in the paper:riial Denial of
Service Attack on IEEE 802.11 Direct Sequence Spread Spedivireless LANSs. In
the Third IEEE Wireless Telecommunications Symposium (V2084), Pomona CA,
USA, May 2004.

6.2 Existing Attacks Against IEEE 802.11

Since becoming standardized, a number of attacks, bothatiesi and practical have
been described against IEEE 802.11 networks. The attattlex éocus on the confi-
dentiality and integrity of wireless communications, oe tvailability of the wireless
networking infrastructure.

Significant attacks against the security services proviethe Wired Equivalent
Privacy (WEP) protocols are well documented [13, 53, 93].

A range of availability attacks, mainly directed at the nggraent and MAC pro-
tocols used by IEEE 802.11 WLANSs have also been identifie®19, These attacks
generally exploit the fact that many of the management ngessia IEEE 802.11 are
unauthenticated, rather they rely on correctly behavinglMayer implementations.
Some example attacks involve:

¢ |dentity spoofing to permit deauthentication or disasgamieof the victim node
from the network (See Figure &)1

e Exploiting power saving features; and

e Exploiting media access protocols through such activagesodifying backoff
timers, and keeping network allocation vectors (NAV) at mero values.

While each of these attacks is significant to varying degriéesour opinion that
these attacks are most likely mitigated through the apjptinaf cryptographic tech-
niques such as the authentication of messages

6.3 Review of IEEE 802.11 Protocols

The IEEE 802.11 working group standards detail informa#ibaut the physical layer
(PHY) and Medium Access Control layer (MAC) protocols raqdifor wireless lo-

8image sourced from [61].
"IEEE 802.11i will address the security issues associaté WEP, but will not currently address
some of the availability attacks described.
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Figure 6.1: Authentication and Association States

cal area networking (WLAN). The PHY layer is further dividedo the Physical
Layer Convergence Procedure (PLCP) subfhgead the Physical Medium Dependent
(PMD) sublayer as shown in Figure 8.2

MAC MAC Mangé\gnent
Station
Convergence Layer Management
PHY
DSSS PLCP Sublayer
DSSS PMD Sublayer

Figure 6.2: PHY / MAC Layers

The PHY layer provides the MAC layer with information aboe tavailability of
the underlying medium (carrier sense functions) and isliaawith the reception and
transmission of data.

To provide distributed, but coordinated access to the shaneless medium, the
IEEE 802.11 MAC protocols perform Carrier Sense Multiplecéss with Collision
Avoidance (CSMA/CA). This strategy minimizes the likeldeof two stations trans-
mitting simultaneously, resulting in a collision and suipsent corruption of data,

8The use of this sublayer ensures that the MAC layer is notlfigioupled to a specific PMD
®Image sourced from [61].
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while ensuring that the available bandwidth is effectivetilized. Fundamental to
the functioning of CSMA/CA in the IEEE 802.11 MAC protocossthe Clear Channel
Assessment (CCA) procedure performed by the PHY layer.

6.3.1 Clear Channel Assessment

The Clear Channel Assessment (CCA) is used by the MAC laydetermine (1) if the
channel is clear for transmitting data, and (2) for detemgrwhen there is incoming
data.

Evaluation of CCA is made by the PHY layer and the resultirsggasment is com-
municated to the MAC layer via theHY-CCA.indicateservice primitive. This primi-
tive can either be set to IDLE, when the channel is assesdsldi@ar, or BUSY when
the channel is assessed to be in‘tise

The IEEE 802.11 series of standards define the following rGldeannel Assess-
ment modes:

e CCA Mode 1.Energy above threshold. CCA shall report a busy medium upon

detection of any energy above the ED threshold.

e CCA Mode 2.Carrier sense only. CCA shall report a busy medium only upon
detection of a DSSS signal. This signal may be above or béle\izD threshold.

e CCA Mode 3.Carrier sense with energy above threshold. CCA shall regport
busy medium upon detection of a DSSS signal with energy ath@vED thresh-
old.

e CCA Mode 4.Carrier sense with timer. CCA shall start a timer whose domat
is 3.65ms and report a busy medium only upon the detectiorhftarate PHY
signal. CCA shall report IDLE medium after the timer expiaesl no high rate
PHY signal is detected. The 3.65ms timeout is the longesttaur possible for
a 5.5Mbit/s PSDU.

e CCA Mode 5A combination of carrier sense and energy above threshdd C
shall report busy at least while a high rate PPDU with enetgyva the ED
threshold is being received at the antenna.

1°The specific details of how this is achieved differ with eablggical layer, but the process involves
the detection of energy beyond some threshold (PEIDindicate), or the acquiring of a valid code
lock (PMD_CS.indicate)
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6.3.2 Medium Access Control

The IEEE 802.11 standards specify both a centralized artdbdised coordination
function for controlling access to the shared transmissiedium in WLANS operat-
ing in infrastructure mode (BSS / ESS). These are known a®diet Coordination
Function (PCF) and the Distributed Coordination FunctiD&€F) respectively. The
DCF is used to permit the ordered sharing of network ressuirtad hoc, or IBSS
based WLANS.

The PCF is centrally controlled and operates by a mastea(tbess point) polling
slaves (the stations) for any data they may have to transrhis permits contention
free access to the transmission medium and operatespeak only when spoken to
paradigm. The PCF mode of operation is not widely deployeds siot discussed
further.

The DCF as its name suggests provides distributed, but twded access to the
shared medium. In coordinating access to shared mediura #rertwo goals: (1)
permit stations to commence transmission with minimal yleéand (2) prevent two
or more stations from transmitting simultaneously to awmtlisions and data corrup-
tion. In order to meet these goals the 802.11 standard sgeelfsten before talking
paradigm for communications medium access, such that iarstzdn only transmit
while no other station is transmitting. This achieved byihgvhe station perform
a carrier sense operation, in the form of a clear channekassmnt (CCA) prior to
transmitting any data. To minimize the likelihood of twotgias sensing the medium
idle simultaneously, the medium must be idle for a periodroktknown as an inter
frame space (IFS) before transmission. Once the medium has been idle for sit lea
the appropriate IFS time, a random backoff procedure iopeid - further reducing
the likelihood of two stations transmitting simultanequdfigure 6.3%). The random
backoff time is calculated as a function of the number of gneasful attempts to
transmit an MPDU, such that as the offered load to the netuwuarnieases, the larger
the range of possible backoff time values becomes.

An additional IFS value is used by the DCF when frame transimmserrors are
detected. This value is known as the Extended IFS (EIFS) taisdthe longest IFS
value of all.

"These values are PHY specific and the use of different IFSgaliows simplistic prioritization of
traffic to be performed.
2lmage sourced from [61].
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6.3.3 Summary

The important points to note from this section, are that tRAGs used by the MAC
layer to determine if the transmission medium is availabtelfita transmission. When-
ever the MAC layer receives a PHY-CCA.indicate(IDLE) it Wilait for an IFS plus
a random backoff time prior to transmitting. When the MACdayeceives a PHY-
CCA.indicate(BUSY) service primitive from the PLCP layémill defer from ac-
cessing the medium. The PHY layer uses energy detectior, @etbction, or some
combination of the two to determine if the medium is busy atd BHY-CCA.indicate
accordingly.

6.4 A New Attack on IEEE 802.11

Here we propose a new attack on the IEEE 802.11 WLAN MAC prltoEhe attack
described permits a low powered, portable device such asngp@m IPAQ, using a
commonly available wireless networking card to disrupteldgss network communi-
cations over a significant range, for a significant periodroét in a manner that makes
the identification and localization of the attacking node-tavial.

The attack exploits the Clear Channel Assessment (CCA)epige used by all
standards compliant hardware and causes all stationswiéhge, both clients and ac-
cess points, to permanently defer transmission of data iStaichieved by stimulating
the CCA in a manner that the channel is always assessed tosietbus preventing
the transmission of any data over the wireless network.

Significant concerns are raised by this attack for a numbegagons, including:

e Attack can be mounted using standard hardware and commeetydrivers;

e Attack consumes limited resources on the attacking nodes s@xpensive to
mount;
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¢ Vulnerability being exploited will not be mitigated by engarg MAC layer se-
curity enhancements i.e. IEEE 802.11 TGi; and

e There s currently no defense against this type of attacR88S based WLANS.

6.4.1 Attack Description

To facilitate correct MAC operation, the IEEE 802.11 staddaandates that a Station
Management Entity (SME) will be present and able to intesitedayer specific status
and control layer specific parameters. The two layers cbettr@ia the SME are the
MAC Layer Management Entity (MLME) and the PHY Layer ManaggrmEntity
(PLME). Interactions among the management entities aretdebin Figure 6.4".

MLME_GET/SET]

Station

Management  |[p yEDSSSTESTMODE
Entity facilitates production of a
DSSS signal containing
PLME GET/SET || MPDUs of desired test

- patterns, transmitted
continuously without
complying to MAC protocol

Figure 6.4: Station Management Entities (SME)

The attack described here takes advantage of an optionaERidwice primitive®
that places the network card in a test mode of operation ¢apélbontinuously trans-
mitting a specified bit pattern on a given channel.

Once the attacking node begins transmitting this pattérstaions within range of
the transmission, including AP’s, will receive a PHY-CQO#licate(BUSY) assessment
of the channel state until the attacking node is disableds fdsults in clients of the
network perceiving the AP as out of range (Figure 6.5). Thecefbf the attack, as
observed in our experimentation is almost instantaneous.

The following subsections detail the affects of the attankPb.CP receive and
transmit procedures based on preliminary experimentation

3These are the high rate WLANs
“Image sourced from [61].
5P ME-DSSSTESTMODE.request
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Figure 6.5: Attack on Infrastructure WLAN

6.4.2 Affects of Attack on the PLCP Receive Procedure

The affect of an attack against PLCP receive procedurekeisam where the attacking
station is within range of a station, but out of range of theeas point the station is as-
sociated with. In this case, beacons are successfullyritgtes from the access point
allowing stations to be associated and synchronized. TH&PPieceive procedure is
affected as follows for stations within range of an attagkiode.

1. The PLCP frame is transmitted by the attacking node whilentledia is idle.
In this case, the CCA algorithm detects the carrier and the pgttern is suc-
cessfully detected (Figure 6%). The PLCP frame sent by an attacking node is
received, but fails the CRC check. Observations made dprelgninary testing
confirmed that PLCP frames received contained CRC errorthéaBLCP CRC
test fails, CRC FAIL is returned and the state machine rettofiRX_IDLE state
as illustrated in Figure 6.7.

2. The PLCP frame is transmitted by the attacking node whileacbe frame or a
frame from another station is being transmitt&dhe result of this is a collision,
such that the sync pattern cannot be detected. The resulogpavhere the
CCA detects a carrier, sync pattern detection fails, regpuinh a return to the
state of RXIDLE. Inevitably all beacon frames successfully transedtivill
collide with frames transmitted by the attacker, resuliimgisassociation from
an access point in the attacked channel.

Observations made during preliminary testing confirm tlwhlronditions cause the
station port status to change from “Connected to IBSS” tot“@UrRange (ESS)”.

®Image sourced from [61].
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Figure 6.6: PLCP Receive Procedure

6.4.3 Affects of Attack Against the PLCP Transmit Procedure

When using the DCF to coordinate data transmissions inreitifi@structure (BSS)
or ad hoc (IBSS) mode the following transmit procedure isofeéd by the PLCP
layer (See Figure 618).

Prior to any transmission the PHY-CCA.indicate(IDLE) mbstreceived by the
MAC layer and appropriate IFS times must have elapsed. Cmeehannel is as-
sessed to be clear, transmission of the PPDU is initiateti&WIAC layer issuing the
PHY_TXSTART.request(TXVECTOR) primitive. The PLCP layer thegts PMD pa-
rameters such as the antennae to use, transmission rateasihission power level.
Transmission of the data is then commenced via the PNISTART.request prim-
itive. Transmission terminates when data transfer has tzisg) or the MAC layer
issues a PHY-TXEND.request primitive.

The denial of service attack described in this chapter effdee PLCP transmit
procedure directly and indirectly in the following ways.

1. The attack occurs whilst a station is transmitting a frarnmethis case the trans-
mission was initiated successfully, but part of the trarsson is corrupted due
to the initiation of an attack. An acknowledgment for thengmnitted frame will
not be received resulting in retransmission and an increasbe contention
window?8,

Acknowledgment failure or the receipt of PHY-RXEND.indicen errors will
result in the deferral of transmissions for a period gretitan or equal to EIFS.

"Image sourced from [61].
18Backoff time is based on a random value between the minimwmsaximum values of the con-
tention window.
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Figure 6.7: PLCP Receive State Machine

The EIFS is used to resynchronize the station to the actudiumestate, such
that reception of an error-free frame during EIFS, resultthe resumption of
normal medium access procedures using the DIFS and backeifs. Because
an error-free frame is unlikely to be received, the stationl@d remain in this
state for the duration of the attack.

In the event the station is able to resynchronize, subseégegansmissions are
not able to occur, as it is unlikely the station will receiv€@A.indicate(IDLE).

2. The attack occurs whilst the station is idlEhe continuous transmission of data
onto the shared media, by the attacking node, dramatiedlyaes the likelihood
that any station will receive a CCA.indicate(IDLE) that ipr@requisite for any
PLCP transmission to commence.

As the media is sensed as busy during a backoff slot, the Bgmaxedure is
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Figure 6.8: PLCP Transmit Procedure

suspended and the media must be sensed as idle for a perioteadual to the
appropriate IFS.

Even if a station was able to assess CCA.indicate(IDLE) temsmissions from
a station are likely to collide with those of the attackeutesg in the MAC layer
backoff procedures being activated.

The affect of the attack on PLCP transmission proceduréusstihted in Figure 6.9.
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Figure 6.9: Backoff Procedure During Attack

19DIFS if no errors have been detected, EIFS if errors have detacted.
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6.4.4 Attack Implementation

The attack was implemented on a laptop running Linux Fedara @ and a Compaq
iPAQ running Familiar Linux. Both implementations used lineix-wlan-ngdrivers®
and PRISM based wireless network interface cards.

The goal of the linux-wlan project is to develop a completandards based, wire-
less LAN system using the GNU/Linux operating system thavjoles a convenient
interface to low level functionality of the PRISM based netlw cards. Low level
configuration of the device is made possible via the usel bgydication,wlanctl-ng
p2reqlow_level series of commands. These permit the manipulation of theagen
ment entities described {6.4.1.

6.5 Analysis of the Attack

The following subsections detail the procedures used @erhe attack, and how the
attack was tested.

6.5.1 Accessing PLME-DSSSTESTMODE

As discussed irg 6.4, the attack described in this chapter depends on beilegt@b
access the test mode of operation via the PLME. Our testieated that this service
primitive is implemented in a range of Intersil Prism2 ba¥ddAN cards (Figure 6.10)
and can be accessed programmatically via the wlan-ng draxezilable for the Linux
operating system. The network cards and drivers were testédth desktop / laptop
Intel PCs and a Compagq iPAQ 3750 running Familiar Linux.

6.5.2 Setting up the Attack

The following procedure is based on specific implementatmrPHY sublayer func-
tionality available through the wlan-ng driver for PRISMded WLAN cards.

1. Lock station to a given channellhe station mode is set to WDS (specifies a
repeater function in a wireless network), such that the eéhkis not changed
back to an available channel it can associate to an access poi

20Refer to Absolute Value Systentstp://www.linux-wlan.org for linux-wlan-ng driver
implementation.
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Figure 6.10: D-Link DWL-650 Prism2-based PCMCIA WLAN cardad for testing
attack

2. Set transmission channdPHY services are used to change the current channel
to the specified channel for the attack.

3. Launch Attack.The station’s continuous transmit test mode is activatadh s
that the station radio is put in a continuous transmissiatestMPDUs contain-
ing a test data pattern are continually transmitted undéiltést is stopped.

In order to quantify the affects of the attack, tests weredoeted in a tempest-
shielded room with 802.11b Wireless LAN equipment from a banof vendors. The
attack program illustrated in Figure 6.11, was developede purpose of automated
testing. The test results are presented in the followingecion.

6.5.3 Attack Results

Testing was conducted in cooperation with the AustraliafeDse Signals Directorate
on a limited number of PRISM, Orinoco and Aironet-based WLedds.

Experimentation confirmed that attacks performed withimgeaof an access point
significantly improve DOS results, as all associated stat@re denied service. Ad
hoc networks were found to be more resilient to attack th&asitructure networks as
they are only affected by attackers within range. An attaiskable to use open source
tools such as “Airfart?! to locate access points to optimize the attack.

In particular, attacks on infrastructure mode wireless ISAiere highly effective,
resulting in total denial of service for all wireless statscassociated with the channel
being attacked. The tests conducted made use of a PCMClAegsr& AN card with

21Seehttp://airfart.sourceforge.net/
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Figure 6.11: Automated Attack Tool

a transmission power of 23mW. The attack was virtually intstaeous with D-link,
CISCO and Orinoco hardware. When a CISCO access point agd38ICO cards
were used, they were slightly more resilient to the attaektthe other cards. This
could indicate that CISCO cards have a more robust implestientof CCA.

Figure 6.12 and 6.13 illustrate the power over the 2.4 Ghz W@feless LAN
frequency domain (channels 1-11). Figure 6.12 illustratasnal activity on channel
7 (a continuous transmission of data from one node to anothefrastructure mode),
with the attack taking place on channel 3. As can be seen fnenspectral graphs, it
is unlikely that any CCA based on a power threshold (Mode l)ld/detect a clear
channel.

Figure 6.13 illustrates the attack taking place on channehifst data was being
transmitted on the same channel. All data transmission untedy stopped, and the
nodes involved in the data transfer were unable to detesepce of the wireless LAN.

Jamming on adjacent channels was also found to be effebivegver this is de-
pendent on proximity. There are some signal rejection ctanatics for any 2 chan-
nels with less than 25Mhz separation. The adjacent chasmejdcted as long as it is
< 35dB. We found that the attack power generally exceedsltihésiold for adjacent
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Figure 6.12: Attack on Channel 3, AP and Stations on Channel 7

channels when in sufficient proximity.
The wireless LAN standards [61] specify that transmitteelcsal products shall
be less than 30 dBr (dB relative to the SINx/x peak) for
fo —22MHz < f < f, — 11MHz and
fo + 11IMHz < f < f; + 22MHz
and shall be less than -50 dBr for
f <f. — 22MHz and
f > f.+22MHz
wheref. is the channel center frequency (Figure 6214

Overlapping and/or adjacent cells using different chasinah operate simultane-
ously without interference if the distance between theareinéquencies is at least 25
MHz. Adjacent channel rejection is defined between any tvanaokls with> 25MHz
separation in each channel. The WLAN standards [61] defiaeatljacent channel
rejection must be equal to or better than 35 dB.

Attacks initiated on adjacent channels can cause interteréhrough raising the

2lmage sourced from [61]
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Figure 6.13: Attack, AP and Stations on Channel 7

noise floor of a given channel. Filtering is usually perfodrie minimize interfer-
ence from adjacent channels, however Adjacent Channeféné@ce (ACI) generates
side lobe energy that if stronger than the signal on a givamieél, can dominate the
channel’s noise floor.

This effectively results in an increased noise floor that thetes the channel’s
signal-to-interference ratio (SIR) reducing signal strength.

The effects of adjacent channel rejection and wireless LANggmance are dis-
cussed by [95], who states that WLAN RF receivers are dedigiih effective ACR
for narrow band signals which are approximately 0.10 thediadth of 802.11 sig-
nals (Bluetooth, cordless phones, etc), however wide babidgknerates significant
side band energy which falls into the pass band of an 802ddiver. In this case
the increased size of the SIR will have a decisive effect endiita throughput of the
WLAN.

The wireless LAN standards [61] define an optional chanregligition mitigation
measure Channel Agility which allows a WLAN to move to different channels to

23signal-to-interference is a ratio between the wanted $jgmaer in the channel and the interference
in the channel.
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Figure 6.14: Transmit Mask

reduce the affects of interference caused by jamming anid steannel assignments.
None of the 802.11 hardware used in testing supported thisrop his was confirmed
though register lookups in the PRISM-based cards, and fimentsal observation in
the Orinoco and CISCO cards. The frequency agility optioacses two sets for
channel hopping. The first set is the set of non-overlapphanoels for the FCC
domain, (1,6,11), the second is (1,3,5,7,9,11). (Figut&?6).

CHANMEL 1 CHANMEL & CHANNEL 11

N NN

!
T
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I 1
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Figure 6.15: U.S. (FCC) Non-overlapping and Overlappingi@tels

The first set would be easily disrupted by jamming the abovlahels. If the
second set is being used, it would require more jammers.&/dahming (2,4,6,8,10)
would seem logical, it would only increase the noise flooihef¢thannels that we want
to jam. In addition, channels 1 and 11 can successfully tn#tresn amount of data in
some circumstances (as we observed with CISCO cards), @sish@o cross channel
interference fromx 2.412Ghz and>- 2.463Ghz. By jamming (1,3,5,7,9,11), not only is
the noise floor increased for all adjacent channels, itifatéls a direct attack exploiting
the CCA on these channels. We observed that this attack wesildt in DOS for the
total band. Jamming every third channel was not sufficientiémial of service to the
middle channels.

Testing of multiple attack nodes on the same channel wasnoeeld. This resulted

24mage sourced from [61]
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in a significant increase of power, visible on the spectralyaer. This would be effec-

tive in increasing the range of the attack for ad-hoc or forjang adjacent channels,
where a sufficient noise floor is required to facilitate deafaservice. The primary at-

tack described in this chapter, performed within the vigioif an access point, would
not significantly benefit from increased transmission powecept in the interests of
performing the attack remotely.

The attack range could be significantly improved throughribeease of transmis-
sion power and high-gain antennas. The maximum transmigmwer, as licensed
by the Australian Communications Authority, for DSSS on &kl band (2.4Ghz) is
limited at 4 Watts EIRP[6].

Tool such as “airfart” and “Ethere&P are able to detect attackers and their ap-
proximate location. Experimentation indicated that thranang attack disables these
tools.

6.6 Discussion

The IEEE WLAN standards are dynamically evolving with newattees and capa-
bilities constantly under consideration. This sectionsiders the impact that these
evolving features and capabilities are likely to have ondkisting attacks against
WLAN's described in§ 6.2 and the new availability attack described i&.4.

6.6.1 Existing Attacks

The attacks described §6.2 result from poorly designed security protocols and the
inability of stations to distinguish between authentic orged management frames.
Significant efforts have been undertaken by the IEEE 802@Gitdrectify the security
issues that plagued WEP and they have specified a compredsesurity framework
for providing significant security improvements to exigtiand future wireless LAN
standards. The key management framework detailed by IEREL80can be used to
ensure that management frames are authenticated and tbaucsk that the attacks
described can be successfully mounted.

25Seehttp://www.ethereal.com/
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6.6.2 New Attack

Unfortunately, while the security efforts of IEEE 802.11¢ @apable of mitigating the
security risks presented by existing attacks against 80Baked WLANS, they will
not have any impact on the new attack described in this chdptienarily because the
802.11i solutions are applicable at the MAC layer and thechttiescribed operates at
the PHY (PMD and PLCP) layer.

It is worth noting that the attack described in this chapgetependent on the fol-
lowing: (1) access to an exposed low level interface capabjpdacing the attacking
network card INDSSSTESTMODE?2) the dependency dSSSTESTMODEBN the
use of a DSSS PHY layer; and (3) the use of shared commumeativannel. The
capability of mounting this attack using next generation AMLcards based on the
IEEE 802.11a specification is uncertain. Firstly, theselsaperate with a different
PHY layer, based on Orthogonal Frequency Division Multipig (OFDM) and there
may not be access toRSSSTESTMODEquivalent function in cards based on this
standard.

While this chapter has focused on the effect of the new atvacketworks using
contention based MAC protocols such as DCF, the contents@AC protocols such
as PCF will be vulnerable too as they depend on the same CQ%&guoe as DCH

A fundamental factor contributing to the effectivenesshié attack is the use of a
shared communications channel. One strategy for makingttaek more complex to
mount would be to discard the shared communications paranligavor of dedicated
communications channels based on dynamically negotigteading sequences. This
would result in an attacker having to jam each channel indiégetly or jam an entire
frequency, increasing the power requirements to mounttthekaand the risk of being
detected and localized.

6.6.3 Possible Mitigation Measures

Intermediate solutions could look at proving alternateeading sequences for safety
critical environments, industrial environments, etc. thege environments, it is not
necessary to have interoperability with commercial-o&#-shelf WLAN products. As
such, spreading codes that are orthogonal to the publigfeebaised in 802.11 could
be used. This would assist in preventing trivial attackshsagthose demonstrated in
this chapter. The spreading code would be unique to a giveziags LAN and the

26The PCF is not widely implemented, so extensive testingguiis mode of operation has not been
performed.
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nodes within it. Wireless LAN cards and access points woelkedrto be modified via
a firmware upgrade to support the new spreading sequencbeAstiuence is kept se-
cret, the engineering effort required to attack the wirgle&N would be significantly
more than the trivial attacks that can be currently perfatme

Future research needs to be conducted in developing highilable wireless net-
works that are suitable for safety-critical environmer@tared-media environments,
such as 802.11, are clearly not appropriate for these enmieats due to the ease with
which denial of service attacks can be performed. The useyptagraphically gen-
erated spreading codes in a CDMA-based network is a direttiat could be investi-
gated, in that it provides separate logical channels fohn @ger, significantly increas-
ing the difficulty in performing a DOS attack. There remains problem of channel
association. Existing CDMA technologies use a randomsschannel to allocate
a logical channel to a user. If the random-access channahimpgd, this effectively
denies access to all wireless users requesting a logical chdnnel. A significant
research challenge is to find a method of establishing sprgades between two
entities, without the need for a random access channelstrhaintaining scalability.

6.7 Summary

This chapter has presented a highly effective denial oiseattack that can be mounted
against IEEE 802.11 WLANSs using a DSSS PHY layer. The attaskgnificant as it
can be achieved using only commodity based hardware andageft has low power
requirements; and can be executed with minimal chance etten and localization.

A critical observation that can be made from this work is thatpresence of engi-
neering modes of operation, such as EM8SSTESTMODterface exploited by this
attack, in production hardware can present significantrggatoncerns. These con-
cerns are most pronounced in network environments tharethe correct behavior
of participating nodes for continued operation.

Until adequate strategies are in place to mitigate the togmit threat of denial of
service in current IEEE 802,11 DSSS WLAN technology, theiappon of this tech-
nology should be precluded from use in safety-critical mvinents which typically
have stringent availability requiremefts

2'Refer to Appendix | for CERT advisories that have resultedfthis research.
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Chapter 7

Supporting Context-aware Access
Control in Network Authentication
and Authorization Architectures

7.1 Introduction

Ubiquitous computing is a rapidly growing research areayewer its uses have been
predominantly targeted at context-aware applicationsifoart spaces such as smart
homes and workplaces. In this chapter we present an autfionizarchitecture that
uses the context-aware paradigm to augment existing anettésted technologies
such as Kerberos, facilitating fine-grained access comraietwork resources and
effective enforcement of security policies.

Context-aware authorization has a number of requiremesdgibnal access con-
trol mechanisms do not provide. First the authorizatiortesysmust be able to dy-
namically grant and revoke permissions based on an acceslcpolicy and the
continually changing context of a user. It cannot be assutmedh given set of autho-
rization credentials will persist for the lifetime of a sess In order to support such
access control policy, permissions must be centralizedaat@mmon representation
of context data must be used.

The addition of context-awareness to access control sgsgmnificantly increases
complexity, however it is a requirement of our architectinag administration of secu-
rity policy must retain the same administrative efficiesadforded by the use of role
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based access control.

The proposed architecture supports GSSAPI-based apphsathrough the use
of Kerberos. Common applications that currently supporbkeos include SMB file
sharing, database servers (e.g. PostgreSQL), CVS andaaed-applications though
JAASL. The use of GSSAPARIlows existing network applications to be easily migrated
to the proposed architecture.

The structure of this chapter is as follows. First accessrobmechanisms used for
distributed access control are reviewed in2. Traditional architectures and emerging
efforts in pervasive computing security are reviewed inh3 and§ 7.4. The goals of
our architecture design are presented ih5. § 7.6 details the formal specification of
an object-oriented representation of RBAC, which is ablprtvide support context-
awareness. The proposed architecture and its componenteseribed iy 7.7, and
the protocol used in the architecture is detailed in.8. Implementation details in-
cluding a description of the testing environment and séyeEndormance results of the
prototyped architecture are detailedii.9. A summary of the chapter is presented in
§7.10.

Portions of this chapter have been published in the papevaits Context-aware
Security: An Authorization Architecture for Intranet Ermiments. In Proceedings of
the First IEEE International Workshop on Pervasive Commguand Communications
Security (PerSec 2004), Orlando FL, USA, March 2004.

7.2 A Review of Access Control Mechanisms

The following subsections perform a review of historicalfrent and emerging work
in access control.

7.2.1 Access Control Background

Early access control models from the 1970s to early 1980eddrom two funda-
mental types of access control:

1. Discretionary Access Control (DACWsers are responsible for controlling ac-
cess to objects they own. DAC has a number of shortcomingst, BAC does
not provide any real assurances on the flow of informationsgstem. Once a

1See Java Authentication and Authorization Senvittp://java.sun.com/products/
jaas/
2See RFC 2743 - Generic Security Services Application Pradgraerface
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user is in possession of an object, DAC does not impose atycteEms on its
usage. Objects can be copied, such that access to a copgonvisr possible
regardless of the access the original owner has set.

2. Mandatory Access Control (MACA system-enforced access control mecha-
nism that uses clearances and sensitivity labels to eng@cerity policy. Ac-
cess to information is only permitted where a subject’s sgcclearance at least
equivalent or at a higher level than the object’s securidadnce. MAC has a
number of shortcomings. Information flow can pass througledachannels in
prohibited ways, and MAC does not suit the requirements adistry and gov-
ernment organizations.

In the mid 1980s to mid 1990s, a number of alternate modelsapg. Of particu-
lar significance was Role Based Access Control (RBAC), whtdhremains an active
area of research today, with only few commercially avaddRBAC systems. Access
control decisions made using RBAC are based on the rolesiigas have as part of
an organization, and the access rights that are groupedhtioles. RBAC can be an
effective method for minimizing administration, and deyghg security policies that
compliment an organization’s operations and informatiowdl. RBAC is discussed in
detail in the subsequent subsection.

7.2.2 Role-based Access Control

RBAC is designed to centrally manage user’s privileges byiging layers of abstrac-
tion that are mapped to real users, operations and resolwsesmembership to a set
of roles determines the permissions that are acquired imemgiser session. One of
the distinguishing and perhaps most useful features of RBAG support for role
hierarchies. Permissions are managed in terms of abstnacsuch that operations
and resources are given abstract names which are transitde@al permissions on
real systems. This reduces complexity and facilitates gexdim which access control
policies can be easily implemented.

The motivation for the use of RBAC in access control is ppadly concerned with
the efficient management of access rights of large-scatersgs A number of benefits
of RBAC have been discussed by Gallaher, O’Connor and Kr¢p2ah who identify
a number of benefits RBAC has over other access control témlies. Significant
benefits of RBAC include the simplification of system adntiiaison, the enhancement
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of organizational productivity, reduction in employee daime, enhanced systems
security and integrity, and simplified regulatory comptian

There have been many efforts over the past years to define RBA@ork towards
a unified RBAC standard. The first comprehensive framewarlRBAC models was
defined by Sandhu, Coyne, Feinstein and Youman in [83]. Tdmadwork consisted
of four models of RBAC, that ranged from simple to complex:

1. RBAG: The most basic RBAC model, where users are associated wéh, ro
and permissions are associated with roles;

2. RBAG: Builds on RBAG by introducing role hierarchies;

3. RBAG: Builds on RBAG by introducing constraints such as separation of du-
ties; and

4. RBAG: Combines RBAG and RBAG such that constraints can be applied to a
hierarchy of roles.

Since this initial family of models, there has been muchaes® which to a great
extent has resulted in the establishment of a standard RBademsupported by the
US National Institute of Standards and Technology. The @sed NIST standard for
RBAC [52] categorizes access control management featates inumber of cumula-
tive functional packages:

1. Core RBACCore RBAC contains the following basic requirements thates-
sential for any form of RBAC to operate:

(a) User-role assignment is many-to-mamych that a single user can be as-
signed to many roles and a role can have many users;

(b) Permission-role assignment is many-to-masuch that a single permission
can be assigned to many roles and a single role can have mamigp®ns;

(c) User-role reviewsuch that the users assigned to a given role and the roles
assigned to a given user can be determined;

(d) Permission-role reviewsuch that the permissions assigned to a given role
and the permissions a role has can be determined. This éeigtan ad-
vanced review requirement in that it is not mandatory in €BAC;

(e) User sessionssuch that the activation and deactivation of roles is addw
within a session; and
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() Multiple roles such that a user is able to exercise the permissions of-multi
ple roles.

2. Hierarchical RBACHierarchical RBAC adds support for role hierarchies to core
RBAC. A role hierarchy allows a role to inherit the permissaf their child-
roles, and the child-role to acquire membership of theieptroles. There are
two types of hierarchies supported in hierarchical RBAC:

(a) Limited Hierarchy where only single inheritance of permissions and role
membership is supported. This is typically facilitateditingh a simple tree
structure; and

(b) General Hierarchy where multiple inheritance of permissions and role
membership is supported.

3. Static Separation of Duty (SSD) Relatior&tatic separation of duties facilitate
the enforcement of conflict of interest policies through tise of constraints
on the assignment of users to roles. Consequently, a useevenied from
being assigned permissions of conflicting roles. Thesestahstraints can be
based on users, operations and objects. An example of sustraimts are the
requirements for prerequisite roles, role cardinalityd amutually exclusion of
roles. This functional package supports the following S8Rtrons:

(a) SSDO where constraints are placed on the assignment of usesketo r

(b) SSD in the presence of a hierarghyhere inherited roles are considered in
addition to assigned role for the enforcement of constsaint

4. Dynamic Separation of Duty (DSD) RelationBynamic separation of duties
facilitates the enforcement of conflict of interest polgcterough the use of con-
straints on role activation within or across a user’s sessi®SD relations are
similar to SSD relations, except that they operate withexdbntext of role acti-
vation rather than user-role assignment as in SSD relations

Of particular interest to our research is the adaptatiome$¢ models to context-
aware environments.

Temporal RBAC (TRBAC) was introduced by Bertino et al. [2dfich proposed
the use of time-based constraints and activation deperedefoe role activation. TR-
BAC provides support for periodic activation/deactivatiaf roles, and temporal de-
pendencies which are expressed by means of role triggereexample of temporal
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constraints can be observed in a bank teller role, who igasdiprivileges on week-
days from 9am to 5pm. Temporal constraints limit role a¢torato these conditions.

Generalized RBAC (GRBAC) was introduced by Convington et ial [20], to
support context-awareness in a context-aware home emeon In this model of
RBAC, two additional types of roles were introduced in aidditto traditional subject
roles, object and environment roles.

Object roles contain a membership of resources such asttypes (video, audio,
image), object creation dates, sensitivity, etc. Envirental roles contain a member-
ship of environmental conditions, such as time and locatiothe home environment,
location roles may be defined such as “upstairs” and “dowinssta

Access control decisions are then made based on a policyicoglenvironment
roles, object roles and subject roles. While GRBAC provigesmprovement in the
flexibility of security policy, it introduces complexity iadministering access control
policies and difficulty in ensuring they are conflict free.

7.2.3 Usage Control Models

Usage Control Models are a very recent addition accessatantidels. The concept
of Usage Control (UCON) was first presented by Park and Samd@&], for the pur-
pose of enabling finer-grained access control over the ustdmital objects in the
domain of Digital Rights Management (DRM). The UCON modehsigts of three
core components: subjects, objects, and rights, similéindee of traditional access
control models. What distinguishes the UCON model fromitiagal access con-
trol models, is the three additional components: authtiamaules, obligations, and
conditions.

Authorization rules are a set of requirements that must tifieal before granting
a subject access to an object. These rules may be relatedhts or obligations.
Obligations are mandatory requirements that a subject pau&irm after obtaining or
exercising rights on an object. Conditions are a set of detifactors that must be
verified with authorization rules by authorization pro@ssbefore granting access to
an object. Both dynamic and static conditions are suppdyeitiis model. Access to
objects is mediated by a client-side or server-side reterenonitor, which performs
the authorization processes for digital objects withircaatrol domain.

Sandhu and Park in [86] further refine the concept of UCON,royiding a num-
ber of models and relating them to a broader range of apmitabutside the DRM
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domain. The “ABC” modef$consist of eight components: subjects, subject attributes
objects, object attributes, rights, authorizations, gdtibns and conditions. Subject
and object attributes are mutable properties that can lwkdwgeng an access decision.
The following “ABC” models have been defined:

1. UCON,ea: Pre-authorization, in which the access decision prosggsrformed
before access is granted,;

2. UCON,,a: Ongoing authorization, in which the access decision chatkibutes
periodically based on time or events, to determine whethengequirements
are still valid for access to be granted,;

3. UCON,eg: Pre-obligations, such that defined obligations must déléd before
access is granted;

4. UCON,g: Ongoing obligations, such that access decision processpeuodi-
cally check that obligations are filled while rights are exsed;

5. UCONyec: Pre-conditions, such that system or environmental camditmust
be fulfilled before access is granted; and

6. UCON,,c: Ongoing conditions, such that access decision processpartiedi-
cally check that the conditions are met while rights are @szed.

Each model can operate in a variety of modes that embody thevime of attribute
updates supported. These modes are where the attributé®) amemutable; (1) pre-
updated; (2) updated on an ongoing basis; and (3) post-egdat

While the above research [86] was published after we hadlolese a variation
RBAC that facilitates context awareness, the research @isusses these ideas at a
very high level, mostly targeted at DRM applications. Ourkyaresents a framework,
based on RBAC, that has been implemented to provide coatexteness to access
control processes used in general network applications.

7.3 A Review of Network Authentication and Access
Control Architectures

In this section we review existing network authenticatiowl @authorization architec-
tures, investigate how they support access control, andedRBAC is supported, their

3“ABC” referring to Authorizations, Observations and Caiiatis.
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level of compliance.

7.3.1 Kerberos

The Kerberos V5 protocol is predominantly a network autication and key distribu-
tion protocol. It does however provide support for the isahm of authorization data in
ticket-granting and application tickets, although it i3 moplemented in the standard
MIT distribution. The Microsoft Windows 2000 implementati of Kerberos V5 uses
these protocol fields to achieve access control using tapyi extensions developed
by Microsoft. These extensions are defined by Brezak in arriet Draft[15]. The
possible places for inclusion of access control data willliseussed ir§ 7.3.1.5.

Kerberos was developed by the Massachuttes Institute dfritéogy (MIT) for
protection of network services provided by the Athena Ritdjé3], version 5 of which
became a standard [68].

Kerberos was designed to provide authentication, authtoiz and accounting ser-
vices to a network environment of untrusted workstatiorerbi€ros provides a trusted
3rd-party service that can facilitate the mutual authexibn of clients and services.
The design goals of Kerberos are summarized below:

¢ AuthenticationKerberos is to provide support for:

1. Authentication to the Kerberos serve@ne-way authentication of princi-
ples to itself with the granularity of at least an individuakr.

2. Network AuthenticationMutual authentication of principles to each other
with the granularity of at least an individual user and sfieservice.

e Authorization. Course-grained authorization can be implied by authetmica
Kerberos is to provides support for this through a standecéss control mech-
anism based on access control lists (ACL) containing atittegable principle
identifiers. A service may separately implement a diffex@nfiner-gained ac-
cess control mechanism at its own discretion.

e Accounting. Kerberos supports the addition of integrated accounting cses,
given an authenticated principle.

The Kerberos design was based on the following assumptr@js [

1. Workstations are insecure, with administrative managerby individuals and
no responsibility to a central administration.
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2. Centrally operated servers are assumed to run under atedqsrysical security
(e.g. servers in locked rooms)

3. Centrally operated servers such as the Kerberos authgati server are as-
sumed to operate under considerable physical security.

4. The clocks of workstations, servers and Kerberos searerassumed to be syn-
chronized within a few minutes. Workstations are requir@antaintain their
clock within the allowable margin. Time servers are usedtilitate time syn-
chronization.

There are a number of limitations that must be consideredaruse of Kerberos.
The following subsections detail functional, environnai@ind protocol limitations.

7.3.1.1 Functional Limitations

Kerberos has a number of functional limitations. First,l&¥ps does not provide cen-
trally managed access control. As Kerberos is based on symarkey cryptography, it
does not scale well in large distributed environments owdtipie realms. In addition,
it does not provide non-repudiation services. These isareesommon to all versions
of Kerberos and are unlikely to be addressed in future viessio

7.3.1.2 Environmental Limitations

The environment Kerberos operates in can be critical toebarty it provides. There
are two significant environmental limitations:

1. Key storage on workstations is not secuféis includes both the long-term key
and the session keys returned by the TGS. Compromising tigeteym key is
fatal to the security of Kerberos. A compromise of the seskays is also detri-
mental to the security of the system, although not as fatdl@sompromise of
the long-term key. Caching of session keys is an issue, gshg be compro-
mised by a root user in a multi-user operating system. Eveaséion keys are
cached, there is no guarantee that that memory is not paghskto

2. Spoofing Login.Bellovin and Meritt in [10] discuss how a login program can
be replaced with a program that records user’s passwordss prablem is
due to the inherent trust of the client workstation. Due t® design of Ker-
beros, it is not easy to deploy countermeasures such asmagasswords or
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challenge-response authentication mechanisms, as thenssto login is al-
ways encrypted with the long-term key derived from the @seassword. There
have been a number of smartcard-based proposals [64]WBi1h remove the
long-term key from the user’s workstation. In addition, stoards can be in-
tegrated into the public key extensions to Kerberos, PKIMI8], such that a
user’s private key is never released to the workstation.

3. Servers must be secur€ompromise of the Kerberos servers is fatal to the se-
curity of the entire network, as the Kerberos servers hadlthallong-term client
and service keys.

7.3.1.3 Protocol Limitations

This subsection discusses known protocol limitations inbd€eos including password
guessing attacks, chosen plaintext attacks, and replagkatt

When a user wishes to obtain a Ticket Granting Ticket (TGTigguest is sent
to the Application Service (AS). This request contains thername, Kerberos realm,
and details of the requested ticket such as requestedridgeservices, etc. The AS
returns a response containing the TGT. The TGT is encrypittdakey derived from
the password. If the client has the correct password, théybwiable to decrypt the
response and obtain the TGT. One of the most serious vulitigesbof Kerberos is
password guessing attacks. Once a hacker obtains the pdssiaay are able to de-
crypt the response and obtain a valid TGT.

Because the AS responds to all requests, it is particulady & compromise any
user’s key, by requesting a TGT on behalf of that user. The &&mnactually authenti-
cates the identity of a user, and as such is not aware of themtitated state of a user.
Pre-authentication based on timestamps is defined in Kesbéersion 5 [68], but is
not mandated.

Wu in [106] describes an attack of this nature using the ‘isermame” field of the
response containing the TGT as the verifiable plaintexts Tikld is always “krbtgt”.
The authentication messages are captured using a tcpdkenytility. This allows the
field in the response, decrypted using a password genergtadoassword cracker,
to be verified against the known field contents. Wu in [106]pmses a DES parity
optimization method that significantly increases the peménce of such an attack.
The use of dictionary and hybrid-dictionary based passwoadkers also improve the
performance of an attack.
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This attack is also feasible on the most current versionseob&ros without public
key extensions. The Kerberos implementation in Windows028W/ulnerable to this
type of attack as described by O’Dwyer in [77]. This sim§arvolves the acquisition
of verifiable plaintext, which in the case of Windows 2000nsASClI timestamp. The
format of the timestamp is known and is the basis for the afittack. The details
of how the the RC4 key is derived from the password is detarexh Internet Draft
[14]. Kerberos was designed such that the Kerberos seriegrsotlkeep track of the
per-connection state of clients. In this way, the authaiticrelies on the use of a
timestamp to guard against replay attacks. Bellovin andridén [10] discuss how a
replay attack is possible within the lifetime of the autheator.

The use of timestamps not only minimizes the state inforonathat is needed by
the Kerberos servers, it also allows the elimination of oressage, or two for mu-
tual authentication, from the protocol. Timestamps arelligeKerberos to ensure the
freshness of the initial message from the client to the emdes. One of the prob-
lems with using timestamps instead of nonces is that loasgighronized clocks are
needed. Neuman and Subblebine in [76] discuss issues withsth of timestamps as
nonces, such as the ability to replay a post-dated autlaoticT he client clock can be
synchronized to the time returned in the initial requestfitbe Kerberos server. If the
post-dated authenticator is sent before the time is syneted, that authenticator can
be replayed when the time incorrectly recorded in the auitetior is reached. The
window time for post-dated authenticators is the maximuiketi lifetime.

Neuman and Subblebine in [76] suggest that this can be averdry the client
carefully checking its time against the time returned by A& and the storage of
authenticators by end-servers in non-volatile storagepbst-dated authenticator is
received.

Requiring the client to synchronize their clock to the tirairned by the AS makes
the assumption that the client can be trusted to synchrdh&e clocks and that the
client software can be trusted to act correctly. Kerberosiva 5 provides mechanisms
where a server can require the use of traditional noncesadsif timestamps.

7.3.1.4 \Version 5.0 Protocol

The notation in Appendix B is used to describe the Kerberosoppl. The Kerberos
protocol is detailed as follows, and is illustrated in Figur1.

1. KRB-AS-REQA client, C, sends an authentication request to the authentication
serviceAS with pre-authentication.
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Figure 7.1: Kerberos Protocol

C— AS: {TS}k,, A TGS T, Te, Nc

KRB-AS-REPThe authentication service replies with the ticket graptioket
and keykc_tgs, encrypted using kel{a.

AS— C: A TGT,{kc_t1cs Ts, Te, N, TGS C}k,

TGT=TGS {ke-165 A Ts, Te; Chicus res

2. KRB-TGS-REQThe client sends a request for a given service, including the
ticket granting ticket to the ticket granting service. Thquest is encrypted us-
ing keykc_tcsobtained from the authentication service.

C— TGS: {A TS ke 1ees TGT, S T, T, NG
TGT = TGS {kc_1as A, Ts, Te, Clias 1es

KRB-TGS-REPTNhe ticket granting service replies with the service ticket
key kc_s, encrypted using keke_1cs

TGS— C: A STKT, {kc_s, NG, TS, TS, S Chie_res

STKTs = S {kc—s, A T¢, T¢, Chioc s

3. KRB-AP-REQThe client sends an initial request to the application senin-
cluding the corresponding service ticket obtained fromtitleet granting ser-
vice.

C — S: STKTs,{C, T, SN _s}ke_s
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STKTS = Sa {ka& A7 T; Tév C}KKDC—S

KRB-AP-REPThe application service replies to the request faciliatimutual
authentication.

S— C: {TE,SN_s}i_s

7.3.1.5 Placement of Authorization Data in Kerberos Messags

Kerberos provides a number of fields facilitating the inmusf authorization data in
its messages. Authorization data can be included in an aiithéor field of a message,
a TGT, or a Service Ticket. The authorization data elemedeiailed below:

AuthorizationData ::= SEQUENCE OF SEQUENCE {
ad-type[0] Int32,
ad-data[1] OCTET STRING,

}

The authorization-data field contains the following eletsdor the inclusion of
authorization data.

1. AD-IF-RELEVANT:Authorization elements encapsulated within this element
are intended for interpretation by application servers tin@erstand them. Ap-
plication servers that do not understand the elements égtios field. These
authorization elements are effectively optional and a$ dacilitate interoper-
ability among different implementations. In addition, thefinition of the parent
authorization-data field allows elements to be added by ¢laeds of a TGT and
at the time service tickets are requested.

2. AD-KDClssued: Authorization elements issued by the KDC can be encapsu-

lated within this element. For KDC-issued elements, thenel#s are signed

by the KDC (using an encrypted checksum). Privileges pexithis way ele-
vate the user’s access from the default access provideddpitation service.

As such, if a signature is not present, the field is ignoredtaeduser will not
gain the privileges requested. This authorization dataetd is appropriate for
supporting centrally managed privilege attributes, wiiah be included by the
KDC in a cryptographically protected Privilege Attributer@ficate (PAC).

3. AD-AND-OR:Authorization elements included in this element are inetgxl
based on a condition-count element which defines whethergement an “or”
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operation or an “and” operation. Application servers thiatreot able to interpret
this element must reject the ticket.

If Kerberos was to support RBAC, the requested role(s) cbelthcluded by the
client in the authenticator of the KRB-AS-REQ message.

Authenticator ::= [APPLICATION 1] SEQUENCE {
authenticator-vno[0] INTEGER,

crealm[1] Realm,

chame(2] PrincipalName,

cksum[3] Checksum OPTIONAL,
cusecl[4] Microseconds,

ctime[5] KerberosTime,

subkey[6] EncryptionKey OPTIONAL,
seqg-number[7] Uint32 OPTIONAL,
authorization-data[8] AuthorizationData OPTIONAL
}

Any data to be included that may influence the privilegelates returned by the
KDC will be included as part of thaD-IF-RELEVANTelement within the authorization-
data field of theKRB-TGT-REQmessage. The enc-authorization-data field is an en-
crypted encoding of the desired authorization data withegithe specified subkey, or
the session key in the TGT.

TGS-REQ ::= [APPLICATION 12] KDC-REQ {
}
KDC-REQ ::= SEQUENCE {
pvno[0] INTEGER,
msg-type[1] INTEGER,
padata[2] SEQUENCE OF PA-DATA OPTIONAL,
req-body[3] KDC-REQ-BODY
}
KDC-REQ-BODY ::= SEQUENCE {
kdc-options|[0] KDCOptions,
sname[1] PrincipalName OPTIONAL,
from[2] KerberosTime OPTIONAL,
till[3] KerberosTime,
rtime[4] KerberosTime OPTIONAL,
nonce[5] INTEGER,
etype[6] SEQUENCE OF Int32,
addresses[7] HostAddresses OPTIONAL,
enc-authorization-data[8] EncryptedData AuthorizationData,
additional-tickets[9] SEQUENCE OF Ticket OPTIONAL
}

The privilege attributes are to be included in thB-KDClssuedelement within
the authorization-data field of the ticket returned.
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Ticket ::= [APPLICATION 1] SEQUENCE {
tkt-vno[0] INTEGER,
realm[1] Realm,
sname[2] PrincipalName,
enc-part[3] EncryptedData
}
EncTicketPart ::= [APPLICATION 3] SEQUENCE {
flags[0] TicketFlags,
key[1] EncryptionKey,
crealm([2] Realm,
cname[3] PrincipalName
transited[4] TransitedEncoding,
authtime[5] KerberosTime,
starttime[6] KerberosTime OPTIONAL,
endtime[7] KerberosTime,
renew-till[8] KerberosTime OPTIONAL,
caddr[9] HostAddresses OPTIONAL,

authorization-data[10] AuthorizationData OPTIONAL

}

7.3.1.6 Supporting Role-based Access Control in Kerberos

Role-based Access Control (RBAC) can be supported in Keghdaut only in a very
limited form. As demonstrated in the previous subsectidbCKauthorized roles can
be included in the ticket-granting / service tickets. RBAQhis operation mode does
not support permission-role review, and as such does nagineet the requirements
for the core RBAC package of the proposed NIST standard [B2gess control de-
cisions in this mode of RBAC are made by application servizg&sed on the roles
presented to the application service in the service tickke roles may be mapped to
entries in ACLs within the application service, similar taat of group-based access
control.

A significant issue with the binding of roles to ticket-griagttickets is that there
is no support for revocation of privileges except througé éxpiry of a ticket. In
addition, this prevents a user from changing their rolebiwia session.

7.3.2 Distributed Computing Environment

The Distributed Computing Environment (DCE) V1.2.2 [96¢vedloped by the Open
Software Foundation, augments the Kerberos V5 protocoldwige access control
through the transfer of additional security attributes grieros tickets. DCE authen-
tication and authorization proceeds as follows:
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The first and second interactions in DCE, as illustrated gufé 7.2, are the same
as Kerberos, except that the client obtains a ticket to th& P@vilege Service (PS)
instead of a destination application service as in Kerberos

The client obtains a Privilege Ticket Granting Ticket (PT)Gbm the PS (Third
interaction in Figure 7.2), which contains an Extendedifge Attribute Certificate
(EPAC) seal (a cryptographic checksum of the EPAC). The EB#&@ains additional
attributes such as user and group identities.

The client subsequently requests a privilege ticket to fi@ieation service from
the ticket granting service, providing the PTGT. The TGSoesls with a privilege
ticket to the requested application service, and intevastproceed as with standard
Kerberos.

DCE provides an RPC interface from which a client's EPAC carobtained and
verified against the EPAC seal provided in the privilegedickDCE servers protect
their resources using Access Control Lists (ACLs), suchaha&CL entry corresponds
to a user or group included in the EPAC.
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Figure 7.2: Distributed Computing Environment (DCE) Atelature

7.3.3 Secure European System for Applications in a Multi-vedor
Environment (SESAME)

SESAME is an augmentation to Kerberos, supporting bothdstahKerberos key dis-
tribution and support for public key extensions. SESAMEiaddally provides sup-
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port for authorization data in Privilege Attribute Certites (PACS), defined in Stan-
dard ECMA-219[30], which are used in SESAME'’s implemntatad RBAC, as well
as support for group-based access control.

SESAME is built around a “push model” of privilege managemerhere privi-
leges are pushed to the target application server by thet @seshown in Figure 7.3.
This push model is advantageous in supporting least pgwjlerhere the target appli-
cation is only aware of the privileges it needs to know.

Authenticate ———p]

A-Server

Auther?lication
Certificate

APA-Client

Autheljncanon
Certificate

PA-Server

P,

PAC

|

Security
Infrastructure P,
(GSS-API)

Application-
Server

Figure 7.3: Overview of SESAME

The SESAME version 5 PAC can contain the following privilegg&ibutes types
as defined in the SESAME V5 Internet Draft[28]:

1. Access ldentityAn identity either specified in the SESAME Privilege Attrtbu
Server (PAS), or the default authenticated identity;

2. Primary Group:The primary group of which the owner of the PAC is a member;

3. Secondary GroupThe secondary group of which the owner of the PAC is a
member; and

4. Role Attribute:An attribute corresponding to the role-name specified irPth@
request.

The SESAME Privilege Attribute Server (PAS) is responsiblethe administra-
tion of roles. Role permissions however, are managed bycgign servers. The PAC
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does not contain permissions, however it is instrumentplaving to the application
server that the role the user activates has been authowyzibe PAS.

SESAME is a distributed authentication service that sugggtadentity-based” au-
thorization, where an access identity, generally the anitegted identity, and the cor-
responding role or group is bound to a PAC and used by the saicoasrol mechanism
of the target application to make access control decisions.

Application servers that participate in SESAME typicallgke use of Access Con-
trol Lists (ACLs) for application specific authorizationhere ACLs contain a role or
group and associated permissions. An application serviesnaccess control deci-
sions based on the role or group name provided in the PAC. gathp-based and
RBAC methods have the same affect on access control. Thkttéeiso distinguish a
group from a role in this implementation.

7.3.3.1 SESAME RBAC Compliance

The implementation of RBAC facilitated by the SESAME arebture does not fulfill
the following two requirements specified in the core RBAC eloaf the proposed
NIST standard [52]:

1. Support for multiple roles.The proposed NIST standard [52] requires that a
user is able to exercise the permissions of multiple rol&S/AME V5 does not
support multiple roles. For each user there is a list of roleshich a user can
act, however each user can only activate a single role ateg and

2. Permission-role reviewWhile this is an advanced review function of the core
RBAC model imposed by the proposed NIST standard [52], te/B#E archi-
tecture is unable to provide such functionality. It is reqdithat the permissions
assigned to a given role and the permissions a role has caetéerined. This
requirement can been shown using an example used by Sanoyme Eeinstein
and Youman in [83] is UNIX access control. In UNIX, groups ajrdup mem-
bership is defined by the files /etc/passwd and /etc/group attual permissions
are defined by access control lists containing the pernmssts associated with
a file. To determine the permissions for a given group, theesfite system
must be traversed, taking a considerably longer time theerméning the group
membership. It would be infeasible to determine permississignments for
a given role for all applications in a domain. The control cémbership and
permissions should be relatively centralized in a few us8iSSAME’s RBAC
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implementation fails this requirement because role pesimis for applications
within a domain cannot be determined from the PAS within tleehain, whereas
role membership can be determined from the PAS very quickly.

In addition to the above non-compliance, there are also aeumf issues with
SESAME'’s architecture that hinder its ability to suppo# tither functional packages
defined by the proposed NIST standard [52].

1. SESAME only provides support role activatioA user must logout of their
current role in order to change their role. Any PACs issuetheprevious role
continue to be valid until the PAC expires;

2. Privilege revocation is managed through the use of expmes in PACs.The
SESAME PAS cannot revoke a previous PAC if a user wishes tagsh¢heir
role. This is because the push model used would require tfeatogation PAC
be issued to the target application via the user. A user csinigly choose to
not pass on the revocation PAC, defeating the access cquiioy. In this way,
there is no possibility for the implementation of consttasuch as separation of
duties. Enforcement of such constraints would require &t Rait till all PACs
issued with conflicting roles expire;

3. The target application server cannot be sure that user ivatited to use re-
sources.The privilege attributes present in a PAC, ie: group/rolemhbership
and access identity, are not necessarily valid at the poititvie that they are
used. This is due to the use of the “push model”. The role meshige may
have changed during the PAC’s lifetime. To combat this pohl SESAME
issues PACs with a short expiry time of the order of a few hoamsl

4. SESAME does not provide support for a role hierarchiis is because every
target application must implement their own access cofagit. For SESAME
to support a role hierarchy, every target application waddd to understand
the hierarchy in order to give the subject the correct pesiois. This could be
facilitated in SESAME by providing the role hierarchy in a®Athrough the
use of user containment relations. For exampiks; containsrole, if all users
authorized forole; are also authorized faole,.
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7.4 A Review of Emerging Research

Recent security efforts in ubiquitous computing have beegeted at security in per-
vasive applications for context-aware homes and officeslé/ir focus is improving
security of network applications through the augmentatioaiccess control processes
to include context, emerging work in this field has introdlieenumber of interesting
approaches to securing pervasive applications in the droare/ office environment.

The first attempt of authorization in the smart-home envirtent was proposed by
Al-Muhtadi et al. [2], who approaches authorization by gsarscaled-down version of
SESAME (described in the previous section), an extensié®etberos providing min-
imal RBAC support. As SESAME is based on traditional netwsekurity paradigms
and a push model using privilege attribute certificates itnable to provide support
for context-influenced credentials, nor can it support glearto credentials within a
session.

The architecture proposed by Covington et al. [22] [21]adtrices a pull based
model that supports changes to credentials within a sessictess control policy in
this architecture is based on an extension to RBAC, the Géned RBAC model [20],
where object and environment roles are introduced in additd traditional subject
roles. Object roles contain a membership of resources anamental roles contain
a membership of environmental conditions. Access contolsions are then made
based on a policy combining environment roles, object rafessubject roles. While
GRBAC provides an improvement in the flexibility of securpglicy, it introduces
complexity in administering access control policies arftiatilty in ensuring they are
conflict free.

The architecture proposed by Al-Muhtadi et al. [3] differerfi the architecture
proposed by Covington et al. [22] [21], in that it uses first@rpredicate logic to form
its access control policy. While this offers increased fiédity to GRBAC, it is also
complex to administer due to the requirement of specifyiagheaccess control rule
and associated actions individually.

Our approach to access control policy differs in that ouvextends RBAC to pro-
vide a more flexible activation mechanism for roles, as welpeoviding role-centric
context constraints. This allows for simple access comodicy, rather than complex
policy definitions that attempt to bind context data to creass.
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7.5 Architecture Goals

The proposed architecture was developed with a number etbwgs:

1. Support the use of context information in the access obmtechanism, as well
as the use of triggers for context changes;

2. Provide support for single sign-n

3. Provide support for core RBAC with hierarchies, statjgasation of duties and
dynamic separation of duties as specified in the proposedRBIST standard
[52];

4. Provide support for the specification of context constsain RBAC roles;

5. Provide context transparency to application serversderdo maintain privacy,
but allow for future support for aggregation of context datéghe application in
a secure controlled manner if needed; and

6. Provide migration for existing network applications lsing a standard inter-
face.

These goals were achieved by using an existing network atithéon protocol that
facilitated single sign-on, and by extending the protoodupport the object-oriented
RBAC that we specify iry 7.6. This variation of RBAC provides support for context-
awareness and context activation triggers. The followiectiens detail the RBAC
specification, the architecture design and justificatienglésign decisions.

7.6 Specification of RBAC for a Context-aware Multi-
vendor Environment

The following subsections discuss our formal specificatban object-oriented rep-
resentation of RBAC, which is able to provide support forteairawareness.

4Single sign-on (SSO) is mechanism that permits a user tosacgthorized protected resources,
without the need to authenticate for each resource. (iter emultiple passwords).
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7.6.1 Object-Z Specification for Object-Oriented RBAC

The use of formal specifications not only allows a systemsb®r to be characterized
more precisely, but also facilitates precise definition gfyatem’s desired properties.
While formal specification can be used to prove that a systemtsnts specification,
formal methods do not prove that a system is correct, nor lgesirantee a system is
secure.

The choice of Object-Z [27] as the formal specification waawilg influenced
by RBAC, which is well suited to an object-oriented envireamh It was deemed
appropriate to specify the system in an object-oriented wather than functionally.
The use of object-oriented specification additionallylfeated the transition from the
formal specification to traditional design languages swsddML for prototyping. Kim
and Carrington in [66] detail a method for the translatio®®tfect-Z into UML class
diagrams. In addition, Johnston and Rose in [65] detail gJinds for the conversion
of Object-Z to C++.

Object-Z is an extension to the formal specification languZg where a state
schema and operation schemas are specified for each classtalé schema defines
variables and their relationships. The operation scheratisadrelationships between
the pre and post states of the state schema. Object-Z samieict-oriented proper-
ties such as object instantiation and object inheritance.

The use of object orientation in specifying RBAC increaseslarity, as it allows
designers to focus on single parts of a specification at a #dditionally, verification
and refinement are simplified through the use of composiiafer to [27] for details
of Object-Z.

7.6.2 Object-Oriented RBAC

Appendix C.2 details the formal specification of an objedemied RBAC system
which can provide support for context-awareness. This iifodes the basis for the
proposed architecture. In this model, applications areifpd, such that an RBAC
system has a set of applications, and each application hesd moles. Figure 7.4
illustrates the class diagram. We now describe modificationthe object-oriented
RBAC model to support context awareness.
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Figure 7.4: Object-Oriented RBAC Class Diagram

7.7 Context-aware Intranet Architecture

The architecture is designed for use in an Intranet envieirdue to the requirement
of application servers having reliable access to the aitthibon server, and the diffi-
culty of managing access control policy between multipleeuistrative domains. It
is assumed that access to authorization servers over andhtimk would not perform
adequately given the required response times and frequeEfncymmunications re-
quired by the use of centralized permissions and accessottogic. The implemen-
tation of the architecture operates in the context of a KedbéMicrosoft Windows
2000) domain.

The proposed architecture has been designed for contsdparency to applica-
tion servers in that they do not process any context infaonatFor future applica-
tions that may have a requirement for certain types of cdrdata, the application
server must have activated an appropriate role that all@dates of required type of
context data to be requested. This mechanism allows foreh&alized storage of
user privacy policies which can determine whether such @sion is granted to an
application server. Figure 7.5 illustrates a componenw\aggethe architecture.

The following sections detail the services provided by tiodidecture.
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Figure 7.5: Architecture Components

7.7.1 Authentication Service

The authentication service is based on Kerberos [68]. Kes@uthentication is static
and session-based, such that when an application tickeamdegl, a user is authenti-
cated for the validity duration of the ticket. Depending be tifetime of the user’s
ticket granting ticket, a user may be able to renew ticketsfiplication services up
till its expiry, which is typically 10 hours.

As user identity information does not dynamically changerld€ros was deemed
an appropriate authentication service, but is not suitildynamic access control. It
is used solely to authenticate principals to applicatianises, and establish session
keys for secure communications. Control of resource adsassnaged through the
proposed on-line authorization protocol, which uses the’sisgdentity from the Ker-
beros ticket for access control decisions. A ticket can leglis convey pseudonyms
instead of a user’s real identity, where pseudonyms ardvexsdy the authorization
service, facilitating privacy from application services.

A directory supporting Lightweight Directory Access Proob (LDAP)® provides
the data storage for authentication and authorization tiakéng Kerberos principals

SRefer to RFC2251 Lightweight Directory Access Protocol)(vi3p://www.ietf.org/rfc/
rfc2251.txt
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with roles in the authorization architecture. Kerberos ¥based on symmetric key
cryptography, and is well suited to resource constraineblilmdevices. For additional
security, devices capable of public key cryptography cafopa the initial authenti-
cation to the Key Distribution Center (KDC) using public kayptography as defined
in PKINIT [98]. Constrained devices can use a mobile versibRKINIT such as the
service proposed by Harbitter [58]. Kerberos is a widelyepted network authentica-
tion protocol that is implemented on most Unix variants all assMicrosoft Windows
2000/XP/2003. In addition, support for Kerberos is incldidgie Microsoft Windows
CE .NET 4.2. Refer tg@ 7.8.1 for details of the authentication protocol.

7.7.2 Authorization Service

The role of the authorization service is to provide accesgrobdecisions to requests
made by application services based on a set of active rolggaimeed for each appli-
cation’s users by the authorization service.

The Dynamic Context Service Manager (DCSM) is responsinevaluation and
activation of roles in the Authorization service, as ilhaséd in Figure 7.7. The archi-
tecture design segregates the authorization service fnendytnamic context service
manager, such that the authorization service only makessaamntrol decisions on
the current set of active roles for a given user-applicatiommext. This independence
allows evaluation of events and constraints to operatecisgnously to access control
requests.

This significantly increases the performance of the archite, as access control
decisions can be made virtually instantaneously, henocgging a high level of perfor-
mance to application services. Role activation throughiated principal activation
or context triggers is evaluated in an event-driven fashipthe DCSM. The DCSM
has a direct RMI-based communications channel that alloevatithorization server to
request principal activation/deactivation, and allows ERCSM to activate/deactivate
roles for a given user-application context. This commumdces and processing over-
head does reduce the performance of principal role aaivateactivation, typically
done during a user-application context establishmenst dieemed that moderate de-
lays that are once-off are acceptable.

In this architecture, security context-awareness is nestilrough dynamic activa-
tion of roles. Standard RBAC roles are extended such thatastraints are evaluated
based on activation triggers which may include user redfeestctivation, the activa-
tion of other roles, or a context event. Role activation fayivaen principal depends
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on the evaluation result of a role’s constraints, which a@wated by the Dynamic
Context Service Manager (DCSM). Role activation requestderio the authorization
service by the DCSM are only actioned if system-wide condsaevaluated by the
authorization service, are fulfilled.

Activation of roles by a user is mediated by the applicatienviee, which performs
all role activation/deactivation functions on behalf oé thiser. The authorization ser-
vice supports activation and deactivation of roles as reigae but it is ultimately up
to the application to provide support for role changes touthes.

7.7.2.1 Implementation of RBAC

The implementation of RBAC in this architecture is an impéation of the Object-Z
specification detailed if 7.6.

The architecture contains two types of roles: a standasdasldefined below, and
a simplified type of role, the task. A task represents a workfion, containing a set
of permissions (allowed operations for a given object), snakssigned to a role. For
example, an “Administrator” role may include a “AddDomasgy” task. This task
contains permissions required to add a domain user. Taffies ftom roles in that
they have no members and tasks cannot be assigned to aredkebtit otherwise
have the same attributes as a role. Roles in the architeatearstored in the directory
and contain the following attributes:

¢ Inherits. Role inheritance is supported through this attribute, whée role
can inherit the members, permissions and constraints fianenp roles assum-
ing separation of duties constraints are fulfilled. Theilaite contains a list of
distinguished names of parent roles in the directory.

e Members.This attribute contains the role members, representediasa His-
tinguished names of users in the directory.

e Tasks.This attribute contains the tasks the role contains, repitesl as a list of
distinguished names of tasks for the given application edinectory.

e PermissionsThis attribute contains the permissions of the role, regpres] as a
list of distinguished names referencing permissions $gédor the given appli-
cation. A permission contains: (1) Permission Class, tpe tf the permission
represented; (2) Permission Name, the name of the objecp#rmission de-
scribes; and (3) Actions, the name of actions granted ongéeifsed object.
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e ActivationTriggersThis attribute contains the names of supported triggers. Th
currently supported trigger types include context claglg, activation / deactiva-
tion, or the principal that requests role activation / deatibn. When an event
is fired, the roles containing the corresponding triggeremaduated. The eval-
uation considers the constraints before making a decidiarmether to activate
the role for the principal the event was targeted at.

e Constraints.The following attributes represent the supported condsai

— Requires. This attribute contains the names of the prerequisite riblat
must be active in order for this role to be activated, represkas a list of
distinguished names.

— MutuallyExclusive Dynamic separation of duties are implemented as mu-
tual exclusion sets. This attribute contains the name ofiaigxclusion
sets represented as lists of distinguished names.

— ContextRuleThis attribute contains a set of statements that define xonte
tual constraints for role activation.

ContextRule statements are constructed using the follpwymtax:<OBJECT>
OPERATION <PARAMETERSBoolean operators (and, or, not) can be used be-
tween consecutive statementsSTATEMENT>) <BOOLEANDP> (<STATEMENT>)
The variable$PRINCIPAL, $CONTEXT¢ont ext _cl ass),

$LDAP(di sti ngui shed_nane) reference the principal, the current principal’s
context and the directory object referenced by the LDARmsished name. An
example ContextRule (Figure 7.6) allows the role to be atd only if the prin-
cipal performed mutual authentication with the applicatmd context location

is at the principal’s registered home or office location.

($CONTEXT(dcaa.dcsm.ConnectionSecurity) hasMutualAut h) and
(($CONTEXT(dcaa.dcsm.Location) within $LDAP(cn=Office Location;cn=...)) or
($CONTEXT(dcaa.dcsm.Location) within $LDAP(cn=HomeLoc ation;cn=$PRINCIPAL;cn=...)))

Figure 7.6: Example ContextRule

7.7.2.2 Authorization Logic

The authorization service maintains the roles for eachcjpal that are active in each
application in the domain. For a principal to become actilie, application service
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Figure 7.7: Authorization Service

must initialize an access control context with the requestées on behalf of the user.
When a user session ends, the application service ends tibexton behalf of the
user.

The application service can request an access decisiomidyngeacheckPermis-
sionrequest to the authorization service. Tt¢teeckPermissiofunction enumerates
all the permissions for the given principal’s active rolesl aasks. The function then
checks that the permission, for which the access decisimuyigested, is implied by a
permission in the set of enumerated permissions. The acoag®l logic is illustrated
in Figure 7.8.

boolean checkPermission(application, principal, permis sion) {
Permissions prms = AuthServer.getPrincipalPermissions( application, principal);
return prms.implies(permission);

}

Permissions getPrincipalPermissions(application, prin cipal) {
Permissions prms = new Permissions();
Role[] roles = AuthServer.getActiveRoles(application, p rincipal)

for all roles {
prms.addPermissions(role.getPermissions());

return prms;

Figure 7.8: Authorization Service CheckPermission Logic

The implementation has defined a cl&SAAPermissiona generic permission
containing the permission name and actions the permisiamsa In addition to these
permissions, the implementation supports the use of anyipsion that extends the
java.security.Permissiotlass. As such, system, network and runtime permissions can
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be controlled by the authorization server. These permissaoe checked by the access
controller, which queries the authorization server, whemialeged piece of code is
executed in the access control context of the user usingadRavileged()method. The
application service logic is illustrated in Figure 7.9.

/I Create DCAASubject from Kerberos Principal

DCAASubject subject = new DCAASubject(kerberosPrincipal );

subject.initRemoteAccessControlContext("auth_server @TESTDOMAIN.LOCAL", "testserver.testdomain.local”,
application, roles, new DCAAEventListener());

AccessControlContext acc = subject.getAccessControlCon text();

1 R{equest access decision for access control context encap sulated by acc

try

acc.checkPermission(permission);
...code if granted permission...

} catch (java.security.AccessControlException) {
...code if permission denied...

}

/I Perform privileged code on behalf of a user's access contr ol context
somemethod() {
...normal code here...
AccessController.doPrivileged(new PrivilegedAction() {
public Object run() {
...privileged code goes here...
/I checkPermission function as above can be used for checkin g of arbitrary permissions

}
P8
...normal code here...

}

Figure 7.9: Application Service Logic

ThecheckPermissioanddoPrivilegedfunctions throw a
java.security.AccessControlExceptibaccess to the requested resource is denied.

7.7.3 Dynamic Context Service Manager

The Dynamic Context Service Manager (DCSM) is responsiiiétfe activation and
deactivation of roles and tasks in the authorization serlssed on a principal’s con-
text. The DCSM has a context event listener where the trggdefined in roles are
registered. The following subsections will provide an sé@w of its interactions with
context services and detail the dynamic context and evetdtepnechanisms.

7.7.4 Dynamic Context Services

Dynamic Context Services (DCS) are trusted services resiplerfor acquiring context

information either directly or via a third party. A DCS no#i$i the DCSM of context

changes based on its policy that specifies how trust and aocare quantified given
the raw context data, the frequency at which the contextgsieed and updated, and
the thresholds for notifying the DCSM.
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Figure 7.10: Dynamic Context Service Manager

This allows a DCS to collect context information using pagats other than the
event driven model used in the architecture. In additiomtext data can be sourced
from other context acquisition frameworksyhilst maintaining the trust and security
requirements of context acquisition for access controisi@ts.

For example, we have implemented a GSM location DCS thatepiarGSM lo-
cation service (Gateway Mobile Positioning Center) evdhg8conds for active prin-
cipals. The DCS maintains a cache of location data. If a corteange exceeds the
specified threshold, the updated context is communicatédtet® CSM in a dynamic
context update message containing a common context repagisa and the princi-
pal the update is relevant to. The DCS is responsible for maggpe principal in the
context to corresponding principal in the directory. Foamyple, the GSM location
service maps the MSISDNof the user to a principal in the directory.

ContextObjects are used to represent context informatiamedl as containing de-
fault methods that manage trust, time of last update andacglevel determined as
by the DCS. An example is the more specific instance of CoOlgpeict, Location-
ContextObject, which contains a common representatioaaztion, and constructors

6Such as the Georgia Institute of Technology Context Todiitji://www.cc.gatech.edu/
fce/contexttoolkit/

"Mobile Subscriber ISDN, the number callers use to reach almsbbscriber.
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that convert a DCS’ location data (e.g. WGS-84, lat/longMsBming Advance arc,
etc.) to the common representation. This allows multiplerses of location to have
the same representation, such that it can be used by policyanextRule evaluators.
The hierarchy of implemented ContextObjects is illustlateFigure 7.11.

[ContextObject

[ ZF ZF |

Security Location

i T

BaseSecurity BaselLocation LocationPosition

7 5575

KRBConnectionSecurity [CommonLocationPosition GSMLocationPosition

WLANLocationPosition

Figure 7.11: Implemented ContextObject Hierarchy

7.7.5 Dynamic Context Update Mechanism

The following processes are executed when a dynamic compebete is received from
a DCS, or an activation / deactivation request event is veddrom the authorization
service.

When a dynamic context update is received, the last ConbgetDfor a given
principal is retrieved from the context cache. The ContextBiner method of the
new ContextObject (and its subclasses) is then used toecee@bntextObject com-
bining the context data from the update and the cache. Fongeathe combining
functionality may use historic data to calculate a more esteucontext with the poten-
tial to increase trust. Finally, the context cache is updiatiéh the new ContextObject.

An event is fired for the given class of ContextObject, suct #il roles or tasks
with a trigger of this class are evaluated and activatedrdatg to the outcome of the
evaluation. In the case of an activation / deactivation estjevent, the specific role
requested is evaluated. Successful activation of a roksturfires the evaluation of any
roles or tasks which are triggered based on the activatidhadfrole. Note that tasks
will not be evaluated unless a role to which the task is agglgs active for a given
principal.
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7.7.6 The Event Update Mechanism

The authorization service has an Event Manager that is nsdge for informing ap-
plication services of events that occur. After an appl@aservice initiates a secure
context with the authorization service, an authorizatiervise-side listener is regis-
tered for each application service session. When an evéineds all event listeners
that the event update is relevant to are informed of the evEné event listener for
the given application service session sends an event uptegsage over the update
channel as shown in Figure 7.5. The application service lban take appropriate
action.

The architecture is designed in such as way as to allow cuzstohevents to be
implemented. The following events are currently implenednh the architecture:

e Access Control Context Changed Evelita role or task is activated or deac-
tivated for a given principal, the applications in which thencipal is active
are notified that the access control context for the givemcgal has changed.
The application service can then check that the principastll authorized to
perform an operation by sending a checkPermission requéisé authorization
service.

e Dynamic Context Service Manager Failure Evelnt.the case there is a failure
in the DCSM, the application service is notified and can takesiee action if
required.

e Update Channel Not Responding Evdntthe case of an outage or attack against
an update channel, the application service is notified andaiee evasive action
such as suspending the user’s session until the updateadhanestored. Failure
of the update channel is detected through the use of a haartbe

The event update mechanism has been implemented such tilva &pplications
that may require context data can be supported through aé&onata Update Event”.
An example of an update event can be seen in the prototypbeitesnttire and a webproxy
application service illustrated in Figure 7.12. A wirelégsN location DCS (based
on the location derivation methods detailed in Chapter ¥iges location proximity
information to the DCSM. The proximity is given as a percegetavith a threshold
defined in a ContextRule of thHaternetAccessTasRVhen the user walks out of the
room, the DCSM is notified of a context change and the Inté&wedssTask is reeval-
uated. As the user is no longer within the acceptable thidstiee role is deactivated
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and an “Access Control Context Changed” update is made tevéigroxy for the
given principal.

Debug Output from Dynamic Context Service Manager (DCSM)
o1 C:\WINDDWS)\system32 cmd.exe - startdesm.bat — N —1of x|
[TestDCSETESIDOMAIN.LOCAL] Recud Msg: Prot Uer: 8.8.8.1 DCS: TestDCS

ontextObjectClass: dcaa.context objects.location.Baselocation

wincipals: TestUserBTESIDOMAIN.LOCAL [dcaa.auth protocel.DCARUser]

(DCSHI Evaluacing Role: CN= IntosnetAccecsTask, CN=iacke .CN-App- WehProxy, CN-fluthDa

.DC=testdomain,DC=local

EBCSHEuall SCONTEXT(dcaa context ohjects. location. Baselocatign).TsIn (ney dcaa.c
objects . locat mnonLocat lonPos ition< "(ConmonLocatienPos it ion ><DESCRIP

NS oh T CoRlie DESCRT T TONSe - CannonLocst lanPos i tonss deas. context_objects. loc

tion.LocationGranularity.E>>

[DCSHEvall falce

[TestDCSETESTDOMAIN.LOCAL] Recud Msg: Prot Uer: 8.8.8.1 DCS: TestDCS

ntextObjectClazs: deaa.contexe sbjects. location. Basslocation
rincipals: TestUserGTESIDOMAIN.LOCAL [dcaa.auth protocol.DCAAUse: = [=] 3|
(DCSH1 Evaluating Role: CN=IntesnmetAccessTask.CN=Tacke.CH-A: —u:hvmxy CN=RuthDa
a.CN=DCAA, DC=tectdomain.DC=lacal
[DESMEsall SCONTEXT<dcaa context_ohjects.location,BaseLocation).IsIn (new dc
ntext ohjects.location.ConnonLocatsanbas it iont "<ConnonLocat ionPosition><DESCRIP L access Con
TON>S=UIC;C=Rl</DESCRIPTION>< /ConmonLocationPosition>", dcaa.context_ohjects. loc
) lation.Locat ionGranularity.E>>
Client Web Browser [[DCSHEvall true

2 Access Denied - Microsoft Internet Enplorer [TestDCSETESTDOMAIN.LOCAL] Recud Msg: Prot Uer: 8.8.8.1 DCS: TestDCS

" cn . .2 = .y, [ContextObjectClasc: dcaa.context objects.location.BaseLocation R 5

e 1 T ML e R R R e oL W )
x aluating 3 =] nt"net ccessTas! as) BOXY ., ut

D8k - ) - A 2l | seth Favor ko N ADGAR: Docteschonain Doslocs

lDCSHEval] $collllﬂ(d.:aa :nntextJhJe:t: location.BaseLocation).IsIn <new dcaa.

el
Address |€l hiktp: v, gocigle. com. au/ _objec n.ConmonLocationPositionC “<ComnonLocationPosition><DESCRIP
IOH)S—UIC Cﬂﬁl.l(/DESCRIP'I'lﬂl)<ICnmnhcatmnPo=1tmn) .dcaa.context_ohjects.loc|
tion. hcatmnGranularlty 55
A Denied DCSHEvall £ ]
CCess enie [ z:quesl:l au -> Access Denied.
com.au -> fccess Denied.

l google.com.au -> Rccess Denied.
1 wuw.google.com.au -> Access Denied.
all => Access Granted.

Your current roles do not provide access to www google.com au

l GET http:rs/uwu.google.con.ausintl/en_au/inages/logo.gif HITP/1.8
au —-> Access Denied

l con.au -> Access Denied.

1 google.com.au -> Access Denied

l wuv.google.com.au -> Access Denied.
all => Access Granted.

EHehme*nCc"nni:or] TestUserBTESTDOMAIN. I.OCﬁL ficcess Control Context Changed
lequest TP:/ 7\ . GO0g Le . COn. Al

[Request] au —> Access Denied.

[Request] com.au -> fccess Denied.

[Request] google.com.au —> Access Denied.
[Request] wuw.google.com.au => Access Denied.
[Request] all -> Access Denied.

2004-02-13 15:09:01.031 Dynamic Centext-Aware Authorization
All Rights Reserved

Debug Cutput from HTTP Proxy Server

Eiowe [ [@imem 7

Figure 7.12: Triggered Updates

7.8 Architecture Protocols

This section details the protocol messages that are sestablsshment of contexts,
performing authorization function, and update messages.

7.8.1 Authentication

Authentication of a client to an application server proceasd follows. Refer to Ap-
pendix B for protocol notation.

The authentication portion of the proposed authenticatimhauthorization proto-
col proceeds identically to that of Kerberos as shown in FEgul3. A client obtains
a Ticket Granting Ticket (TGT) by sending a request with atihenticator (1), which
the authorization server validates, and if successful,ratiirn a ticket granting ticket
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C — AS: {T&}KA, A TGS Ts, Te, N (1)
C «— AS: ATGT {ke_tos T Te. Ne, TGS Cla (2)
C — TGS: {ATS} ke res TGT,STLTLN 3)
C «— TGS: A STKTs {kc_s, N;, T, T, SC}kC_TGS 4)
C —- S: STKT, {C, TS, SI\J;,S}k&S (5)
C « S {TE, SNeshke_s (6)
C — S {MO,SN_she o MAGY (MO, SN s) (7)
C « S {M(i+1)7 Sl\t,s}kC,S, MACl(Jctls) (M(i+1)7 SI\h,S) (8)

TGT = TGS {kC TGS A Ts; T67 C}KA&TGS
STKTS = S7 {kC S A7 Té7 Tév C}KKDC—S

Figure 7.13: Authentication Protocol (Kerberos)

(2) with the key to communicate with the Ticket Granting $ee(TGS),kc_tcs en-
crypted under the client’s long-term ke«

The client uses the TGT to request a ticket for the requirguieadion service (S)
from the TGS (3). The TGS replies with a ticket for the reqadstervice, containing
the key to communicate with &_s (4). Subsequent communications between the
client and the server are confidentiality and integrity ectéd as shown in (7),(8).

The client uses the application service ticket to contaetaghplication for access
to desired resources. Control of these resources is mddtatgugh the authorization
service. The following subsection will detail the proposedhorization service.

7.8.2 Authorization

The protocol notation detailed below is as defined in Appeidiwith the following
additions. U denotes the update port that will be used for the asynchsonpdate
channel,R denotes a roleR denotes a permission which contains a permission class,
name and requested actiohglenotes the implication result, such that requested per-
mission,P implies a permission in the user’s active set of permissions

7.8.2.1 Application Service - Authorization Service Contet Establishment

An application service must establish a secure Kerberoerbwith the authorization
service before it is able to accept client connections. Tiieation service sends a
SETUPDATE PORT message to the authorization service after the securextosite
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established (1) as detailed in Figure 7.14. This allows fymehronous channel to be
established, such that update messages can be sent to tivatappservice.S and
AZS denote the asynchronous communications channel useddataimessages.

S — AZS: {updateport, SNs_azstks aeo MAG, ,,c(Updateport, SNs_azs) (1)
S «— AZS: {aCK SNS—AZS}ks_Azs7 MACkA_AZS(aCk, SNg,_Azs) (2)

Figure 7.14: Set Update Port Message

7.8.2.2 User Access Control Context Establishment

Once a user authenticates and establishes a secure coitkeabhvapplication service,
the application service initiates an access control camigk the authorization service
on behalf of the user. This is done by sending an initiatiqquest to the authoriza-
tion server containing the user’s identity and the set adsthe user wishes to activate
(1). The authorization service replies with an acknowledgtrthat the roles were
requested for activation (2). Figure 7.15 details the mpoltenessages for access con-
trol context initiation and checking a user’s permissioihen an application service
gueries the authorization service for an access controsideg the user identity and
permission the user requested are sent@HECK PERMISSIONmessage (3). The
authorization service responds with a decision for thessgcentrol request (4).

S — AZS: {userrole; n, SNs_azstks azes MAG, ,,c(Userrole; n, SNs azs) (1)
S «— AZS: {userack SNs azstks e MAC, ,,s(User ack SNs_azs) (2)

S — AZS: {user,permissionSNs_azstks s MAC, ,,s(USER permission

SNs_azs) (3)
S «— AZS: {user,permissionacresult SNs_ azstks azes MAG, ,,(USET,
permissionac_result SNs_azs) (4)

Figure 7.15: Access Control Context Establishment and Kibeenission

7.8.2.3 Update Messages

The protocol message as illustrated in message (1), Figaeshows a single up-
date message sent in the asynchronous channel, Whieréhe update information for
the ACCESSCONTROLCONTEXTCHANGED DCSM FAILURE, and other cus-
tom defined events. THAEATBEATUPDATE message (2) is sent regularly by the
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AZS — S: {usereventSNs azstks .o MAG, ,,c(USereventSNs azs) (1)

AZS — S {SNS—AZS}ks—AZS7 MACkA—Azs(SNS—AZS) (2)

Figure 7.16: Update Messages

authorization service over the asynchronous channel, thatha heartbeat is not re-
ceived for a predetermined timeout, the application seragses a
CHANNELNOT_RESPONDINGevent.

7.9 Prototype Implementation of the Architecture

This section will detail the prototype implementation oé tarchitecture, the perfor-
mance results and an architecture usage scenario.

7.9.1 Test Environment

The architecture is centered around the use of open staslactl as Kerberos, LDAP
and XML messaging. This allows the architecture to operagéz different platforms.
Microsoft Windows 2000 Server was used as the platform ta thesdirectory and
Kerberos functionality. Figure 7.17 illustrates the Windamanagement console with
the active directory tree containing the applications dmair troles, permissions, tasks,
etc. used by the prototype. The prototype implementationatso run on Linux with
MIT Kerberos and OpenLDAP.

The testing platform, as illustrated in Figure 7.18, wadthusing a number of
Pentium 11l 833Mhz PCs with 256MB RAM. The authorization @aenter was con-
figured with Windows 2000 Advanced Server, and hosted tHeoazation service and
DCSM. To date GSM and Wireless LAN location DCSs have beerlamented, al-
though the Wireless LAN location tamper resistance is lsélhg investigated. These
services were hosted on the context server. The GSM sepgceres users preregister
their MSISDN, stored as an attribute in the User object iretttese directory.

The authorization and dynamic context service manageneewicss were imple-
mented using Java 1.4.2. The Kerberos implementation iartttetecture components
uses Java Authentication and Authorization Services (JA8iSKerberos authentica-
tion and key establishment between architecture entiié& Java security architec-
ture was customized, such that a new Security Manager andyRdé&ss were im-
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Figure 7.17: Management Console

plemented. The new classes facilitate the initializatiba secure Kerberos context
for the standard communications channel and update chantiethe authorization
server, subsequently allowing XML messages to be sent agivesl in these chan-
nels. This approach allows standard Java Security methmdtsasdoAsPrivileged()
checkPermission@nd standard access control context constructs to be esediing

in transparent use of the authorization architecture. Aditexhal listener class was
implemented, such that event listener methods would bantisted on events such as
“Access Control Context Changed”.

7.9.2 Prototype Performance

A benchmark of the architecture performance was conduotgddntify the efficiency
of the architecture. The performance results illustrateBigures 7.19,7.20,7.21 are
average execution times for 1000 consecutive executioctsamkPermissionfpr each
application service running for an active principal. Thégares have two data sets,
the data set with the longer times being the remote requastsgtinto account network
latency, and the shorter times being local requests. Fig@@&compares the execution
of checkPermissionfpr 1,5,and 10 application services used by up to 1000 paisi
The results detailed in Table 7.1 illustrate the perforneaftc dynamic context
updates that were continually sent to the DCSM for a pridoigth an established
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Figure 7.18: System Architecture Test Platform

context in each application service. The benchmark wasuwed with 1, 5, and 10
simultaneous application services, requesting an acoegsotdecision continuously,
simulating high load. The dynamic context updates were l@acked with a load of
10, 100 and 1000 active principals over 1, 5, and 10 applinaervices.

Dynamic Context Updates

10 Principals (ms)

100 Principals (ms)

1000 Principals (ms)

328.55
341.61
571.13

448.55
461.61
691.13

1079.55
1092.61
1322.13

Table 7.1: Performance Results

The performance results detailed in Table 7.1 illustrade tine architecture is able
to scale well with better than linear growth for context uigdaas the number of active
principals increases. This indicates that the dynamicaigtion paradigm presented
in this chapter can provide context-based authorizatiadh acceptable performance.
The authorization service and DCSM are additionally desigsuch that they can be
distributed to improve performance for large domains.

7.9.3 Architecture Usage Scenario

A prototype fileserver was developed to illustrate possudes of the architecture.
The fileserver is based on Samba 3.0, which supports Kerlaerthentication. The



7.9. Prototype Implementation of the Architecture 189

1000

n Wi TR Ny W AWM
T T et T oA Gy W] 1T LI LI rurveTvvsRve o e ]

Time (ms)

|

l 1..] .h\lxl_x.‘ |
”HVH[ T “

|‘ﬂ‘,|||ﬂ1‘!;|[ . M "u‘)wwuuwa T

Trials

Figure 7.19:CheckPermissign Performance for 1 Application

%va“%l N

h

i

Figure 7.20:CheckPermissian Performance for 5 Applications

Time (ms)
—

llllll

following scenario illustrates the context-aware arattitee in the use of a fileserver
that supports the requirements of “commercial in confidéfileeaccess.
There are three DCS'’ that are used in this scenario:

1. GSM Location DCSThis DCS acquires a trusted location from a GSM cell
phone using the methods we have developed in Chapter 4. Tikedd®enti-
cates the user and confirms that the user is associated witeliiphone.

2. iButtorf Location DCSThis DCS provides the location of a user associated with
an authenticated iButton based on the known location of agiButton reader.

8iButton®. is a tamper-resistant token that has a unique identifier aay pnovide support for
cryptographyhttp://www.ibutton.com
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Figure 7.22:CheckPermissiqan Performance comparison of 1 to 1000 principals

3. Kerberos Connection Security DCBhis DCS is a component of the fileserver
which communicates the properties of the authenticatiehsatbsequent com-
munications to the DCSM. The properties supported by the BX€S
hasMutualAuth , hasiIntegrity , andhasPrivacy

Commercial in confidence projects have a project manageaaedies of consul-
tants who occupy the rolggojectl _manager andprojectl _consultant , which
are triggered by principal activation. The fileserver habarad area for each project
and a personal area for each consultant. Consultants argemhitted to work at the
office or home where appropriate security arrangements é&tie home location of a
consultant is registered in the directory.

Theprojectl _consultant role has a number of tasks relating to file and printer
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access, one of which [gojectl _filesystem _access . This task contains permis-
sions for accessing the project share and the consultarsepal share. The task has
triggers of the dcaa.dcsm.Location context class andatdiv of the

projectl _consultant  role. In order to ensure the shares are only accessed in ap-
proved locations and with appropriate connection segutg/task contains the Con-
textRule illustrated in Figure 7.23.

(($CONTEXT(dcaa.dcsm.ConnectionSecurity) hasMutualAu th) and
($CONTEXT(dcaa.dcsm.ConnectionSecurity) hasintegrity )) and
((SCONTEXT(dcaa.dcsm.Location) within $LDAP(cn=Office Location;cn=...)) or
($CONTEXT(dcaa.dcsm.Location) within $LDAP(cn=HomeLoc ation;cn=$PRINCIPAL;cn=...)))

Figure 7.23: Example ContextRule

A user wanting to work on “Project1” in the office would tap ithi@®utton at the
office door on entry and exit, causing a ContextUpdate witbaadicsm.Location ob-
ject to be sent to the DCSM. When the user attempts to acceshtre, a Kerberos
ticket is presented to the fileserver. The fileserver irg8aan access control context
with the authorization service and requests the rolprojectl _consultant . As-
suming the user is a member of the role and no constraintshitrd¢iine activation of
the role, the role will be activated. As activation of theeratiggers evaluation of
theprojectl _filesystem _access task, it too will be activated assuming its con-
straints are fulfilled.

A remote user would have to prove their location via the GShatmn DCS. If
a user is to leave a trusted location area, the task will betdesed following the
appropriate DCS notifications. Similarly with the filesar@onnectionSecurity DCS,
it notifies the DCSM of the established Kerberos contextsgcproperties.

7.10 Summary

In conclusion, this chapter has introduced a new authaoizatrchitecture for Intranet
environments that supports context-aware authorizatganguboth local and remote
security contexts. We implement extensions to RBAC thatifare efficient context-
aware authorization with simple policies and administrati The implementation of
the architecture has been described with the currentlyamphted dynamic context
services as well as the description of a demonstration egtjn that utilizes the ar-
chitecture.



Chapter 7. Supporting Context-aware Access Control in Network
192 Authentication and Authorization Architectures




Chapter 8

Conclusions and Future Research

In this thesis we have examined location services and tiseiirulP and application-
layer access control processes. In Chapter 2, a set ofdocatiquisition models that
generalize common location technologies were presentbd.s&curity properties of
the model components were investigated. These properéieswged to establish a set
of requirements that trusted location systems should éxhbtaxonomy of attacks
against these common components was presented, based wn &ttacks against
common location technologies. The taxonomy and requirésneere used to classify
the trust of a number of existing location technologies.

Based on identified vulnerabilities of differential GPSdam opportunity to pro-
vide a solution, an authentication and integrity augmemab differential GPS was
proposed in Chapter 3. The vulnerabilities of differen8&S broadcasts are discussed
in more detail, the first known discussion of such vulneraed. DGPS vulnerabilities
are a significant concern, as they may have implications fatysaritical marine op-
erations. A solution is proposed, augmenting the existiegsage broadcast protocol
with an authentication and integrity scheme that attengotsitigate the vulnerabilities
identified.

In an attempt to engineer trusted location for access cosysiems, we propose
a scheme for providing tamper-resistant location acqaisin GSM that can be used
in security services in Chapter 4. The proposal is an erdration scheme, including
the geographical representations for trusted locationaamassociation protocol that
attempts to mitigate the possibility of a disassociatidackt.

The use of location context data at the IP-layer is introduneChapter 5, where
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we presented our proposal for proximity-based packet ifigefor wireless LANS.
Proximity-based packet filtering can be used to restriatasem accessing a network
from an unauthorized location, requiring that users ardiwia predefined location
area.

During the development of the wireless LAN location systendenial of service
exploit was discovered, resulting in an unanticipatedaegecontribution detailed in
Chapter 6. The exploit is significant as it can be achievedgusommercial off the
shelf hardware and software; has low power requirements;can be executed with
minimal chance of detection and localization.

Chapter 7 introduced context-awareness for access cattitod application layer.
A new authorization architecture was proposed based on énleaos authentication
service, providing support for context-awareness in accestrol policy, and dynamic
authorization where role activation could be triggered bitext events. The context-
awareness was modeled in RBAC, where the proposed RBAC madespecified in
Object-Z. The architecture was prototyped and results g®en detailing the perfor-
mance of the architecture.

A number of future directions for research have emerged fileenresearch per-
formed in this thesis. The analysis in Chapter 2 indicated tbsearch is needed to
address the lack of authenticity and integrity in GPS datseld augmentation sys-
tems, and methods to integrate emerging signal integrayrigjues in Galileo with
these augmentations, such that evidence of signalingangsbaugmentation data trust
can be provided to a third party in addition to the resultimggtion data.

In Chapter 6 a number of strategies to mitigate the Wirelég¥ tenial of service
attack were discussed. These strategies need to be funtrestigated, in particular
the need for developing highly available wireless netwalnk are suitable for safety-
critical environments.

The concept of context-aware security introduced in thesithis a new concept
and requires significant future research. In order to supgftective context-aware
security, host context information must be obtained in aiseanner. Further in-
vestigation of trusted computing methods to facilitatested host security context ac-
quisition is required. Additionally, future work may incla developing support for
cross-domain context-awareness in access control policy.

Lastly, further development of context services and migrabf existing network
applications to support the proposed authorization extesss required in order to
further develop and mature the proposed context-awaresscoatrol architecture.



Appendix A

An Introduction to the TESLA

Protocol

Time Efficient Stream Loss Tolerant Authentication (TESL#&pa multicast authenti-
cation protocol proposed by Canetti et al. [80]. TESLA usessBhge Authentication
Codes (MAC) to achieve integrity of broadcast messages. ablvantage of using
MACs is the reduction in computation and communicationstoead compared to the

use of asymmetric cryptography. It is additionally scatatd large number of re-
ceivers. The protocol provides authentication and intg@rfi the broadcast messages
and is currently an IETF standard. The protocol assumeshkatender and the re-

ceiver have a weak time synchronization.

_ _ F _ F _ F _
(k3 e (K4 ) K5 ) K6 ) K7)
N
Time 3 | Time 4 | Time 5 | Time 6 | Time 7

M1 M2
F = Public Key function
M1, M2= Message being MAC(M1,K5) MAC(M2,K7)
broadcast
K3,K4,K5,K6,K7=Keys K3 K5

Figure A.1: The TESLA Protocol
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The protocol, as illustrated in Figure A.1, is describeddi®ws:

1. Initialization:

Time is synchronized between the sender and receivers ardisgtiosure delay
is agreed between the receiver and sender. The key chaierfieration of a one
time hash is subsequently committed.

2. Sender:

For each time slaf there exists a kelg;, which expires as the time slot expires.
Suppose a messady needs to be broadcast to the receiver at time slot 5 and
the agreed time delay is 2 timeslots, then the paclkageontain the Message
M, MAC(My,K5) and the keyKs. Similarly a messag#l, that needs to be
broadcast at time slot 7 is packagedRascontaining,M,, MAC(M., K-), and

Ks.

3. Receiver:

The receiver receives the packe®@eand storedl;, MAC(M, K5). Packagd®;
containingM, is received after a gap of two time slots. The receiver stthres
messagéM,, MAC(M,, K7). The receiver then uses the kKy released irP,
to computeMAC' (M4, K5). The receiver verifies thalAC' (M, K5) is equal to
MAC(My, K5) received by the receiver in package P1 at timeElotf these two
MAC are equal then the integrity of the mess#adeis assured.

Depending on the nature of the application where the bradegaking place, the
TESLA protocol can be modified to suit the new environm@TESLA is a modified
version of the TESLA protocol for sensor networks requiramgaller communication
overheads compared to traditional TESLA.ESLA and Secure Network Encryption
Protocol (SNEP) were proposed by Perrig et al. in [79] as @iesecure protocols for
sensor networks. In the following section, we introduce aposed variation of the
TESLA protocol and its application to DGPS.
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Entities
A User
C Client
AS Authentication Service
TGS Ticket Granting Service
PTGS Privilege Ticket Granting Service
DPAS Dynamic Privilege Attribute Service
KDC Key Distribution Center (encapsulates AS, TGS, PTGS, and®fanctionality)
S Application Service
Keys
Ki_j Long term key shared betweéeandi
Ki Key derived from password of user
ki Session key generated for use betwieand]
Operations
A — B/A— B Protocol message sentin direction of arrow between entinéB
{M}k;_; Denotes encryption of messageusing keyK;_;
Elements
A|B Entity A or B
TGT Ticket granting ticket
PTGT Privilege TGT
STKT; Service ticket for service
PTKT Privilege ticket
PAG Privilege attribute certificate containing privileges éér servicej
UPAG Update PAC containing privileges ofor servicej
E Indicates a new instance of elemént
TS Timestamp created Ly
N; Nonce generated Ly
SN Protocol sequence number usedi layndj
Ts Start time of a ticket
Te End time of a ticket
TP, Transited Path to this realm

Table B.1: Protocol Notation
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Object-Z Specifications

C.1 Brief Overview of Object-Z

Z schemas are used to describe both static and dynamic sgfiecsystem including
its state, invariant relationships, changes that occustetate, the system operations
and relationships between the inputs and outputs of opesatiThe schemas are spec-
ified using predicate logic, such that system functionatiy be abstracted and its
behavior reasoned about effectively without dependengeaiform or program code.

Object-Z is a variation of Z that supports object orientatidObject orientation
is characterized by a modular design methodology that ipcsed of a collection of
interacting objects. Objects are abstractions of realehantities with a state, behavior
and identity.

In Object-Z, a state schema with associated operationgittges the definition of
a class. A class is a template for objects as well as a typehiacilitates object ref-
erencing through type instances. An Object-Z specificasamomposed of a number
of class definitions that may be related by inheritance.

A class schema has the following definitiéns

1. Visibility list A class’ interface is defined by a visibility list, denoted pjy..).
No visibility list results in all attributes and operationsing visible;

2. Type and constant definitioigpe and constant definitions are the same as in Z;

!Refer to [90] for an introduction to the Object-Z specifioatianguage.
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3. State schema@he state schema is defined in the same way as Z, except that it i
nameless;

4. Initial state schem@he initial state schema is identified biyiT, composed only
of the predicate part assuming declarations of the staensahand

5. OperationsThe operations may include a list of the state variables &hat
changed by the operation(...). Operations in Object-Z can be combined with
other operations using:

e Composition, where|| defines parallel compositior3, defines sequential
composition, and ||, defines associative parallel composition;

e Conjunction, wheré\ defines operation conjunction;
e Choice, whera defines angelic choice (similar toin Z); and

e Scope enrichment, whesedefines scope enrichment.

When the class is used as a type, the class represents a $gecfidentities which
uniquely identify objects of that class. Visible attribsitef an object can be accessed
using the dot notatiorgbj.attrib. Visible operations can be applied to an object using
the dot notationpbj.Operation

Inheritance is supported in Object-Z by specification ofgtaeent class names after
the visibility list. Parent class signatures must be typmgatible with the derived
class. An object of a parent class or one of its derivative®fisrenced using the
notation,| ParentClassfacilitating polymorphism.

C.2 Specification for Object-Oriented RBAC

The following Object-Z schema specifies the proposed RBAQlementation.
The specification is introduced with the specification ofOperationtype.

[Operatior
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C.2.1 Object Class Schema

_ Object

operations P Operationg

—INIT

operations= &

_ CreateOperation

A(operationg

operatior? : Operation

operatiory ¢ operations

operation$ = operationsJ {operatior? }

—RemoveOperatian

A(operationg

operatior? : Operation

operatiort ¢ operations

operation$ = operations\ {operatior?}
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C.2.2 Permission Class Schema

_ Permission

object: Object
operations: IP Operation

application: Application

—INIT

operations= &

_ SetObject
A(object
object’ : Object

object € applicationobjects

object = object’

—AddOperation

A(operationg

operatiory : Operation

operatiory ¢ operations
operatiory € objectoperations

operation$ = operationsJ {operatiort}

_RemoveOperation

A(operationg

operatiort : Operation

operatiory € operations

operation$ = operations\ {operatiort}
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C.2.3 Application Class Schema

_ Application

objects: P Objecig
permissions P Permissiogg,
roles: PRolgg

ssdsets: PSSy,

dsdsets: PDSDg,

rbac: RBAC

Vp : Permission p € permission® p.application= self
Vr : Role| r € Rolese r.application= self

Vssd: SSD| ssde ssdsetse ssdapplication= self
Vdsd: DSD| dsd e dsd setse dsdapplication= self

—INIT

objects= @
permissions= o

roles= @

_ CreateObject
A(objects
object’ : Object

object ¢ objects
object$ = objectsU {object'}

_DeleteObject
A(objects
object’ : Object

object’ € objects
object$ = objects\ {object’}
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_ CreatePermission

A(permissiong

permissiof : Permission

permissiofl ¢ permissions

permissions= permissionsJ {permissioil}

_DeletePermission

A(permissiong

permissiof : Permission

permissiofl € permissions

permissionS= permissions, {permissiofi}

—AddRole
A(roles)

role? : Role

role? ¢ roles

roles = rolesuU {role?}

_RemoveRole
A(roles)

role? : Role

role? € roles

roles = roles\ {role?}

_CreateSSDSet
A(ssdsety
ssd : SSD

ssd’ ¢ ssdsets

ssdset$ = ssd.setsU {ssd’'}
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_DeleteSSDSet
A(ssdsety
ssd’ : SSD

ssd’ € ssdsets
ssdset$ = ssdsets\ {ssd’'}

_CreateDSDSet
A(dsdsety
dsd’ : DSD

dsd? ¢ dsd sets
dsdset$ = dsd setsU {dsd’}

_DeleteDSDSet
A(dsdsety
dsd’ : DSD

dsd’ € dsd.sets
dsd.set$ = dsd sets\ {dsd’}

_GetUserRoleSessions

role? : Role
user? : User

sessionks: P Session

sessions= {s: Session (s € usef’.sessions

A (role? € s.activeroles)}

DeleteRole= DeleteSessiongd\ RemoveRole
DeleteSessions /\u : rbacuserse
[GetUserROIeSessioﬁsession,ﬁsession's] ‘useﬁ = u] .

Ns: session%u.DeIeteSessiohsessioﬂ = s]

In this implementation oDeleteRole all sessions containing an active role to be
deleted are terminated.
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C.2.4 User Class Schema

__User

assignedroles: PRole
effectiveroles: P Role
authorizedroles: P Role

effectivepermissions P Permission

assignedroles= {r : Role| self € r.userg
effectiveroles= (_J{er : PRole| Vr : Rolee

(r € assignedroles) A (er = (r.inherited.rolesu {r}))}
authorizedroles= |_J{r : PRole| Vs : Sessior

(s € self .sessionsA (r = s.activeroles)}
effectivepermissions= |_J{p : P Permission Vr : Rolee

(r € effectiveroles) A (p = r.role_permissiong}

sessions [P Sessiog;

V's: Session s € session® s.user= self

—INIT

sessions= &

_CreateSession

A(sessions

sessiofl : Session

sessiofi ¢ sessions

sessions= sessionsJ {sessiofi}

_DeleteSession

A(sessions

sessiofl : Session

sessiofl € sessions

sessions= sessiong {sessiofi}
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C.2.5 Session Class Schema

__Session

effectivepermissions P Permission

effectiveactiveroles: PRole

effectiveactiveroles= (_J

{rs: PRole| ¥r : Rolee

(r € self.activeroles) A (rs = r.inherited.rolesU {r})}
effectivepermissions= (_J{ps: P Permission Vr : Rolee

(r € effectiveactiveroles) A (ps= r.role_permissions}

activeroles: PRole

user: User:

—INIT

activeroles= @

_AddActiveRole

A(activeroles)
role? : Role

applicatior? : Application

role? ¢ activeroles

role? € applicatior?.roles

usere role?.users

vVd: DSD| (d € applicatior?.dsd setg A (role? € d.roles) e
d.cardinality > (#{r : Role| r € ((effectiveactiverolesJ
{role?}) Nd.roles)})

activeroles = activerolesU {role?}
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_DropActiveRole

A(activeroles)

role? : Role

role? € activeroles

activeroles = activeroles) {role?}

_CheckAccess

operatiory : Operation
object’ : Object

operatior? € object.operations
Vr:Role|r e rolese

operatiory € r.applicationobjects
3p : Permission p € effectivepermissions

(object = p.objech A (operatior? € p.operations
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C.2.6 Role Class Schema

__Role

assignedusers: P User
inherited.roles: P Role
descendedoles: P Role

inherited_permissions P Permission

assignedusers= self .users

inheritedroles= _J{ir : PRole| Vr : Rolee
(r € self .parentroles) A (ir =
(r.inherited.rolesu {r}))}

descendedoles= |_J{dr : PRole| Vr : Rolee
(self € r.parentroles) A (dr =
({r} Ur.descendedoles))}

inherited permissions= _J{ir : PRole| Vr : Rolee
(r € (self .inherited_rolesuU {self})) A
(ir = r.permissiong}

role_permissions= inherited permissions) self .permissions

authorizedusers= _J{au: PUser| Vr : Rolee

(r € self .descendedoles) A (au=r.userg}

users: P User,
permissions P Permission
parentroles: P Rolg

application: Application

—INIT

users= &
permissions= &

parentroles= o
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_AssignUser

A(userg

user? : User

user? ¢ users
user? € applicationrbac.users

Vs: SSD| self € srolese

s.cardinality > (#{r : Role| r € ((user’.effectiverolesU {self}) N sroles)})

users = usersU {user’}

_DeassignUser

A(userg

user? : User

user? € users

user? € applicationrbac.users

V's: Session s € user?.sessions
s.activeroles = s.activeroles\ {self}

users$ = users\ {user?’}

_ GrantPermission

A(permissiong

permissiofi : Permission

permissiofl ¢ permissions

permissiofl € applicationpermissions

permissions= permissionsJ {permissioil}

_RevokePermissian

A(permissiong

permissiof : Permission

permissiof € permissions
permissiofl € applicationpermissions

permissions= permissiong, {permissioii}
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_AddParentRole

A(parentroles)

role? : Role

role? ¢ parentroles

role? € applicationroles

role? ¢ self.inherited.roles

Vs: SSD| self € s.roles e
s.cardinality > (#{r : Role| r € ((self.inherited.roles
{self} U {role?}) N s.roles)})

parentroles = parentrolesuU {role?}

_RemoveParentRole

A(parentroles)

role? : Role

role? € parentroles
role? € applicationroles

parentroles = parentroles\ {role?}
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C.2.7 Static Separation of Duties Class Schema

—SSD

roles: PRole
cardinality : N

application: Application

(cardinality = 0) V (cardinality > 2)

cardinality < #roles

—INIT

roles= o

cardinality= 0

_AddSSDRoleMember
A(roles)

role? : Role

role? ¢ roles
role? € applicationroles
Vs: SSD| s € applicationssdsetse
(s.cardinality > (#{r : Role| r € (role?.descendedoles
(srolesu {role?}))})) A
(Vu: User| u € applicatior?.rbac.userse
s.cardinality > (#{r : Role| r € (u.effectiveroles
(srolesu {role?}))}))

roles = rolesuU {role?}

_RemoveSSDRoleMember
A(roles)

role? : Role

role? € roles

roles = roles\ {role?}
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— SetSSDCardinality

A(cardinality)
cardinality? : N

cardinality = cardinality?
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C.2.8 Dynamic Separation of Duties Class Schema

—DSD

roles: PRole
cardinality : N

application: Application

(cardinality = 0) Vv (cardinality > 2) A

(cardinality < #roles)

—INIT

roles= o

cardinality= 0

_AddDSDRoleMember

A(roles)

role? : Role

role? ¢ roles

role? € applicationroles

vd:DSD| d € applicationdsd setse

(d.cardinality > (#{r : Role| r € (role?.descendedolesn

(d.rolesu {role?}))})) A

(Vu: User| u € applicationrbac.userse

(V's: Sessiof} s € u.session®

d.cardinality > (#{r : Role| r € (s.effectiveactive_rolea

(d.rolesu {role?}))}))

roles = rolesuU {role?}
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_RemoveDSDRoleMember
A(roles)

role? : Role

role? € roles

roles = roles\ {role?}

— SetDSDCardinality

A(cardinality)
cardinality? : N

cardinality = cardinality?
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C.2.9 RBAC System Class Schema

—RBAC

users: P Userg

applications: P Applicationg

Va: Application| a € applicationse a.rbac = self

—INIT

users= &

applications= @

—AddUser
A(userg

user? : User

user? ¢ users

users$ = usersU {user?}

_RemoveUser
A(usery

user? : User

user? € users

users = users\ {user?}

_ CreateApplication

A(applicationg
applicatiori? : Application

applicatior? ¢ applications

application$ = applicationsU {applicatior?’}
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_ DeleteApplication

A(applicationg
applicatior? : Application

applicatior? € applications

application$ = applications\ {applicatior?}

_GetUserSessions

user? : User

sessionks: P Session

user! € users

sessionks= user’.sessions

_ GetApplicationRoles
applicatior? : Application
roled : PRole

applicatior? € applications

roled = applicatior?.roles

DeleteUser= DeassignUser/\ RemoveUser
DeassignUseE Na: applicationse
[GetAppIicationRole%roles/roles!] ‘applicatiori? = a] .

/\r : rolese r.DeassignUser
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Appendix D

Architecture Protocol Messages

D.1 Supported Messages

No Message

101 MSGINIT _ACCESSCONTROICONTEXIREQ
102 MSGINIT _ACCESSCONTROICONTEXIREP
103 MSGGETPERMISSIONSREQ

104 MSGGETPERMISSIONSREP

105 MSGCHECKPERMISSIONREQ

106 MSGCHECKPERMISSIONREP

107 MSGACCESSCONTROICONTEXTCHANGEWPD
108 MSGACCESSCONTROICONTEXICHANGEIACK
110 MSGHEARTBEAIUPD

111 MSGHEARTBEATACK

112 MSGGETAUTHROLESREQ

113 MSGGETAUTHROLESREP

114 MSGDISPOSEACCESSCONTRQICONTEXIREQ
115 MSGDISPOSEACCESSCONTRQOICONTEXIREP
116 MSGSET_-UPDATEPORTUPD

199 MSGERR

Table D.1: Protocol Message Numbers
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No

Error

201
202
202
203
204
205
206
207
209
210
299

MSGINIT _ACCESSCONTROICONTEXIREQ
ERRDISPOSEACCESSCONTROICONTEXIFAILED
ERRAUTHSYNCFAILED
ERRUSERUNKNOWN
ERRROLEUNKNOWN

ERRROLEDENIED

ERRAPP.UNKNOWN
ERRPROTOCQIVERSION

ERRMSGTYPE

ERRBADMSG

ERRGENERIC

D.2

Table D.2: Error Numbers

Implemented Message Examples

D.2.1 MSGINIT _ACCESS CONTROL_CONTEXT _REQ

<?xml version="1.0" encoding="UTF-8"?>
<dcaa_protocol_msg>
<header>
<protocol_version>2</protocol_version>
<message_type>10l</message_type>
</header>
<body>

<application>CN=App-WebProxy,CN=AuthData,CN=DCAA,

DC=testdomain,DC=local</application>

<principal>TestUser@ TESTDOMAIN.LOCAL</principal>

<roles>

<role_cn>CN=MobileUser,CN=Roles,CN=App-WebProxy,
CN=AuthData,CN=DCAA,DC=testdomain,DC=local

</role_cn>
</roles>
</body>
</dcaa_protocol_msg>

D.2.2 MSGINIT _ACCESS. CONTROL_CONTEXT _REP

<?xml version="1.0" encoding="UTF-8"?>
<dcaa_protocol_msg>
<header>
<protocol_version>2</protocol_version>
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<message_type>102</message_type>
</header>
<body />
</dcaa_protocol_msg>

D.2.3 MSGCHECK_PERMISSION_REQ

<?xml version="1.0" encoding="UTF-8"?>
<dcaa_protocol_msg>
<header>
<protocol_version>2</protocol_version>
<message_type>105</message_type>
</header>
<body>
<principal>TestUser@TESTDOMAIN.LOCAL</principal>
<permission>
<class>dcaa.app_server.DCAAPermission</class>
<name>AccessInternetDomain</name>
<actions>qut.edu.au</actions>
</permission>
</body>
</dcaa_protocol_msg>

D.2.4 MSGCHECK_PERMISSION_REP

<?xml version="1.0" encoding="UTF-8"?>
<dcaa_protocol_msg>
<header>
<protocol_version>2</protocol_version>
<message_type>106</message_type>
</header>
<body>
<implies>true</implies>
</body>
</dcaa_protocol_msg>
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D.2.5 MSGDISPOSEACCESS CONTROL _CONTEXT _REQ

<?xml version="1.0" encoding="UTF-8"?>
<dcaa_protocol_msg>
<header>
<protocol_version>2</protocol_version>
<message_type>1l4</message_type>
</header>
<body>
<application>CN=App-WebProxy,CN=AuthData,CN=DCAA,
DC=testdomain,DC=local</application>
<principal>TestUser@ TESTDOMAIN.LOCAL</principal>
</body>
</dcaa_protocol_msg>

D.2.6 MSGDISPOSEACCESS CONTROL_CONTEXT _REP

<?xml version="1.0" encoding="UTF-8"?>
<dcaa_protocol_msg>
<header>
<protocol_version>2</protocol_version>
<message_type>115</message_type>
</header>
<body />
</dcaa_protocol_msg>

D.2.7 MSGSET_UPDATE_PORT_UPD

<?xml version="1.0" encoding="UTF-8"?>
<dcaa_protocol_msg>
<header>
<protocol_version>2</protocol_version>
<message_type>l1l16</message_type>
</header>
<body>
<update_port>3244</update_port>
</body>
</dcaa_protocol_msg>
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D.2.8 MSGACCESS CONTROL_CONTEXT_CHANGED_UPD

<?xml version="1.0" encoding="UTF-8"?>
<dcaa_protocol_msg>
<header>
<protocol_version>2</protocol_version>
<message_type>107</message_type>
</header>
<body />
</dcaa_protocol_msg>

D.2.9 MSGHEARTBEAT _UPD

<?xml version="1.0" encoding="UTF-8"?>
<dcaa_protocol_msg>
<header>
<protocol_version>2</protocol_version>
<message_type>110</message_type>
</header>
<body />
</dcaa_protocol_msg>

D.2.10 Dynamic Context Service Update Message

<?xml version="1.0" encoding="UTF-8"?>
<DCUpdate>
<DCUHeader>
<DCSVersion>0.0.0.1</DCSVersion>
<DCSName>dcaa.context_objects.location.BaseLocation </DCSName>
</DCUHeader>
<UpdatePrincipals>
<DCAAPrincipal>
rOOABXNyABtkY2FhLmF1dGhfcHIvdG9jb2wuRENBQVVzZXJ1137 cbB
dX6QIAAUWACXByaW5jaXBhbHQAMEXQYXZheC9zZWN1cmlOeS9MRo
L2tlcmJlcm9zL0tlcemJicm9zUHJpbmNpcGFsO3hyACBKY2FhLmF  1dG
hfcHIvdG9jb2wuRENBQVByaW5jaXBhbBaBo3hY3nK1AgACSQAQaN50
UHJpbmNpcGFsVHIWZUwWADHZBY 3RpdmVSh2xIc3QAEkxqY XZhL38awW
wvVmVjdG9yO3hwAAAAAXNYABBQY XZhLnVO0aWwuVmVjdG9y2Zdgwr
rwEDAANJABFjYXBhY2l0eUluY3JIbWVUdEKADGVsZW1lbnRDb3V udF
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SAC2VsZW1IbnREYXRhdAATWOxqY XZhL2xhbmcvT2JgZWNOO3hwRAA
AAAAAAB1cgATWOxqYXZhLmxhbmcuT2JgZWNOO5DOWJ8QcylsAdwH
AAAAAKcHBwcHBwcHBwcHhzcgAuamF2Y Xguc2VjdXJIpdHkuY XVO&5r
ZXJiZXJIvey5LZXJiZXJIvclByaW5sjaXBhbImnfVOPH]MpAwWAAeHB  1cg
ACWOKs8xf4BghU4AIAAHhwWAAAAFTATOAMCAQGhDDAKGWhUZ XXV
cnVXAH4ADAAAABIbEFRFULRET01BSU4uTEODQUX4
</DCAAPrincipal>
</UpdatePrincipals>
<ContextObject>
rOOABXNYABVKY2FhLmRjc20uVGVzdENvbnRIeHQUAXZdKNOrWQIAUkK
ADGIludFRocmVzaG9sZHhyABdkY2FhLmRjc20uQ29udGV4dESiam VjdO
EdOz3JHA57AgAFSQAPY29udGV4dEF]Y3VyYWN5SQAMY 29udGVERyd
XNOTAAKZGNzQXROcmlic3QAEkxqYXZhL3V0aWwvVmVjdG9yOOwWAMR;j
c1VwWZGFO0ZVRpbWVzdGFtcHQAFEXQYXZhL3NxbCO9UaW1lc3RhbXATAA
Nc3RyUGFyYW1ldGVyc3QAEkxqYXZhL2xhbmcvU3RyaW5nO3hwAAAZA
AAAGRwc3IAEmphdmEuc3FsLIRpbWVzdGFtcCYY1cgBU79IAgABSQAFD
MFub3N4cgAOamF2YS51dGIsLkRhdGVoaoEBS1I0GQMAAHhwdwg®D5
45VjOHgApP9JACAAAAFQ=
</ContextObject>
</DCUpdate>



Appendix E

Application of Jordan Curve Theorem
to Location Applications

The Jordan Curve Theorem as defined by Weisstein in [1003, fisliws:

If Jis a simple closed curve iR?, thenR? — J has two components (an
“inside” and “outside”), with] the boundary of each.

Using this theorem it is possible to determine whether atpsimside a polygon,
based on the number of intersections detected on a ray fronea goint to a maxi-
mum value as illustrated in Figure E.1. An even number ofrggetions indicates that
the point is outside the polygon, where as an odd number efsattions indicates the
point is within the polygon. We provide a simple Java implatagon as detailed in
Figure E.2.

L]

T

y

av

Figure E.1: Testing Whether a Point is Within a Polygon usioglan Curve Theorum
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[+ Use Jordan curve theorum to calculate whether points are wit hin
* the polygon
*/

private boolean PointinPolygon(POLYGON p, UTM_POINT u) {

[ #x  Calculate the maximum and minimum points of the polygon on th e X axis
*/

int min = Integer. MAX_VALUE;

int max = Integer.MIN_VALUE;

int intersections = 0;

for (int i=0;i<p.getNumberOfLLPoints();i++) {

int val = Math.round(p.getLLPoint(i).getUTMPoint().get Easting());
if (val < min) {
min = val,

if (val > max) {
max = val;
}

[ #x Create a ray from UTM_POINT u to max, checking for the
* number of intersections
*/
for (int x = new Float(u.getEasting()).intValue();x<(max +1);x++){
for (int i=0;i<p.getNumberOfLLPoints();i++) {
int val = Math.round(p.getLLPoint(i).getUTMPaint().get Easting());
if (val == x) {
intersections++;
}

}

[ #= If there were an even number of intersections, the point is no t
* inside polygon, otherwise the point is inside the polygon
*/
if ((intersections % 2) == 0) {
return false;
} else {
return true;
}

Figure E.2: Java Code to Check Whether a Point is Within ageoly



Appendix F

An Overview of GSM

F.1 Introduction

This chapter provides an overview of GSM and componentseofa8M architecture
that have been discussed in this thesis. More in-depthirdbon can be sourced from
the GSM specificatiorts

F.2 Components of GSM

The entities of the GSM system are detailed below with a ldefcription of their
functionality and relationship to other entities as defimedhe GSM Architecture
Specification [44].

The GSM system uses a number of registers to store dataedgoimanage mo-
bile subscribers. These registers are detailed as follows:

Home Location Register (HLR). The home location register is a database containing
information to facilitate the management of mobile sulisens. The HLR stores
information such as:

1. Mobile subscription information;

(a) International Mobile Subscriber Identity (IMSI);
(b) Mobile Station International Subscriber Dialing Num@&SISDN);

!Refer tohttp://www.etsi.org/ for the GSM specifications.
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MS Roaming Number (MSRN);

Visitor Location Register (VLR) address;
Mobile Switching Center (MSC) address;
Local MS identity; and

o o b~ w0 D

Other information:

(a) Teleservices / bearer services subscription infolnati
(b) Service restrictions; and
(c) Supplementary services.

The HLR communicates with the Authentication Center (Aui@)tkie H-interface
to retrieve the authentication and ciphering data for a heahibscriber during
an authentication request. Refer to [39] for more inforgrabn the organization
of subscriber data.

Visitor Location Register (VLR). An MS roaming in a given location area must per-
form a registration when it moves into a new location area WI$C controlling
this area transfers the identity of the new location are&¢oMLR. In the case
the MS has not been registered, the VLR and HLR exchangennafiton. The
VLR contains the following data required for call-setup agmg:

1. International Mobile Subscriber Identity (IMSI);

2. Temporary Mobile Subscriber Identity (TMSI);

3. Local Mobile Station Identity (LMSI);

4. Mobile Station ISDN (MSISDN);

5. Mobile Station Roaming Number (MSRN); and

6. Location area in which the MS has been registered.
VLRs communicate with each other on the G-interface (SeerEidr.%) for
operations such as the retrieval of the IMSI and authembicgtarameters from

an old VLR during a location registration procedure. Retef39] for more
information on the organization of subscriber data.

Equipment Identity Register (EIR). This entity contains a database storing the In-
ternational Mobile Equipment Identities (IMEIs) of subibers which may be
classified as:

2lmage sourced from [44].
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1. White listed;
2. Grey listed; and
3. Black listed.

F.2.1 Authentication Center (AuC)

The Authentication Center stores an identity key assatifie each subscriber reg-
istered with a given HLR. This key is used for authenticatéorm ciphering of data
over the network. Refer to [48] for more information on auttieation and ciphering
procedures.

F.2.2 Mobile-services Switching Center (MSC)

The mobile-services switching center, is principally acheange that performs addi-
tional mobile-related procedures such as location registi[33] and handover[35].
The MSC performs switching and signaling for all subscisbier the location area
managed by the MSC. Many MSCs make up a Public Land Mobile bidt@LMN),
provides interfaces between fixed networks and the PLMN.

There are a number of interfaces connecting the MSC to vareotities. Com-
munication between the BSC and the MSC is facilitated by thatérface, used for
BSS management, call handling and mobility management. ifteeface used for
communication between the MSC and VLR is the B-interfaceis Titterface is used
in situations where the MSC must query the VLR or perform afion update. The
C-interface is used for communication between the MSC anR Hrhis interface is
typically used in situations where the MSC must query the HtuRnformation such
as call routing information. The F-interface facilitatesmamunication between the
MSC and the EIR for status verification of the mobile statiBiMI. These interfaces
are illustrated in Figure F.1

A Gateway MSC (GMSC) performs routing from the current MSGhe MSC
where the MS is located. This functionality is used when tsigvork delivering a call
to the Public Land Mobile Network (PLMN) is unable to quergtHLR. The call is
subsequently routed to an MSC which performs the HLR quedythan routes the
call to the appropriate MSC. For more information refer t4][3

3Image sourced from [44].
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F.2.2.1 SMS Delivery

SMS Gateway MSC (SGMSC).The SMS gateway MSC facilitates the delivery of
SMS messages from Short Message Service Center (SMSC) titeratattions.

SMS Interworking MSC. The SMS Interworking MSC facilitates the delivery of SMS
messages from a mobile station to an SMSC.

F.2.3 Base Station System (BSS)

The base station system consists of numerous Base Traas&tations (BTS) con-
nected to a Base Station Controller (BSC) via the Abis-fater. This interface is
used to carry data for controlling the radio equipment amtibrérequency allocation

of the BTS connected to it. The BSC is connected to the MSCheaa\t-interface as
shown in Figure FA The A-interface is used to carry data for BSS managemeiht, ca
handling and mobility management. Each BSS contains ondyBfC and can have
many BTSs, each of which is responsible for serving a singlle This functionality

is detailed in [36].

F.2.4 Mobile Station (MS)

The mobile station is the physical terminal used by a subscdontaining a Subscriber
Identity Module (SIM). Communication between the MS and B3 $erformed over
the radio interface. This communication process is disigssection F.2.5.

F.2.5 GSM Radio Subsystem

GSM uses two bands of 25MHz, 890-915Mhz for the reverse & (o BTS trans-
missions) and 935-960MHz for the forward link (BTS to MS samssions)[82]. GSM
uses Frequency Division Duplexing (FDD) and utilizes a coration of Time Divi-
sion Multiple Access (TDMA - See Figure F)2and Frequency Hopping Multiple
Access (FHMA) to facilitate multiple subscribers on a sengarrier frequency. The
forward and reverse links are divided into Associated R&demuency Channel Num-
bers (ARFCN) of 200kHz where the forward and reverse chapaie$ are separated
by 45MHz. These channels are further divided into 8 timaslsing TDMA, in which

4Image sourced from [44].
SImage sourced from [82].
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Figure F.1: Configuration of a PLMN and its Interfaces

up to 8 subscribers can simultaneously use the same ARFCNdypwing a single
timeslot in every frame.

A single TDMA frame has a duration of 4.615ms where each tiotéms a dura-
tion of 576.9:s and where a bit period has a duration of 3,822Each timeslot has
an allocation of 156.25 bits where 8.25 bits are guard tintkGabits are start and stop
time for preventing timeslot overlap. In effect, each suitier only has the carrier
frequency for 576.8s and must transmit within that time period. This required the
mobile station is time-synchronized with the BTS.

F.2.6 Handover Procedure

The strengths of signals from surrounding BTSs are importadeciding which cell
to handover to. In order for the BSC to initiate a handovemuist be aware of the
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Figure F.2: Time Division Multiple Access

signal strengths and signal reception quality of neighispBTSs. Hence, the MS
must continuously measure the signal strengths from sndiog BTSs. To identify

the cells that are being measured, the MS synchronizes anddigates surrounding
BCCH carriers to identify their BSIC. This is done as the ieairfrequency alone is not
sufficient to determine the cell due to frequency reuse.

The radio measurements and the BSICs identifying the BTi& fbich they were
obtained are sent in a MEAUSREMENT REPORT[37] message tweftow Asso-
ciated Control Channel (SACCH) to the BTS, which forwards REASUREMENT
REPORT to the BSC. The conversion of measured signal legel®i_EVs in the
MEASUREMENT REPORT and the conversion of error rate to RXQU#detailed
below:

Mapping of signal level to RXLEV[40]

RXLEV 0 = less than -110 dBm + SCALE
RXLEV 1 =-110 dBm + SCALE to -109 dBm + SCALE
RXLEV 2 =-109 dBm + SCALE to -108 dBm + SCALE

RXLEV 62 =-49 dBm + SCALE to -48 dBm + SCALE
RXLEV 63 = greater than -48 dBm + SCALE
Where SCALE is an offset parameter with a default of O dB.
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Mapping of signal quality (Bit Error Rate) to RXQUAL[40]

RXQUAL O =lessthan 0.2%
RXQUAL1 =0.2%1t00.4%
RXQUAL 2 =0.4%t00.8%
RXQUAL3 =0.8%to01.6%
RXQUAL4 =1.6%t03.2%
RXQUALS5 =3.2%1t06.4%
RXQUAL6 =6.4%t012.8%
RXQUAL 7 = greater than 12.8%

For details of the information elements within the measwetmeport, refer to
section F.2.7.1 and for more details on the measurementtiegparocess, refer to
[40]. The transmittal of measurements to the BSC is defin¢83h

Based on the measurement reporting from the MS, the BSC nmselto initiate
a handover if the serving cell’s signal strength is less thareighboring cell or the
signal quality is less than a neighboring cell. There aretipes of handover:

1. Inter-cell Handover Occurs when the measurements reported from the MS in-
dicate a low RXLEV and/or RXQUAL for the current serving cafid a neigh-
boring cell with a better RXLEV is available.

2. Intra-cell Handover Occurs when the measurements reported from the MS in-
dicate a low RXQUAL but a high RXLEV for the current servindléadicating
interference. The intra-cell handover attempts to proth@eMS with a channel
less affected by interference than the current cell.

The BSC initiates a handover by issuing a HANDOVER COMMAND|[3nes-
sage to the MS, requiring that it moves to the new channel. MiBeproceeds by
transmitting the HANDOVER ACCESS[37] command on the newncte until it re-
ceives the PHYSICAL INFORMATION[37] message, containihg timing advance
for new channel. The layer 2 connection is then established,on successful es-
tablishment, the MS sends a HANDOVER COMPLETE[37] messdige which the
network releases the old channels.
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F.2.7 GSM Measurements Facilitating Location Determinatbn

Numerous techniques exist to derive location from netwof@&rimation used by GSM
for signal synchronization and cell handover. The follogvinformation can be ob-
tained from GSM Layer 3 messages[37] to assist in deriviegdbation of a mobile
station:

1. Timing AdvanceUsed to correct MS transmission timing for signal propawgati
delay. This measurement indicates the round-trip propag#ine of a signal
transmitted by the BTS to the MS and back to the BTS.

2. Observed Time DifferencdJsed for pseudo-synchronized handover, such that

the MS is pre-synchronized to the BTS it is handed over to.

3. Signal Level Measurement Resul@bserved by MS and sent to the BSC via
the BTS for the use of making handover decisions. These nmeasunts are
comprised of the neighbor and serving cell signal recegéuvels.

4. Current Serving CellThis measurement provides the country, location area, cell

ID and network for the current serving cell. The radio comiations regula-

tory body such as the ACA[5] in Australia provide publiclyegt@able information

such as the easting and northing of BTS antennas, antermathzand antenna
beamwidth.

The information described above is contained an some oblleing GSM layer
3 information elements:

F.2.7.1 Measurement Results Information Element

This measurement element forms part of the MEASUREMENT REP®lessage
[37].

BA-USED. Bit indicates whether the BA-IND value, the BCCH allocatseguence
number indication from the Neighbor Cells description miation element, is
used in the coding of BCCH-FREQ-NCELL.

DTX-USED. Bit indicates whether the MS used DTX (discontinuous trassian)
during previous measurement period. The measurementideama duration of
480ms between each measurement report which is sent ov@liothhe\ssociated
Control Channel (SACCH) frame.[40]
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8 7 | 6 | 5 | 4 | 3 | 2 | 1
Measurement Results IEI octet 1
BA- DTX RXLEV-FULL-SERVING-CELL octet 2
USED USED
0 spare | MEAS- RXLEV-SUB-SERVING-CELL octet 3
VALID
0 spare | RXQUAL-FULL RXQUAL-SUB NO- octet 4
SERVING-CELL SERVING-CELL NCELL
M (high
part)
NO-NCELL-M RXLEV-NCELL 1 octet 5
(low part)
BCCH-FREQ-NCELL 1 BSIC-NCELL 1 (high octet 6
part)
BSIC-NCELL 1 (low RXLEV-NCELL 2 (high part) octet 7
part)
RXLEV | BCCH-FREQ-NCELL 2 BSIC-NCELL 2 octet 8
NCELL (high part)
2 (low
part)
BSIC-NCELL 2 (low part) | RXLEV-NCELL 3 (high part) octet 9
RXLEV-NCELL BCCH-FREQ-NCELL 3 BSIC- octet 10
3 (low part) NCELL
3 (high
part)
BSIC-NCELL 3 (low part) RXLEV-NCELL 4 (high octet 11
part)
RXLEV-NCELL 4 (low BCCH-FREQ-NCELL 4 octet 12
part)
BSIC-NCELL 4 RXLEV-NCELL octet 13
5 (high part)
RXLEV-NCELL 5 (low part) BCCH-FREQ-NCELL 5 (high octet 14
part)
BCCH- BSIC-NCELL 5 RXLEV- | octet 15
FREQ- NCELL
NCELL 6 (high
5 (low part)
part)
RXLEV-NCELL 6 (low part) BCCH-FREQ-NCELL 6 octet 16
(high part)
BCCH-FREQ- BSIC-NCELL 6 octet 17
NCELL 6 (low
part)

Table F.1: Measurement Results Information Element

RXLEV-FULL-SERVING Received signal strength of serving cell measured on all
slots.

RXLEV-SUB-SERVING Received signal strength of serving cell measured on a sub-
set of slots.

RXQUAL-FULL-SERVING-CELL Received signal quality of serving cell measured
on all slots.

RXQUAL-SUB-SERVING-CELL Received signal quality of serving cell measured
on a subset of slots.



236 Appendix F. An Overview of GSM

MEAS-VALID Bit indicates whether the measurements for the dedicatadneh are
valid.

NO-NCELL-M The number of neighboring cell measurements.
RXLEV-NCELL Received signal strength for given neighbor.
BCCH-FREQ-NCELL BCCH carrier of for the given neighbor.
BSIC-NCELL Base Station Identity Code for the given neighbor.

The RXLEV-FULL-SERVING and RXLEV-NCELL measurements cae bsed
for location calculation in both idle and active mode. Byngsa propagation-pathloss
model, it is possible to derive a scalar distance from eacf.Bhese scalars can then
be used to trilaterate the position of the mobile station.

F.2.7.2 Timing Advance Information Element

This information element forms part of the PHYSICAL INFORWI®N Message.[37]

8 7 | 6 | 5 | 4 | 3 | 2 | 1
Timing Advance IEI octet 1
Ospare | Ospare [ Timing advance value octet 2

Table F.2: Timing Advance Information Element

Timing advance value The coding of the timing advance value is the binary repre-
sentation of the timing advance in bit periods, where 1 hiigae= 48/13s.

The timing advance value can be used to derive a scalar desteom the serving
BTS. The timing advance is only obtainable in active mode.

F.2.7.3 Pseudo-Synchronization Information Elements

The Phase 2 GSM Layer 3 specification [37] defines a number s$ages, the HAN-
DOVER COMMAND message which contains the Synchronizatiodidation and
Real Time Difference information elements, and the HAND@Q/EOMPLETE mes-
sage which contains the Mobile Observed Time Differencermftion element. These
information elements are principally used for the purpdsg/achronized handovers.
Synchronization Indicator Information Element This information element forms
part of the HANDOVER COMMAND message issued by the BSC.
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8 7 | 6 | 5 4 3 2 | 1
Synch. Indic. IEI NCI ROT Sl octet 1

Table F.3: Synchronization Indicator Information Element

ROT Report Observed Time Difference

0 - Mobile Time Difference information element shall not beluded in the
HANDOVER COMPLETE message. This is dependent on whether the
network supports some form of synchronized handover.

1 - Mobile Time Difference information element shall be inddd in the HAN-
DOVER COMPLETE message

S| Synchronization indication

0 0 - Non-synchronized
01 - Synchronized
1 0 - Pre-synchronized

11 - Pseudo-synchronized
NCI Normal cell indication

0 - Out of range timing advance is ignored

1 - Out of range timing advance shall trigger a handover faijunocedure

This information element is important in location deteratian, in ensuring the
Time Difference information element is sent to the BSC. Htisws the network op-
erator to correct the mobile time difference byhe Timing Advance and then return
it to the ME as the in the HANDOVER COMPLETE message.

Time Difference Information Element The time difference provides information
about the synchronization difference between the timesaistsvo base stations. This
information element forms part of the HANDOVER COMMAND mege issued by

the BSC.

8 7 | 6 | 5 | 4 | 3 | 2 | 1

Time Difference IEI octet 1
Length of Time Difference contents octet 2
time difference value octet 3

Table F.4: Time Difference Information Element
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The time difference information element is included in thaNHDOVER COM-
MAND message when the Synchronization Indication infororaélement has a ROT
value of 1. The time difference value is encoded in a binarynéd where the time
difference is represented by half bit periods modulo 256rw@ebit period = 24/13

UsS.

F.2.7.4 Mobile Observed Time Difference Information Elemat

This information element forms part of the HANDOVER COMPLETMessage.

8 7 | 6 | 5 | 4 | 3 | 2 | 1

Mobile Time Difference IEI octet 1
Length of Mobile Time Difference contents octet 2
Mobile Time Difference contents (high) octet 3
Mobile Time Difference contents (contd) octet 4
Mobile Time Difference contents (low) | Ospare | Ospare [ Ospare | octet5

Table F.5: Mobile Observed Time Difference Informationmaént

The mobile observed time difference information elememdatuded in the HAN-
DOVER COMPLETE message when the Synchronization Indinatitormation ele-
ment has a ROT value of 1. The time difference value is encadadcinary format
where the time difference is represented by half bit perindslulo 256 WhergL bit
period = 24/13us.

F.2.7.5 Cell Identity Information Element

The cell identity information element is included in the SYEM INFORMATION
TYPE 6 message. This information element identifies theiisgreell within a given
location area code (LAC).

8 7 | 6 | 5 | 4 | 3 | 2 | 1

Cell Identity IEI octet 1
Cl value octet 2
Cl value (continued) octet 3

Table F.6: Cell Identity Information Element

Cl Cell Identity

This information in combination with the Location Area ldidication Element
can identify the serving cell. The radio communicationsutatpry body such as the
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ACA[5] in Australia provide publicly available informatiosuch as the easting and
northing of BTS antennas, antenna azimuth and antenna hd#mwhis information
can be used in combination with signal measurement-basg@mtiming-based to
derive the mobile equipment’s location.

F.2.7.6 Location Area ldentification Information Element

The Location Area Identification message identifies an unguals location area cov-
ered by GSM.

8 7 | 6 | 5 | 4 | 3 | 2 | 1

Location Area Identification IEI octet 1
MCC digit 2 MCC digit 1 octet 2
1111 MCC digit 3 octet 3
MCC digit 2 MCC digit 1 octet 4
LAC octet 5
LAC (continued) octet 6

Table F.7: Location Area Information Element

MCC Mobile Country Code uniquely identifies the country withimiah a mobile
network operates.

MNC Mobile Network Code uniquely identifies the mobile networikhin a country.

LAC Location Area Code uniquely identifies an area within a givetwwork and coun-
try.
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Appendix G

An Overview of GSM Mobile
Positioning Protocol

G.1 Introduction

The following subsections detail the mobile positioningtprol used between the
LCS client and the Gateway Mobile Positioning Center (GMR&9 the supported
location shapes as defined in the GMS LCS98 specifications.

G.2 Mobile Positioning Protocol

In this section, the Ericsson Mobile Positioning ProtoddPP) [29] will be detailed,
as it is a working implementation of the LCS98 specificatiohdPP is a protocol
implemented over HTTP or HTTPS for making location requésis an LCS client
to a GMPC server. The protocol supports two types of locatopests:

e Location Immediate Request (LIFy:request that is sentina HTTP POST mes-
sage to the GMPC server to request the location of one or motel&IStations
(MS). This request includes parameters such as the quél#greice required,
the type of location whether current or last known, and gaplgical information
including the coordinate system, format and datum. Thisestjis followed by
a Location Immediate Answer (LIA), containing the positi@n the requested
MS’, or an error indicating that the location request fail@dhis protocol is il-
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lustrated in Figure G.1.

e Location Push Answer (LPAXhis type of location request may originate from
an MS and would be pushed to the LCS client using HTTP POSTE fMieissage
would contain location information similar to the LIA. FiguG.2 illustrates the
Push protocol.

C — GMPC: C,Ck,MS ,, QoS GeolnfgLocType (1)
C «— GMPC: TGMPC7POS...n (2)

Geolnfo ={CoordSystem, Datum, Fornjat

QoS ={Tresp HorizontalAccuracy

Pos ={MS, Tpos ConfidencelLevel, Shape

WhereC is the LCS clientCx is the LCS client key or passworiiSis the ID
of the MS, andr is a timestamp.

Table G.1: Mobile Positioning Protocol - LIR/LIA

GMPC — C: PushUserPushUset, Teupc, POs (1)

Pos ={MS, Tpos Confidencelevel, Shape

Table G.2: Mobile Positioning Protocol - LPA

These protocol messages are encoded in XNHxamples of the LIR, LIA mes-
sages are given in Figures G.1, G.2 and G.3 respectively

The LIA message in Figure G.2 illustrates the LIA of a pointwan uncertainty
circle. Figure G.7 illustrates the LIA of a polygon. Thesetexamples are given, as
they are pertinent to the proposed GSM location systemlddta Chapter 4.

G.3 Location Area Representations

This section details the location shapes supported in thd GSS98 specifications,
and by the MPP protocol. These shapes with their correspgrehcoding and proto-
col messages are defined in [46]. The definition of the shaplesvtare taken directly
from the Universal Geographical Area Description (GAD)red tGSM specifications[46].

'Refer to [29] for the DTDs of the protocol messages.
2Example XML messages are sourced from [29].
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<?xml version="1.0" encoding="1SO-8859-1" standalone=" yes"?>
<IDOCTYPE REQ SYSTEM *“file://mpp50_req.dtd">
<REQ ver="5.0">
<CLIENT>
<ID>TheUser</ID>
<PWD>The5PW</PWD>
</CLIENT>
<LIR>
<MSIDS>
<MSID>461011334411</MSID>
<MSID>461011334414</MSID>
<MSID_RANGE>
<START_MSID>461011334500<START_MSID>
<STOP_MSID>461011334599</STOP_MSID>
</MSID_RANGE>
</MSIDS>
<Qo0S>
<RESP_TIME>0</RESP_TIME>
<HORIZON_ACC>0</HORIZON_ACC>
</QoS>
<GEO_INFO>
<COORD_SYS>LL</COORD_SYS>
<DATUM>WGS-84</DATUM>
<FORMAT>IDMS0</FORMAT>
</GEO_INFO>
</LIR>
</REQ>

Figure G.1: Example Location Immediate Request (LIR)

G.3.1 Ellipsoid Point

The description of an ellipsoid point is that of a point on sheface of the ellipsoid,
and consists of a latitude and a longitude. In practice, suddscription can be used to
refer to a point on Earth’s surface, or close to Earth’s sefavith the same longitude
and latitude. No provision is made in this version of the dtad to give the height of
a point.

Figure G.4 illustrates a point on the surface of the elligsamd its co-ordinates.
The latitude is the angle between the equatorial plane amgénpendicular to the
plane tangent to the ellipsoid surface at the point. Pasiatitudes correspond to the
North hemisphere. The longitude is the angle between tHeplale determined by
the Greenwich meridian and the half-plane defined by thetmd the polar axis,
measured Eastward.
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<?xml version="1.0" encoding="IS0O-8859-1" standalone=" yes"?>
<IDOCTYPE ANS SYSTEM “file://mpp50_ans.dtd">
<ANS ver="5.00">
<LIA>
<GMT_OFF>+0100</GMT_OFF>
<POS msid="1234512345">
<PD>
<TIME>20020626171825</TIME>
<POINT_UNCERT_CIR>
<LL_POINT>
<LAT>N561157</LAT>
<LONG>E0151716</LONG>
</LL_POINT>
<UNCERT>200</UNCERT>
</POINT_UNCERT_CIR>
</PD>
</POS>
</LIA>
</ANS>

Figure G.2: Example Location Immediate Answer (LIA) for powith uncertainty
circle

G.3.2 Ellipsoid Point with Uncertainty Circle

The “ellipsoid point with uncertainty circle” is charadtsd by the coordinates of an
ellipsoid point (the origin) and a distance It describes formally the set of points
on the ellipsoid which are at a distance from the origin lésstor equal ta, the
distance being the geodesic distance over the ellipseid,the minimum length of a
path staying on the ellipsoid and joining the two points,fasmn in Figure G.5.

As for the ellipsoid point, this can be used to indicate poor the Earth surface,
or near the Earth surface, of same latitude and longitude tyiical use of this shape
is to indicate a point when its position is known only with milied accuracy.

G.3.3 Ellipsoid Point with Uncertainty Ellipse

The “ellipsoid point with uncertainty ellipse” is charagzed by the co-ordinates of
an ellipsoid point (the origin), distancesandr, and an angle of orientatiof. It de-
scribes formally the set of points on the ellipsoid which #&thin or on the boundary
of an ellipse with semi-major axis of length oriented at anglé\(0° to 180°) mea-
sure clockwise from north and semi-minor axis of lengththe distances being the
geodesic distance over the ellipsoid, i.e., the minimungtlerof a path staying on the
ellipsoid and joining the two points, as shown in Figure G.6.
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<?xml version="1.0" encoding="IS0O-8859-1" standalone="
<IDOCTYPE ANS SYSTEM “file://mpp50_ans.dtd">
<ANS ver="5.00">
<LIA>
<GMT_OFF>+0100</GMT_OFF>
<POS msid="1234512345">
<PD>
<TIME>20020626171825</TIME>
<POLYGON>
<LL_POINT>
<LAT>N561157</LAT>
<LONG>E0151716</LONG>
</LL_POINT>
<LL_POINT>
<LAT>N561212</LAT>
<LONG>E0151746</LONG>
</LL_POINT>
<LL_POINT>
<LAT>N561201</LAT>
<LONG>E0151801</LONG>
</LL_POINT>
<LL_POINT>
<LAT>N561144</LAT>
<LONG>E0151752</LONG>
</LL_POINT>
<LL_POINT>
<LAT>N561151</LAT>
<LONG>E0151725</LONG>
</LL_POINT>
</POLYGON>
</PD>
</POS>
</LIA>
</ANS>

yes"?>

Figure G.3: Example Location Immediate Answer (LIA) for ygbn shape

As for the ellipsoid point, this can be used to indicate poont the Earth’s surface,
or near the Earth’s surface, of same latitude and longittitie. confidence level with
which the position of a target entity is included within teet of points is also included
with this shape. The typical use of this shape is to indicaieiat when its position is
known only with a limited accuracy, but the geometrical cifmitions to uncertainty

can be quantified.
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Figure G.4: Ellipsoid Point

Figure G.5: Ellipsoid Point with Uncertainty Circle

G.3.4 Polygon

A polygon is an arbitrary shape described by an orderedssefigoints (in the example
pictured in the drawingA to E). The minimum number of points allowed is 3, and the
maximum number of points allowed is 15. The points shall baneated in the order
that they are given. A connecting line is defined as the lirex dive ellipsoid joining
the two points and of minimum distance (geodesic). The lasttpis connected to the
first. The list of points shall respect a number of conditfons

e a connecting line shall not cross another connecting lind; a

e two successive points must not be diametrically opposet®eltipsoid.

SNOTE: This definition does not permit connecting lines geedtan roughly 20,000 km. If such
a need arises, the polygon can be described by adding amedéte point. Computation of geodesic
lines is not simple. Approximations leading to a maximuniatise between the computed line and the
geodesic line of less than 3 meters are acceptable.
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North 4
angle, 4

Sefi-major
axis, 1l

Se1ni-minor
axis, r2

Figure G.6: Ellipsoid Point with Uncertainty Ellipse

The described area is situated to the right of the lines waghdownward direction

being toward the Earth’s center and the forward directiomd&om a point to the
next.

Figure G.7: Polygon

G.3.5 Ellipsoid Point with Altitude

The description of an ellipsoid point with altitude is th&taopoint at a specified dis-
tance above or below a point on the earths surface. This isateliy an ellipsoid point
with the given longitude and latitude and the altitude almveelow the ellipsoid point.
Figure G.8 illustrates the altitude aspect of this desionipt

G.3.6 Ellipsoid Point with Altitude and Uncertainty Ellips oid

The “ellipsoid point with altitude and uncertainty ellipdbis characterized by the
co-ordinates of an ellipsoid point with altitude, distasice (the “semi-major uncer-
tainty”), r, (the “semi-minor uncertainty”) ang; (the “vertical uncertainty”) and an
angle of orientatior (the “angle of the major axis”). It describes formally thé sk
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oint with nesative altitude

Point with positive altitnde

+—>
Altitnde

Figure G.8: Ellipsoid Point with Altitude

points which fall within or on the surface of a general (thcemensional) ellipsoid
centered on an ellipsoid point with altitude whose real serajor, semi-mean and
semi-minor axis are some permutatiorrfro, r3 with ry > ry. Thers axis is aligned
vertically, while ther, axis, which is the semi-major axis of the ellipse in a horizon
tal plane that bisects the ellipsoid, is oriented at an aAg(é° to 180°) measured
clockwise from north, as illustrated in Figure G.9.

The typical use of this shape is to indicate a point when its&zbatal position and
altitude are known only with a limited accuracy, but the getnoal contributions to
uncertainty can be quantified. The confidence level with Wite position of a target
entity is included within the shape is also included.

Tv-enical

r3 N
rl A

elipsoid pomt
with altitude

Figure G.9: Ellipsoid Point with Altitude and Uncertaintyligsoid

G.3.7 Ellipsoid Arc

An ellipsoid arc is a shape characterized by the co-ordsnaitan ellipsoid poind (the
origin), inner radiug ;, uncertainty radius,, both radii being geodesic distances over
the surface of the ellipsoid, the offset angle between the first defining radius of the
ellipsoid arc and North, and the included angt® being the angle between the first
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and second defining radii. The offset angle is within the eaofy)° to 359° while the
included angle is within the range froim to 360°. This is to be able to describe a full
circle, 0° to 360°.

This shape-definition can also be used to describe a sentwer(radius equal to
zero), a circle (included angle equal 360°) and other circular shaped areas. The
confidence level with which the position of a target entitiniduded within the shape
is also included.

Figure G.10: Ellipsoid Arc



250 Appendix G. An Overview of GSM Mobile Positioning Protocol




Appendix H

Prototype Implementation of MPC

A prototype network operator location system was develdpethe primary purpose
of testing MPC-based prototype applications.

H.1 Mobile Location Center Gateway Emulation

It has been established that location information is mostirgty obtained from the
network operator as discussed in section 4.9.1. Due to theailability of network-
based location systems in Australia at the time researchcasducted, an emulated
network operator had to be built.

This prototype server implements the Ericsson MPP, ver3idnThe location in-
formation is obtained from a direct cable-connection to a/38obile phone, rather
than from the network operator. This solution was desigodddilitate the develop-
ment of a prototype location server for security servicashsas authentication and
authorization, providing them with real-time locationaat

The following sections detail the design of the MPC server associated compo-
nents.

H.2 Prototype Development Discussion

This prototype obtains its location from the MS, effectivebiding all security benefits
of obtaining location from the network operator. It doeswhuer, serve as a reliable
source of real time location data for testing.
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The Nokia 5110 phone was chosen for use in the network opgreditotype due
to the ease with which timing advance and cell informationldde obtained from
the handset. The Nokia 5110 phone protocol has been anabyzeshtributors to the
Gnokii project and a high-level ANSI C API for Linux has been written to penfo
functions using the Nokia serial communications protocol.

The Ericsson MPSSDK version 3.0 was distributed with a nunabdava MPC
client, as well as the MPC emulator and associated docutn@mta/Vhile the client
examples were distributed with source code, the MPC emusatorce was not dis-
tributed, requiring the redevelopment of an MPC emulator.

H.3 Detailed Design

Figure H.1 details the design of the prototype MPC emulakbrs subsection details
the components of the emulator and the data used to caldhkatecation of a cell
phone.

Apache Tomcat GSM Services Server
Webserver

JNI GNOKII

Interface [T GNOKII DLL

XML Req Network Operator Data Store Cell phone
(MPP 3.0) RMI
MPC Servlet

XML Resp| PostgreSQL JDBC
Connector

il

Database

Figure H.1: MPC Emulator Prototype

H.3.1 Network Operator Database Component

The network operator database component design was bagéeé data required to
calculate the location of a mobile phone using the Timing @&ube (TA) and cell in-
formation provided by Vodafone Australia.

1. Network data files from Vodafone Australia consistingra following informa-
tion:

e Location Area Code (LACAnN identification code for a location area unique
to a given network operator.

IRefer tohttp://www.gnokii.org for the Gnokii project.
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Cell ID (CID). An identification code for a BTS unique to a given location
area.

Broadcast Channel (BCCHY.he broadcast channel of a given BTS.
Base Station Controller (BSClhe Base Station Controller of a given BTS.

BTS Site NameThe name of the site containing where a given BTS is
deployed.

BTS Site LocationThe location of a given BTS.
— Easting
— Northing
— Zone

Neighbouring Cells’ CID.

Cell Broadcast.A cell broadcast message from the active cell containing
the BTS identifier.

2. Information available from Australian CommunicationstAority (ACA)[5]

Coordinates of each BTRepresented in Eastings and Northings for a
given zone.

Antenna HeightThe height of the antenna.

Antenna AzimuthThe angular distance along the horizon to the location
of the object. By convention, azimuth is measured from ntotvards the
east along the horizon.

Antenna Tilt.The tilt of the antenna. +90 through 0 to -90 degrees.
Antenna SizeThe physical measurement of a parabolic antenna.

Antenna Beam WidthThe angle between the -3db beamwidth points off
the main lobe of the antenna.

Antenna Gain.The main lobe gain of the antenna in (db) referenced to an
isotropic radiator.

Antenna Front to Back.The ratio of forward gain to reverse gain of a
directional antenna.

Antenna TypeThe type of antenna used.

Effective RadiusThe effective radius of a mobile site.
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e Carrier Frequency.This information can be used by propagation models
to enhance location accuracy.

e Transmitter PowerThe maximum level of RF power permitted to be pro-
duced by the transmitter. This information can be used byauyation
models to enhance location accuracy.
3. International Telecommunication Union (ITU) [63]
¢ Mobile Network Code (MNCAnN identification code for a network opera-
tor unique to a given country.

e Mobile Country Code (MCC)An identification code for the country in
which GSM networks are installed.

H.3.2 Database Design

The conceptual model of the database is detailed in figure H.2

IBTS
TS

1bIGCID
ref

o

ntEasting

thiCellType
refCellType

strCellType
strDescriptio

tolChannel

o intChannel el

tbiChannelType
refChannelT
strChannelType

tbiNet
refNen

trNetworkOy
intMNC

thiCountry
}

vvvvvvv

BSC BTS

Figure H.2: Conceptual Data Model of Database on Secureticoc8erver

Based on this conceptual model, a physical database modetwated for the
PostgreSQ¢t platform.

2Seehttp://www.postgresgl.org
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H.3.3 Database Utility Applications

The database requires a mechanism for network data to ljnibstalled and future
updates to be applied. Raw data files were provided by theanktwperator, however,
the format often changed between each update requiring emocorformat for updating

the database. The following set of database utilities waeldped to facilitate this
functionality:

Network Operator Data to XML Converter. Facilitates the conversion of raw data
files provided by the network operator into our XML exchangenfat. A con-
version program was developed such that the constantlygaingunetwork data
obtained from the network operator can be converted intar@noon XML for-
mat, recognized by the database import utility. This is atigeous in that it
only requires modification of the appropriate conversi@ss) rather than mod-
ification of the more complex database import utility.

XML Database Import Utility. This utility provides a mechanism to import the XML
files into the database. This tool is illustrated in Figur8.H.

E=i Location Server Database Utilities E|§|g|
File Help

Database Properies Database Update Configuration I

XML data files to import:

v BTSInfo iaselTesﬂXML‘LElTSlnfo.}{ml
[~ GCIDInf | [
[ Meighbourinfo | E
[~ CellBroadeastinfa | J

Import Options:

s il = 1‘

Update Database I Close J

Figure H.3: XML Database Import Utility
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H.3.4 GSM Interface Component

The GSM Interface provides the connection to a GSM mobilenptior the acquisition
of measurements. A set of Java interfaces defined the comumotidnality required
for the acquisition of measurements from a GSM handset. Mpé&mentation classes
are dynamically instantiated at runtime by the MPC senRetfér to§ H.3.5).

Classes implementing the interface were developed for thieaN5110 mobile
phone, handling issues such as serial communication argigathgata acquisition. An
open-source project, gnokiiprovides an interface to common Nokia mobile phones
facilitating the acquisition of network monitor data andsitcaSMS and phonebook
management. The gnokii project was originally developedANSI C for Linux, but
has subsequently been ported to other platforms includingldWws. This set of C
interfaces needed to be accessed in Java, requiring tHataayliwas built containing
the gnokii code. The gnokii functions are made availablat@tlasses by using Java
Native Interface (JNI) declarations in the library.

H.3.5 MPC Server Component

The MPC prototype was developed as location services werenptemented on any
Australia network operator. The prototype version obtaimes Timing Advance and
Cell Global Identifier (CGI) from a serial interface to the K3®nobile phone. It is
implemented as a Java servlet on Apache TofncApache Tomcat supports secure
sockets layer (SSL) for secure connections to the MPC server

The XML-based Mobile Positioning Protocol (MPP) versio@ 3.implemented by
the servlet. The servlet instantiates the GSM interfacestaldd in sectiory H.3.4.

The MPC server calculates location by correlating measengsrwith the database
to produce the following attributes constituting a locatarc for a given mobile sta-
tion:

Point of origin. This geographic point at which the cell is located, deteadiby a
database lookup of the following information given the CGl.
e Easting of the BTS within a given zone
¢ Northing of the BTS within a given zone

e Z0one

3Seehttp://www.gnokii.org/
4Seehttp://jakarta.apache.org/tomcat/
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Start Angle. The start angle of a cell sector in which the mobile statiolocsaited.
This is determined by performing a database lookup for thersra azimuth
and beamwidth for a given GCID and performing the followirgjcalation:
angle,: = antennaazimuth— (antennabeamwidtf)

Stop Angle Similarly to the start angle, a database lookup is perforaratithe fol-
lowing is calculatedangley, = antennaazimuth+ (antennabeamwidtt)

Inner Radius. The inner radius is the radius of the arc less the maximum uneas
ment error. This is determined by performing the followiradotilation:
inner_radius= TA- TA distance— (5 TA distancg where
TA distance= 550m per bit of TA. Refer to§ 4.4 for more details on timing
advance calculation.

Outer Radius. Similarly to outer radius, the following calculation is p@med:
outerradius= TA- TA distance+ (5 TA distance where
TA_distance= 550m
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Acronym List

A-GPS Assisted-GPS

AUC Authentication Center

BSC Base Station Controller

BSS Base Station Subsystem

BTS Base Transceiver Station

C/A Code Coarse Acquisition Code

CBC Cell Broadcast Center

CBCH Cell Broadcast Channel

D-GPS Differential GPS

DRM Digital Rights Management

E-OTD Enhanced-Observed Time Difference
EGNOS European Geostationary Navigation Overlay Service
GBAS Ground Based Augmentation System

GCIl Cell Global Identifier

GMLC Gateway Mobile Location Center

GPS Global Positioning System

GSM Global System for Mobile telecommunications

IMSI International Mobile Subscriber Identity
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KDP Key Data Processor

KLIF KDP Loading and Installation Facility

LMU Location Measurement Unit

MLC-PCF MLC Positioning Calculation Function
MOT Mobile Observed Time

MPP Mobile Positioning Protocol

MS  Mobile Station

MSAS Multifunctional Transport Satellite Augme
NMEA National Marine Electronics Association
NTP Network Time Protocol

P Code Precision Code

RACH Random Access Channel

RTCA Radio Technical Commission for Aeronau
RTD Real Time Difference

SA  Selective Availability

SACCH Slow Associated Control Channel
SBAS Space Based Augmentation System
SCH Synchronization Channel

SIM  Subscriber Identity Module

SIR  Signal to Interference Ratio

SMLC Serving Mobile Location Center

SMSCB Short Message Service Cell Broadcast

TA  Timing Advance

ntationssyms

tics
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TDMA Time Division Multiple Access
TOA Time Of Arrival

UCON Usage Control

WAAS Wide Area Augmentation Service

WAP Wireless Application Protocol



270 Appendix I. CERT Advisories




Bibliography

[1]

[2]

[3]

[4]

T. K. Adams. GPS Vulnerabilities. IMilitary Review: Information-Age War-
fare, volume LXXXI, pages 10-16. March-April 2001.

Jalal Al-Muhtadi, Manish Anand, M. Dennis Mickunas, aRdy H. Campbell.
Secure Smart Homes using Jini and UIUC SESAME. Uiucdcs-2-B22, Uni-
versity of lllinois at Urbana Champaign, December 1999.

Jalal Al-Muhtadi, Anand Ranganathan, Roy Campbell, &hdennis Mick-
unas. Cerberus: A Context-Aware Security Scheme for Snaaté&s, March
2003.

Myla Archer. Proving Correctness of the Basic TESLA Medist Stream Au-
thentication Protocol with TAME. I'Workshop on Issues in the Theory of Se-
curity (WITS) January 2002.

[5] Australian Communications Authority. Record of Radammunications Li-

cences. Database, October 2001.

[6] Australian Communications Authority. Radiocommurtioas (Spread Spec-

[7]

[8]

trum Devices) Class Licence 2002. Australian Communicathisthority,
November 2002.

Paramvir Bahl and Venkata N Padmanabhan. Radar: Anildibg RF Based
User Location and Tracking System. IBEE INFOCOM pages 775-784,
March 2000.

E. Barkan, E. Biham, and N. Keller. Instant CiphertexthpCryptanalysis of
GSM Encrypted Communication. Ifhe 23rd Annual International Cryptology
Conference (Crypto 2003August 2003.

271



272 BIBLIOGRAPHY

[9] John Bellardo and Stefan Savage. 802.11 denial-ofiseattacks: Real vul-
nerabilities and practical solutions. Rtoceedings of the 11th USENIX Security
Symposiunmpages 15 — 28. USENIX, August 2003.

[10] Steven M. Bellovin and Michael Merritt. Limitations tfie Kerberos Authenti-
cation System. IfJSENIX 1991.

[11] Elisa Bertino, Piero Andrea Bonatti, and Elena FerrafRBAC: A Tempo-
ral Role-based Access Control Model. Fifth ACM workshop on Role-based
access contrgl2000.

[12] Alex Biryukov, Adi Shamir, and David Wagner. Real Timey@tanalysis of
A5/1 on a PC. IrFast Software Encryption Workshofspril 2000.

[13] N. Borisov, I. Goldberg, and D. Wagner. Intercepting bil® communica-
tions: The insecurity of 802.11. IRroceedings of the Seventh Annual Inter-
national Conference on Mobile Computing and Networking BlICOM-01)
pages 180-188, New York, July 16—-21 2001. ACM Press.

[14] John Brezak. The Windows 2000 RC4-HMAC Kerberos entoyptype. Inter-
net Draft draft-brezak-win2k-krb-rc4-hmac-01, Octob@89.

[15] John Brezak. Utilizing the Windows 2000 Authorizatibata in Kerberos Tick-
ets for Access Control to Resources. Internet Draft dredizék-win2k-krb-
authz-00, February 2002.

[16] Marc Briceno and lan Goldberg. GSM Cloninlgttp://www.isaac.cs.
berkley.edu/isaac/gsm-faqg.html , April 1998.

[17] Steve Callaghan and Hugo Fruehauf. SAASM and Direct) Bjgnal Acquisi-
tion. The Journal of Defense Software Engineeyib§(6):12—-16, June 2003.

[18] James Carroll, Karen Van Dyke, and John Kraemer Rodgbesles. Vulner-
ability Assesment of the Transportation InfrastructurdyiRg on the Global
Positioning System. Technical report, National Transggtarh Systems Center,
August 2001.

[19] J. L. Caton. We Can Reduce Satellite Vulnerability Pilmceedings of the U.S.
Naval Institute pages 81-83, November 1995.



BIBLIOGRAPHY 273

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

M. Covington, M. Moyer, and M. Ahamad. Generalized RBlesed Access
Control for Securing Euture Applications, 2000.

Michael J. Covington, Prahlad Fogla, Zhiyuan Zhan, Bhu$taque Ahamad. A
Context-aware Security Architecture for Emerging Appiicas. InProceeding

of the Annual Computer Security Applications Conferen€&SAC) December
2002.

Michael J. Covington, Wende Long, Srividhya Srinivas&nind Dey, Mus-
taque Ahamad, and Gregory Abowd. Security Context-Awarglidptions Us-

ing Environment Roles. IRroceedings of the 6th ACM Symposium on Access
Control Models and Technologies (SACMAT '0ay 2001.

G. K. Croshy, W. S. Ely, K. W. McPherson, J. M. Stewart, K0.Kraus, and
T. P. Cashin. A Ground-based Regional Augmentation Sys@RAS) - The
Australian Proposal. HON GPS2000Salt Lake City UT, 2000.

Dorothy E. Denning and Peter F. MacDoran. Locationeda8uthentication:
Grounding Cyberspace for Better Security. Gomputer Fraud and Security
pages 167-174. Elsevier Science Ltd., February 1996.

Department of DefenseReport of the Defense Science Board Task Force on
Tactical Air Warfare Department of Defense, United States of America, Wash-
ington D.C., 1993.

Goran M. Djuknic and Robert E. Richton. Geolocation #ssisted GPS. In
IEEE Computervolume 34, pages 123-125. February 2001.

R. Duke, G. Rose, and G. Smith. Object-Z: A Specificati@mguage Ad-
vocated for the Description of Standard€omputer Standards & Interfaces
17(5-6):511-533, 1995.

Stephen Farrell Eric Baize and Tom Parker. The SESAMES&S-API Mech-
anism, November 1996.

Ericsson. Mobile Positioning Protocol Version 5.0; @& 6.0, June 2003.

European Computer Manufacturer’s Association. Aatloation and Privilge
Attribute Security Application with Related Key Distribabh Function, March
1996.



274 BIBLIOGRAPHY

[31] European Space Agency. Galileo - Mission High Level bigbn. Technical
report, European Space Agency, 2001.

[32] European Space Agency. Galileo: The European ProgefonmGlobal Navi-
gation Service. Technical report, European Space AgeQ63.2

[33] European Telecommunications Standards InstifDigital cellular telecommu-
nications system (Phase 2+) (GSM); Location registratisacedures (GSM
03.12 version 7.0.0 Release 199&uropean Telecommunications Standards
Institute, August 1999.

[34] European Telecommunications Standards InstifDigital cellular telecommu-
nications system (Phase 2+) (GSM); Signalling requireraeelating to route-
ing of calls to mobile subscribers (GSM 03.04 version 6.@@&e 1997)Eu-
ropean Telecommunications Standards Institute, ApriB199

[35] European Telecommunications Standards InstitDigital cellular telecommu-
nications system (Phase 2+) (GSM); Unstructured Suppl¢éang®ervice Data
(USSD) - Stage 2 (GSM 03.90 version 7.0.0 release 1¥@popean Telecom-
munications Standards Institute, August 1999.

[36] European Telecommunications Standards Institudggital cellular telecom-
munications system (Phase 2+) (GSM); Base Station SysteatbHeévservices
Switching Centre (BSS - MSC) interface; Interface priresplGSM 08.02 ver-
sion 8.0.0 Release 1999Furopean Telecommunications Standards Institute,
June 2000.

[37] European Telecommunications Standards InstitDigital cellular telecommu-
nications system (Phase 2+) (GSM); Mobile radio interfacayer 3 specifica-
tion (GSM 04.08 version 7.10.0 Release 199)ropean Telecommunications
Standards Institute, December 2000.

[38] European Telecommunications Standards InstifDigital cellular telecommu-
nications system (Phase 2+) (GSM); Mobile radio interfaager 3 specifica-
tion; Radio Resource Control Protocol (GSM 04.18 versighBRelease 1999)
European Telecommunications Standards Institute, Oc2Q@20.

[39] European Telecommunications Standards Institubagital cellular telecom-
munications system (Phase 2+) (GSM); Organization of sulbscdata (GSM



BIBLIOGRAPHY 275

03.08 version 7.3.0 Release 199&uropean Telecommunications Standards
Institute, June 2000.

[40] European Telecommunications Standards Instifigital cellular telecommu-
nications system (Phase 2+) (GSM); Radio subsystem linkap(GSM 05.08
version 8.7.1 Release 199%uropean Telecommunications Standards Institute,
November 2000.

[41] European Telecommunications Standards InstitDigital cellular telecommu-
nications system (Phase 2+) (GSM); Radio subsystem symicatoon (GSM
05.10 version 8.4.0 Release 199%uropean Telecommunications Standards
Institute, August 2000.

[42] European Telecommunications Standards Institidgyital Cellular Telecom-
munications System (Phase 2+); Location Services (LCS)a®8rast Network
Assistance for Enhanced Observed Time Difference (E-OTid)Global Po-
sitioning System (GPS) Positioning MethodSuropean Telecommunications
Standards Institute, 2000.

[43] European Telecommunications Standards Institidayital Cellular Telecom-
munications System (Phase 2+); Location Services (LCS¢ional Descrip-
tion) - Stage 2 European Telecommunications Standards Institute, 2000.

[44] European Telecommunications Standards InstitDigital cellular telecommu-
nications system (Phase 2+); Network architecture (GSM®3ersion 7.1.0
Release 1998) European Telecommunications Standards Institute, Eepru
2000.

[45] European Telecommunications Standards Institidayital Cellular Telecom-
munications System (Phase 2+); Technical realization df Breadcast Service
(CBS) European Telecommunication Standards Institute, 2000.

[46] European Telecommunications Standards Instiiigital cellular telecommu-
nications system (Phase 2+); Universal Geographical Ares&iption (GAD)
gsm 03.2 version 7.1.0 release 1998 edition, November 2000.

[47] European Telecommunications Standards Institutaversal Mobile Telecom-
munications System (UMTS); 3G Security; Security Prirg@nd Objectives
(3G TS 33.120) version 3.0.0 Release 19%uropean Telecommunications
Standards Institute, 2000.



276

BIBLIOGRAPHY

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

European Telecommunications Standards Instifigital cellular telecommu-
nications system (Phase 2+) (GSM); Security related ndtviwnctions (GSM
03.20 version 8.1.0 Release 199%uropean Telecommunications Standards
Institute, July 2001.

European Telecommunications Standards InstitDigital cellular telecommu-
nications system (Phase 2+); Security Aspegtsn 02.09 version 8.0.1 release
1999 edition, June 2001.

European Telecommunications Standards Institubégital cellular telecom-
munications system (Phase 2+); Security related netwanktfans gsm 03.20
version 8.1.0 release 1999 edition, July 2001.

D. B. Fariaand D. R. Cheriton. DoS and authenticationimeless public access
networks. InProceedings of the ACM Workshop on Wireless Security (\02%e-
pages 47-56, New York, September 28 2002. ACM Press.

David F. Ferraiolo, Ravi Sandhu, Serban Gavrila, D.hard Kuhn, and Ra-
maswamy Chandramouli. Proposed NIST Standard for Roled#@scess
Control. ACM Transactions on Information and System Secu#t®24-274,
August 2001.

S. Fluhrer, 1. Mantin, and A. Shamir. Weaknesses in téye $cheduling algo-
rithm of RC4. In8th Annual Workshop on Selected Areas in Cryptography
volume 2259 ofLecture Notes in Computer Sciengeges 1 — 24, Toronto,
Canado, August 2001. Springer-Verlag, Berlin Germany.

Radio Technical Commission for Maritime ServiceRTCM Recommended
Standards for Differential Navstar GPS Service, Versidy RTCM Special
Committee No. 1Q4sersion 2.2 edition, January 1998.

Eran Gabber and Avishai Wool. How to Prove Where You Afeacking the
Location of Customer Equipment. KCM Conference on Computer and Com-
munications Securifypages 142-149, 1998.

Galilei Consortium. The Galilei Project: GALILEO Degi Consolidation. Eu-
ropean Comission, August 2003.



BIBLIOGRAPHY 277

[57] Gary Gaskell. Integrating Smartcards into Kerberos asMr’s thesis, Data
Communications, Faculty of Information Technology, Qusdand University
of Technology, February 2000.

[58] Allan Harbitter and Daniel A. Menasce. The PerformaméePublic Key-
enabled Kerberos Authentication in Mobile Computing Apations. INACM
CCS’01 November 2001.

[59] Guenter W. Hein and et. al. Status of Galileo Frequenuy &ignal Design.
Technical report, Galileo Signal Task force of the Europ€ammission, Brus-
sels, September 2002.

[60] Hoffmann-Wellenhof, B. H. Lichtenegger, and J. Colin&PS: Theory and
Practice Springer-Verlag, New York, 3rd edition, 1994.

[61] IEEE-SA Standards Board. IEEE Std 802.11-1999 InfaromaTechnology-
Telecommunications And Information exchange Betweene®ystLocal And
Metropolitan Area Networks-specific Requirements-part Mireless Lan
Medium Access Control (MAC) And Physical Layer (PHY) Spemtions.
Technical report, IEEE, 1999.

[62] International Organization for StandardizatiofSO/IEC 9798-3 Information
technology - Security techniques - Entity authenticati®tar 3: Mechanisms
using digital signature technique$998.

[63] International Telecommunication Union. InternatmNumbering Resources.
http://www.itu.int/ITU-T/inr/index.html , October 2001. Ac-
cessed 13 October, 2001.

[64] Naomaru Itoi and Peter Honeyman. Smartcard Integnatith Kerberos V5.
Technical report, University of Michigan, December 1998.

[65] Wendy Johnston and Gordon Rose. Guidelines for the Mla@onversion of
Object-Z to C++. Technical report 93-14, Software VerifiocatResearch Cen-
tre, School of Information Technology, The University of&amsland, Brisbane
4072. Australia, September 1993.

[66] Soon-Kyeong Kim and David Carrington. A Formal Mappiogtween UML
Models and Object-Z Specifications. Technical Report 00Sitware Verifi-



278 BIBLIOGRAPHY

cation Research Centre, School of Information Technoldgg University of
Queensland, Brisbane 4072, Australia, February 2000.

[67] A.Kishan, M. Michael, S. Rihan, and R. Biswas. Halib&h Infrastructure for
Wireless LAN Location-Based Services. Technical repdaanfrd University,
June 2001.

[68] J. Kohl and C. NeumanThe Kerberos Network Authentication Service (V5)
Networking Working Group Request for Comments, SeptemBeg1

[69] Richard C. Linger, Howard F. Lipson, John McHugh, NarRyMead, and
Carol A. Sledge. Life-Cycle Models for Survivable SystemBchnical Re-
port CMU/SEI-2002-TR-026, Carnegie Mellon Software Emginng Institute,
October 2002.

[70] Peter F. MacDoran.Method and Apparatus for Authenticating the Location
of Remote Users of Networked Computing Systéfay 1998. United States
Patent 5757916.

[71] A. Menezes, P. van Oorschot, and S. Vanstd#andbook of Applied Cryptog-
raphy. CRC Press, 1996.

[72] Alan O’Connor Michael Gallaher and Brian Krop. The Eoamc Inpact of
Role-Based Access Control. Technical report, Nationditurite of Standards
and Technology, March 2002.

[73] S. P. Miller, B. C. Neuman, J. I. Schiller, and J. H. Saitz Project Athena
Technical Plan: Kerberos Authentication and Authorizatgystem. Technical
report, Massachuttes Institute of Technology, 1988.

[74] National Marine Electronics AssociatioNMEA 0183 Standard for Interfacing
Marine Electronic Device2.20 edition, January 1997.

[75] Aleksandar Neskovic, Natasa Neskovic, and George ®acn Modern Ap-
proaches in Modeling of Mobile Radio Systems PropagatiodirBnment.
IEEE Communications Surveykhird Quarter:2—-12, 2000.

[76] B. Clifford Neuman and Stuart G. Subblebine. A Note amlitse of Timestamps
as Nounces. I®Dperating Systems Revigghapter 2, pages 10-14. April 1993.



BIBLIOGRAPHY 279

[77] Frank O’Dwyer. Feasibility of attacking Windows 200@®H#eros Passwords,
March 2002.

[78] Jaehong Park and Ravi Sandhu. Towards Usage ControélgloBeyond Tra-
ditional Access Control. ISACMAT’02 June 2002.

[79] A. Perrig, R. Szewczyk, V. Wen, D. Cullar, and J. TygarPIlISS: Security
protocols for sensor networks. Rroceedings of MOBICOM 2002001.

[80] Adrian Perrig, Ran Canetti, J. D. Tygar, and Dawn Sorfge TESLA Broadcast
Authentication ProtocolCryptobytes5(2):2-13, Summer/Fall 2002.

[81] Josyula R. Rao, Pankaj Rohatgi, and Helmut ScherzetitiBaing Attacks: Or
How to Rapidly Clone Some GSM Cards. IBEE Syposium on Security and
Privacy, May 2002.

[82] Theodore S. RappaportWireless Communications Principles and Practice
Prentice-Hall, Inc., 1996.

[83] Hal L. Feinstein Ravi S. Sandhu, Edward J. Coyne and IEgd Youman.
Role-Based Access Control ModeltEEE Computer 29(2):38-47, February
1996.

[84] Rusty Russell and Harald Welte. Linux netfilter Hackil@WTO, August
2003.

[85] Siddhartha Saha, Kamalika Chaudhuri, Dheeraj Saragid, Pravin Bhagwat.
Location Determination of a Mobile Device Using IEEE 802JAccess Point
Signals, 2001.

[86] Ravi Sandhu and Jaehong Park. Usage Control: A VisioiNgxt Generation
Access Control. IMMM-ACNS 2003.

[87] Logan Scott. Anti-Spoofing and Authenticated Signattitectures for Civil
Navigation Systems. limstitute of Navigation GNSS 2008ages 1543-1552,
Portland, OR, USA, September 2003.

[88] Asim Smailagic, Daniel P. Siewiorek, Joshua Anhaltyidakogan, and Yang
Wang. Location Sensing and Privacy in a Context-aware Camgpé&nviron-
ment. volume 9, pages 10-17, 2002.



280 BIBLIOGRAPHY

[89] Asim Smailagic, Jason Small, and Daniel P. Siewiorektddmining User Lo-
cation for Context-aware Computing Through the Use of a \&&®LAN In-
frastructure, December 2000.

[90] Graeme Smith. An Introduction to Object-Z. Techniagbort, Software Verifi-
cation Research Centre, University of Queensland, Auatr2000.

[91] Mika Stahlberg. Radio Jamming Attacks Against Two &lap Mobile Net-
works, November 2000.

[92] Paul Stergiou and David Kalokitis. Keeping the Lighta:OGPS and Power
Grid Intermesh GPS World November 2003.

[93] A. Stubblefield, J. loannidis, and A. D. Rubin. Using Hehrer, Mantin, and
Shamir attack to break WEP. roceedings of the Symposium on Network
and Distributed Systems Security (NDSS 2082 Diego, CA, February 2002.
Internet Society.

[94] Mark A. Sturza. Navigation System Integrity Monitogirdsing Redundant
Measurements. ldournal of The Institute of Navigatipivolume 35, pages
69-87. October 1988.

[95] Texas Instruments. The Effects of Adjacent Channek&&n and Adjacent
Channel Interference on 802.11 WLAN Performance. WhiteeP&PLY 005,
November 2003.

[96] The Open Group. Distributed Computing Environment2.. Attp://www.
opengroup.org , 1997.

[97] James Bao-Yen Tsukundamentals of Global Positioning System Receivers: A
Software ApproachJohn Wiley and Sons, Inc., 2000.

[98] B. Tung, C. Neuman, M. Hur, A. Medvinsky, S. Medvinsky, \Wray, and
J. Trostle.Public Key Cryptography for Initial Authentication in Keglos Ker-
beros WG Working Group of the IETF, 16 edition, September2200

[99] U.S. Department of Transportation United States CGasstrd.Broadcast Stan-
dard for the USCG DGPS Navigation Seryiammdtinst m16577.1 edition,
April 1993.



BIBLIOGRAPHY 281

[100] Eric W. Weisstein.  Jordan Curve Theorem.http://mathworld.
wolfram.com/JordanCurveTheorem.html , March 2004.

[101] F. Whitwam. Integration of Wireless Network Techngyawith Signaling in the
Rail Transit Industry. pages 1 — 7, 2003. Alcatel Telecomications Review.

[102] Wireless Application Protocol ForurlVAP TLS Profile and Tunneling; Version
11-Apr-2001; Wireless Application Protocireless Application Protocol Fo-
rum, April 2001.

[103] Wireless Application Protocol Forurwireless Identity Module; Part: Security;
Version 12-July-2001; Wireless Application Protocddlireless Application Pro-
tocol Forum, July 2001.

[104] Wireless Application Protocol ForumVMLScript Crypto Library; Version 20-
Jun-2001; Wireless Application Protoc@ireless Application Protocol Forum,
June 2001.

[105] WorldPay. WorldPay deploy GPS technology to delivemppint
security for Business to Business transactions and launatrid®ay
Genesis.  http://www.worldpay.co.kr/kr/news/2001/news _
genisis.shtml , 2001. Retrieved September, 2003.

[106] Thomas Wu. A Real-World Analysis of Kerberos Passweedurity. InNet-
work and Distributed System SecuriBebruary 1999.



	01front.pdf
	02chapter1.pdf
	03chapter2.pdf
	04chapter3.pdf
	05chapter4.pdf
	06chapter5.pdf
	07chapter6.pdf
	08chapter7.pdf
	09chapter8.pdf
	10appendices.pdf
	11bibliography.pdf



