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Abstract

Aim

The past two decades have seen a large body of work dedioatiesl
development of a three dimensional gel dosimetry system foretteeding of
radiation dose distributions in radiation therapy. The purpose of mudtheof
work to date has been to improve methods by which the absorbed dose
information is extracted. Current techniques include magresmnance imaging
(MRI), optical tomography, Raman spectroscopy, x-ray computed topiggra
(CT) and ultrasound. This work examines CT imaging as a methedatuating

polymer gel dosimeters.

Apart from publications resulting from this work, there has beeptord
other journal articles to date reporting results of CT gel ddasymEhis indicates
that there is still much work required to develop the techni@berefore, the
aim of this document is to develop CT gel dosimetry to the extantttis of use

to clinical and research physicists.

Scope

Each chapter in this document describes an aspect of Cdogmhetry
which was examined; with Chapters 2 to 7 containing brief teahnic

backgrounds for each aspect. Chapter 1 contains a brief reflvgmi/adosimetry.

The first step in the development of any method for readingnalsig to
determine whether the signal can actually be obtained. Howeefore polymer
gel dosimeters can be imaged using a CT scanner, imaging teetrage
required which are employable to obtain reliable readings. €h&pexamines
the various artifacts inherent in CT which interfere withdhantitative analysis
of gel dosimeters and a method for their removal is develdpeximethod for
artifact reduction is based on a subtraction technique employed pigviiowzs

feasibility study and a system is designed to greatly siyngiié process. The



simplification of the technique removes the requirement fanrate realignment

of the phantom within the scanner and the imaging of calloratals is enabled.

Having established a method by which readings of polymer gel
dosimeters can be obtained with CT, Chapter 3 examines the ETrasponse.
A number of formulations of polymer gel dosimeter are studied byingathe
constituent chemicals and their concentrations. The resultstfiisrohapter can
be employed to determine the concentration of chemicals wherfawaming a

polymer gel dosimeter with a desired CT dose response.

With the CT dose response characterised in Chapter 3, thesoapic
cause of the CT signal is examined in Chapter 4. To tlideect measurement
of the linear attenuation coefficient is obtained with a col@datdiation source
and detector. Density is measured by Archimedes’ principle. Ctsopaof the
two results shows that the cause of the CT signal is a yeriginge and the

implications for polymer gel dosimetry are discussed.

The CT scanner is revisited in Chapter 5 to examine the @GHing
techniques required for optimal performance. The main liraitadf the use of
CT in gel dosimetry to date has been image noise. In Chaptechastic noise
is investigated and reduced. The main source of non-stochasti inoCT is
found and imaging techniques are examined which can greatly redisce t

residual noise. Predictions of computer simulations aréeadexperimentally.

Although techniques for the reduction of noise are developed in Chapter
5, there may be situations where the noise must be furtheredtddo image
processing algorithm is designed in Chapter 6 which employs a icatioloi of
commonly available image filters. The algorithm and ther§itere tested for
their suitability in gel dosimetry through the use of a sinedatose distribution

and by performing a pilot study on an irradiated polymer gel phant

Having developed CT gel dosimetry to the point where a suitalagem
can be obtained, the final step is to investigate the uncegrtainthe dose
calibration. Methods used for calibration uncertainty in MRI geirdesy to
date have either assumed a linear response up to a cert@jrodbave removed

the requirement for linearity but incorrectly ignored the béliiy of the data and



fit of the calibration function. In Chapter 7 a method for trestt of calibration
data in CT gel dosimetry is proposed which allows for non-linearityhef
calibration function, as well as the goodness of its fit tadtkta. Alternatively, it
allows for the reversion to MRI techniques if linearityassumed in a limited
dose range.

Conclusion

The combination of the techniques developed in this project and the
newly formulated normoxic gels (not extensively studied here) miasgel
dosimetry is close to becoming viable for use in the clintee ®nly capital
purchase required for a typical clinic is a suitable water, tahich is easily and

inexpensively producible if the clinic has access to a workshop.
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Chapter 1: Introduction

Modern radiotherapy techniques such as stereotactic radiosurgery and
intensity modulated radiotherapy are designed to deliver highly coafoadiation
doses to tumours whilst sparing nearby sensitive tissues frory ¢egye doses. To
verify the accuracy of these techniques the radiation dosebdigin must be
measured. Dosimeters currently in use, such as ionization chanmdred
thermoluminescent devices have limitations in that they ordgisure the dose at a

point, and radiographic films only measure a 2 dimensional (ZDjkition.

The search for a three dimensional (3D) dosimeter has led teteébopment
of gel dosimeters. Gel dosimeters consist of a gel infuséld mvaterials which

undergo a measurable change after irradiation (see Se@jon 1.

There are numerous methods employed for measuring the post-irradiation
change in the properties of gel dosimeters. One such method lg§isna x-ray
computed tomography (CT) which measures the amount that radiatidtensiated
within the object, i.e. the linear attenuation coefficigntCT measures a 2D ‘slice’
through an object and is sensitive to small changes in its mdiatienuation
properties. The measurement results are normally displaye@naaray with each
element of the array corresponding to a discreet volume withioliject. For ease of
interpretation, each measurement is normally displayed on alpixgixel basis in
greyscale intensity rather than numerically, and the enti@suanement is therefore

seen as an image of the radiation attenuation propert@mggtiout the slice.

CT has been used to measure numerous objects ranging from thenedlry s
such as cavities in rat bones, to the very large, sushvasill logs. CT scanners are
often purpose built to image objects of certain size rangesn@iearea in which CT
is used is undoubtedly in medicine and most scanners are commdraitiland sold

for this purpose. Medical CT scanners can distinguish changes iitydeitkin an



object and therefore soft tissue can be imaged in great.desaihermore, ‘slices’

(images) through a patient can be stacked to make a thmegssional image.

A recent feasibility study [1] has shown that CT can be used weipalymer
gel dosimeters. These dosimeters are systems designedsiorenttee 3D spatial dose

distributions of radiation fields used in radiotherapy.

1.1 X-ray Computed Tomography (CT)

CT was first developed at the research laboratories of [&idited by Dr G.
Hounsfield and results from the first scanner were presentedeatd72 Annual
Congress of the British Institute of Radiology [2]. The followyear a paper was
published in the British Journal of Radiology detailing the sys{8]. In 1979

Hounsfield jointly received the Nobel Prize for Medicine fa imvention.

The advantage that CT has over the traditional x-ray radiogsatpiat it is a
tomographic imaging technique (it produces an image as a single fhleough an
object) whereas a radiograph image shows all planes superonpasieh greatly
reduces the contrast in the image (for example, a chest shows lungs, bone and
soft tissue all superimposed). Because CT obtains sepaggesrof each plane there
is no superimposition of objects and low contrast regions are subfggesm with

greater ease.

1.1.1CT Image Acquisition Process

CT works by reconstructing an image from x-ray projection datanttiteugh
an object at several hundred different angles. X-rays are mdducan x-ray tube,
transmitted through the object as beams and are attenuated dgpepdm the
amount and composition of the different materials through which tlasy Joeam
passes. X-rays are transmitted for each angle and detbgteseveral hundred
detectors, thus simulating several hundred beams. Each simudatedis called a ray
sum. For monoenergetic x-rays in a homogenous object the intdnsftyhe beam
transmitted through the object is:

— —ut
[ —Ioe 1.1
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wherelp is the number of x-rays incident on the object amlthe thickness of the
object. The more realistic situation of a polychromatic baathheterogeneous object
is discussed in Chapter 2. The intensity of each x-ray beasniiied is measured by
a detector. The intensity measurement results are theedplaca one dimensional
vector called a projection, which represents the attenuataditepof the object for a
particular angle as seen in Figure 1.1.

Figure 1.1 Attenuation profiles of an image of twaircles taken at 4 angles. Each profile is called
a projection.

When projections are acquired over several angles they aredpin matrix
form to produce a sinogram (Figure 1.2). An inverse radon trans$operformed on
the sinogram and an image is obtained. The image is a nibhp dffferent radiation
attenuation properties throughout the object. The inverse radon transfocess is
called filtered back projection’. Back projection is the prece$ ‘smearing’ each
projection data across the image plane by sharing the valuelofaaasum among all
of the pixels corresponding to the voxels through which the ray hasdpaBke
process of back projection does not result in a perfect represenéithe original
object; each point in the image will be surrounded by a starbutrmpavhich
degrades contrast and blurs edges. To improve the image thetiprgeare
convolved with a filter function prior to back projection and the enpirocess is
termed ‘filtered back projection’. The final image will begreyscale image and is a

map of the radiation attenuation properties within the object

17



Figure 1.2 Sinogram of the two circles seen in Fige 1.1.

More detailed description of various aspects of CT image atiqnisvill be
given in Chapters 2 and 5. For a general description of CT sgea®j 2001 [4] and
for detailed technical descriptions of the processes of CT @namjuisition see
Newton, 1981 [5].

1.2 Gel Dosimetry

Gel dosimeters consist of a gel infused with radiation sensitaterials. After
irradiation a measurable change is induced in the active nistetiech are held in
position by the gel matrix, thus preserving a spatial recortleofrtadiation. The gel
usually consists of water mixed with a gelling agent suclyedatin, agarose or
polyvinyl alcohol (PVA). The radiation sensitive materials &edhave mainly been
Fricke solutions or monomers; however many formulations have Ipeestigated

and no doubt several more will show radiation sensitivity in éutesearch.

Gel dosimeters have several advantages over current technidpteonly are
they a 3D dosimeter, but the dosimeter itself is also the phamtdninence does not
perturb the dose distribution ‘behind’ the point of measurement. Begplseare
manufactured as a liquid and then allowed to set they can be potoedntainers of

varying shape and can thus easily become anthropomorphic phantoms. Elally,
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dosimeters show some degree of radiological tissue equivalesaing in more

accurate modelling of a radiation dose distribution.

1.2.1Brief History

In 1950 Day and Stein infused gelatin and agar gels with decolorized
methylene blue and phenol-indo dyes and observed colorization aftgation [6]. It
was later observed that irradiation induces polymerisation istailiype acrylamide
[7]. In 1957 Andrewset al used a chloral hydrate-agar gel for depth dose
measurements with x-rays and electrons [8]. When irradiatecthtoeal hydrate
forms HCI thus changing pH and electrical conductivity, whiah lo@ visualised by
adding an acid-base indicator, or measured with a pH electrod®naiuctivity
electrode pair. It was reported that, due to diffusion effestsasurements needed to
be taken soon after irradiation. The invasive measurementiqeesravailable at the
time (probes) and the requirement to remove large samples thiengel were

detrimental to spatial resolution [8].

In 1984 Goreet al used magnetic resonance imaging (MRI) to measure the
post-irradiation oxidative conversion of ferrous ions>'Fe ferric ions, F& [9] and
proposed that the solution be infused into a gel to record spatiabutisin of
radiation doses. This paper initiated research into gel dosirbgtmany groups
throughout the world and gel dosimetry became a burgeoning field ofcahedi

physics.

A limitation in Fricke gel dosimeters is that the ferons diffuse throughout
the gel leading to a degradation in spatial dose information withirs ledumadiation
[10]. In 1993 and 1994 Maryansét al published two papers reporting investigation
of a gel infused with radiation sensitive polymers which gise to an MRI signal
after irradiation, and which does not suffer the diffusion problemBricke gel
dosimeters [11, 12]. A patent was obtained by Maryaeiski for the formulation of
polymer gel dosimeters [13] resulting in a commercial gel ddsimeecoming
available. In 1996 it was reported that the optical properfigeladosimeters change
after irradiation [14, 15] and an optical scanner was developed @sisimilar
geometry to first generation x-ray computed tomography (CT) scafit. Optical

scanners are now commercially available and several groupsbio@teheir own



scanners. Fourier Transform Raman Spectroscopy was used in 198@8rtime post-
irradiation changes in polymer gel dosimeters [17]. In 200@silsdity study into the
suitability of CT of polymer gel dosimeters was published iameas found that CT
can be effectively used as a method for extraction of absddssdinformation [1]. In
2002 a study revealed that absorbed dose information can be obtained fyem

dosimeter through the use of ultrasound [18].

One of the limitations of polymer gel dosimetry is that molecoiygen will
inhibit the processes leading to polymerization, requiring spew@alufacturing and
handling procedures (see next section). In 2001 Ebaginvestigated and reported a
new polymer gel formulation which could be manufactured in normal atmos
conditions, thus greatly simplifying the production to the point tl@ynper gel
dosimeters can now be made on the bench top without the requirenyantchase
specialized equipment, although it should be noted that these geletErsinstill
require an oxygen barrier once produced [19]. It is anticipatedhilsadevelopment is

a major step towards the widespread clinical use of gel etesim

Since 1984 there has been a proliferation of research into geledosiimom
groups throughout the world. In 1999 the First International Workshop on Radiati
Therapy Gel Dosimetry [20] took place in Lexington, USA and in 20@d £¢
International Conference on Radiation Gel Dosimetry took placeéBrisbane,
Australia. A third conference is planned for 2004 at the Intenmal Atomic Energy

Agency in Vienna, Austria.

1.2.2Polymer Gel Dosimeters

Polymer gel dosimeters consist of monomers mixed into a geicoldthe
most widely used monomer to date has been Acrylamide (AA)dnwith the cross
linker N,N’-methylene-bis-acrylamide (BIS) [11] although otkbbemicals have been
used such as 2-Hydroxyethylacrylate (HEA) [21] and 1-vinyl-Zgiigtinone [22].
Upon irradiation free radicals released during the radiolydiseoivater within the gel
initiate polymerisation and cross-linking of the monomers. The amofirftee
radicals released is proportional to the dose received by thdogieheter and the
resultant amount of polymer formed is therefore also proportimndbse until an

upper limit is reached. After the upper dose limit is redclensumption of
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monomers results in a saturation effect and the amount of posatien asymptotes

to some upper level [17].

Oxygen is an efficient scavenger of free radicals [23] and beuptrged from
polymer gel dosimeters prior to irradiation or the polymerisatimtgss will be
inhibited [11, 12, 24-26]. This results in the requirementsfoecialized equipment,
manufacturing procedures and post-manufacture handling and has been a
disadvantage of using polymer gel dosimeters. Production of polyehelosimeters
is achieved either by sealing the chemicals in mixing flasksflushing the gel and
flask with nitrogen followed by pumping the gel from the prepamatiask into the
phantom [12, 24], or by enclosing the chemicals and phantom in abgiolushed
with nitrogen or argon and completely preparing the polymer gel dtsimathin.
Mixing procedures for gelatin gels normally involve soaking tHatgein water and
heating to approximately 8G under continual stirring followed by adding the
monomers and stirring until they are dissolved [24]. For agarese tge same
procedures are followed however the water and agarose mixtheated to above
90°C to allow the agarose to mix with the water and the swiugs then cooled to
50°C before adding the monomers. After the gel dosimeter is mixegdured into a

phantom before gelation occurs.

After a polymer gel dosimeter is manufactured it must renoxiygen free
until it is irradiated and polymerisation has occurred. Phantothmaterials must
therefore have a low permeability to oxygen. Plastic and Perspetopigishow
signs that oxygen can penetrate into the gel and degrade the doswiitio]12, 27]
whereas glass and Barex (BP Chemicals) have shown to have lowenoxyg

permeability for the purposes of polymer gel dosimetry [27, 28].

Dose information can be extracted from polymer gel dosimetersebgral
methods. Post-irradiation changes in the relaxation ratestef watons allow MRI
measurements to be made. MRI was the method used by Maryata8®4irj29] and
has resulted in the most research activity to date. Scattefilight by polymer gel
dosimeters is related to the amount of polymerisation whichrmis related to the
absorbed dose [14]. This light attenuation property has been invedtayad used to
produce optical tomography systems based on first and second genetati

configurations [16, 30]. Raman spectroscopy has been employed to gategtie
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inelastic scattering of light from the different vibrationabdes of the monomers and
polymers in irradiated polymer gel dosimeters [17, 31-34]. iP@stiation changes in
the linear attenuation coefficient,in polymer gel dosimeters has enabled extraction
of information by x-ray computed tomography (CT) [1, 35, 36]. Changesaustic
properties have shown that ultrasound is a promising imaging modalipofymer

gel dosimeters [18]

A disadvantage of polymer gel dosimeters is the difficultgnsuring that the
system remains free of oxygen. A new formulation of acrylicndeer was reported
by Fonget alin 2001 which contains oxygen scavengers and can be manufactured in
normal atmospheric conditions [19]. This formulation consists dhateylic acid,
copper (ll) ions, ascorbic acid, hydroquinone, gelatin and water sagivén the
acronym MAGIC [19]. Other formulations of normoxic gel dosime#ges currently
under investigation. To date, measurements have been made usirjg9VBT] and
ultrasound [38].

1.3 Aims

CT has many advantages over existing methods of extracting doseatibn
from gel dosimeters. One such advantage is that many radp¢hemics already
possess CT scanners for treatment planning purposes and henceisthaoe
requirement to purchase specialised equipment. Although MRI isastEtable to
many clinics, image plane inhomogeneities and lengthy imagmgstare included in
the current limitations, as well as the requirement thatlggimeters must be brought
to a stable temperature prior to MRI imaging [39, 40]. The coatinn of the
recently developed normoxic gel dosimeters and the availabilitgiamalicity of CT
may lead to the widespread clinical use of gel dosimetersatourate dose

distributions of radiation therapy treatments.

Prior to this project there has been very limited researchgholiregarding
CT imaging of gel dosimeters. In fact, there had been only aumegl paper which
was a feasibility study of the technique [1]. Since then, besidework published as
a result of this project, there has been only one additional jopmpar on the subject
[36].

22



There is a need to develop suitable CT imaging techniques fdogiehetry to
ensure that the radiation dose information can be accurately ecidgly measured
and reported. Therefore, the aim of this project is to develdmedvance CT imaging

techniques for gel dosimetry.



Chapter 2: Artifact Reduction

2.1 Introduction

CT as an imaging modality is susceptible to numerous artifactdinical CT
of humans many of the artifacts will not adversely affeetithage to the extent that
they interfere with a radiologist’s diagnosis. It is seerfolfowing chapters that a
different approach to CT is available when imaging gel dosirsetather than
patients, in that stochastic noise can be greatly reducedbtycdily increasing the x-
ray exposure time without the necessity of keeping radiation woseminimum.
Furthermore, it will be shown that in CT gel dosimetry artgawhich would
normally be hidden by the background stochastic noise in clinicaleC®nire more
pronounced. These artifacts must be either removed or correctedprove the
accuracy of dose measurements within a gel dosimeter and toveniire signal to

noise ratio.

This chapter examines some of the artifacts that adverdebt #ie accuracy
of quantitative CT measurements and a phantom is designed addinughe
implementation of a method for the reduction of these artifati® phantom
designed in this chapter provides an imaging method suitable fotigates of the
response of gel dosimeters when imaged within calibration (Gliapter 3). More
advanced techniques are be developed in Chapter 5 which atdestotaimaging

dose distributions within gel dosimetry phantoms.

2.2 Background

Artifacts in CT can be broadly classified as spectral tffegeometric
artifacts, reconstruction errors, or hardware related eridns. following section

briefly describes the artifacts relevant to CT gel dosiyne
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2.2.1Spectral Effects

As stated in Chapter 1 x-rays are produced and projected through ah obje
Some of the x-rays will be attenuated and some will be trateshihrough the object.
For a monoenergetic beam in a homogenous object the number of txaragmitted
is given by Equation 1.1. When the object is heterogeneous, i.eistounsof

materials of different;, Equation 1.1 becomes:

| = Ioe_I‘gﬂ(X)dX 2.1

The x-ray source in a CT scanner is a rotating anode, tungsgehdad an x-
ray tube and hence the beam is polyenergetic. The lineauatiten coefficient is
energy dependent, and as the beam passes through the object the dogek-eays
within the beam will be attenuated at a faster rate than tfokgher energy. The
mean energy of the beam will therefore increase as it pssegh the material [41]
and the process is termed ‘beam hardening’. Due to the ingreams®an beam energy
and the fact thay is energy dependent, the effectiweof the material & will
decrease as the beam traverses the material. Thediveffdinear attenuation

coefficientat distance/ in a homogenous material can be derived as [41]:

[ 1o(E) u(E)e “E)YaE
Heft = Z
[1o(E)e“E)YaE

2.2

where there ark(E) dE photons entering the object in the energy rabdge E + dE

For the polyenergetic beam Equation 2.1 becomes:

=[S e (x)dx

After the beam exits the object it falls upon a detector winiehsures the exit
beam intensity, i.el. The incident beam intensityy, is also measured with a

reference detector. The logarithm of the intensity ratio:

In(ll—oj = j(;,ueﬁ (x)dx 2.4



is called the ray-sum, i.e. it is the sum of attenuatiofffic@nts along the ray path. A
number of ray-sums are acquired to form an attenuation profile thtbegibject at a

particular orientation. Each attenuation profile is chieprojection.

Once a number of projections have been acquired an inverse radsfotm
is performed on the data to produce an image. This process isdtémage
reconstruction. The image is a map/gf throughout the object. The value of each
pixel is scaled to the linear attenuation coefficient ofewat,a.r and given the term
CT NumberH and expressed in Hounsfield units:

H =100:’ueﬁ ~ Hwater

Hwater 25

The changing value ofe throughout the object results in a decreaseél in
radially inwards from the edges of the image of the objElois in turn results in
incorrect values foH causing inaccuracies in quantitative applications of CT such as
gel dosimetry. Figure 2.1 is a CT image of a 25 cm diangtantom filled with
water. Beam hardening can be seen as the lighter pixels atwintside edge of the
phantom and as a decrease in CT values at the object edige atdompanying

profile. This form of beam hardening artifact is referreds the ‘cupping’ artifact.
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Figure 2.1 CT image of a 25 cm diameter water filé phantom. The beam hardening cupping
artifact can be seen as a darkening of the image dally inwards from the edge of the phantom.
The profile shows this as a decrease in pixel valsieway from the phantom edge

A further consequence of beam hardening in CT is the nonline&dkytected
photon counts. In the ideal case of a narrow monoenergetic beemiited through
a homogenous medium and counted with a reliable detector, the védgahm of
| is proportional tqot [42], wherep is the density of the medium. However, as beam
hardening occurs along the path length of the beam, the changecauses the beam
to become more penetrating, which results in a relative iseredog | with respect
to p t. This results in an error adding an additional term to the expahé&sim in
Equation 2.1 [42]:

| = |0e‘”W"+‘V’2t2 2.6
whereA is a constant and directly related to the homogeneity ofpietrsim [43] and

Um is the mass attenuation coefficient, pg.= t/p.

The effect is further enhanced through scatter and detector noityinEgure
2.2 is copied directly from [42] and demonstrates how the nonlineafritletected
photon counts results in streak artifacts occurring between objéetsllustration is
that of two rods with projections at @nd 90. The error is proportional to” t* and

hence is four times larger in view 0 where the rods arerisopased than in view 90
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where they are separate [42]. This inconsistency in the eesarlts in streaks

occurring between the two rods when the image is reconstructfed [44

This figure is not available online.
Please consult the hardcopy thesis
available from the QUT Library

Figure 2.2 The error in view 0 is four times that & view 90 resulting in a streak between the two
rods (Joseph (1981)).

2.2.2Geometric Artifacts

CT images are reconstructed as inverse radon transformejettpn data. If
the projection data consists of an infinite number of projectieash consisting of an
infinite number of ray-sums with negligible beam widths the genaould be
reconstructed without geometric error [42]. However, in thetigedcsituation of a
clinical scanner there is a limit to the number of ray-samt projections which can
be acquired, plus the x-ray beam and detector are of a fiiite.Wherefore, CT data

acquisition becomes an issue of sampling.

The most significant sampling problem in CT is that of aliasisliasing
occurs in signal processing when there are too few measurerakesdf a signal.
The Nyquist theorem states that an alternating signal Ibeusteasured at least twice
per cycle to avoid aliasing [45]. If it is measured at a leds than this, information

regarding the waveform between measurements will be lostmBasurement will
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result in the true frequency being recorded as a lesser frequiblis causing an

aliasing error.

Fourier analysis of images shows that sharp edges such a&ivatezrfaces
have stronger high frequency components than soft edges [42]. Iny(flegonency
greater than half the maximum sampling frequency of each ecaiilhbe aliased as
a lower frequency. This results in not only a limit to a\@édaspatial resolution on a
scanner, but will also cause the appearance of fine streakssfrarp edges in a CT

image and contributes to a finely structured moiré pattettmeitnackground [42].

2.2.3Hardware Related Errors

When a CT image is reconstructed from projection data, thensecction
algorithm generally does not allow for the occurrence of fldicios in individual
detector efficiency throughout the time of the scan. Thesatiars represent an error
in the measurements and may be propagated through the reconstriacfednrsome

generations of CT scanners..

Figure 2.3 is an example of how a faulty detector affedsIamage. The
graph on the left is a simulation of noiseless projection dataevtivr banks of six
adjacent detectors each have a 5% deficiency in their coumtsritd projection data
should produce an approximately uniformly reconstructed image (apartMare
patterns). The reconstructed image (Figure 2.3b) shows two tifagi which result
from the defective detectors. In quantitative CT this can trésurrors which are

shown later in this chapter.
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Figure 2.3 The effect of faulty detectors on a reewstructed image. The image on the left is the
projection data with two banks of faulty detectorswhich translate to the rings seen in the
reconstructed figure on the right.

2.3 Imaging Techniques

2.3.1Subtraction of Artifacts

The artifacts outlined above contribute to erroneous resultsaintitative CT
and must be removed or reduced. One method of reducing artifadétesage
subtraction. Subtraction of artifacts has been previously entlioygel dosimetry
[1]. This previous method required the production of a second gel desimean
identical phantom which was imaged in the same position asritieal phantom.
This method requires extremely accurate realignment ofetendg phantom and thus
imaging of calibration vials can be difficult. Also requirsdthe production of two
phantoms and twice the volume of gel dosimeter, doubling the moregaeyse. In
this work a tank was designed as an alternative imaging methadnplify the

process and eliminate the requirement for a second gel desiamet phantom.

The tank consists of a 25 cm diameter cylindrical water tamk svisquare
access tank seen in Figure 2.4. The entire gel dosimetry phafwaced inside the
water tank and an image is acquired near the front face oflihder (as indicated in

Figure 2.4). The gel phantom is then withdrawn a few centimatoeg the tank and
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an image is acquired of only water in the same location vel&ti the tank and table.
The water only image is then subtracted from the gel phantom .irkagee 2.5a
shows an image of calibration vials filled with polymer desimeter complete with
beam hardening and ring artifacts. The image is windowed tweh $aitable for
viewing the artifacts. The pixel values within the gel viate greater than the upper
limit of the window; hence they appear in this image as whitgure 2.5b shows the
image of the tank filled with water only, also with beam barmdg and ring artifacts,
and the image on the right shows the resulting final differenagenafter subtraction
of the water image from the image of the gel vialsalt be seen in the final image
(Figure 2.5c) that the beam hardening cupping artifact and rirfgcéstihave been
removed. The nonlinear streak artifacts seen between calibkaals in the original
image remain in the final image due to the fact that threyrat present in the
subtracted water image. The streak artifacts do not exterfte teegion within the

vials and can therefore be disregarded in this instance.

Styrene
Slice Location

Figure 2.4 Water tank for CT imaging of gel dosimegrs. The tank consists of a cylindrical water
tank and a rectangular access tank. The phantom (&hration vials in this case) is placed in the
cylindrical tank.
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Gel Vials

Ring Artifacts
Beam Hardening Region Nonlinear Streaks

(a) (b) (c)

Figure 2.5 Subtraction of artifacts from a CT image The image on the left is that of the
calibration vials, the centre image is of water, aththe image on the right is the difference image.

The requirement for the tank to be filled with water is due to beanmiening
and geometric artifacts. The main effects of beam hardemsgn@mally present
within 2 cm of air/water or air/Perspex boundaries [46]. Figuéa 2hows the image
of a 2.5 cm diameter calibration vial filled with a homogenouks vgach was
acquired with the vial in air, and it can be clearly seethénprofile that there is a
relatively large variation in CT number within the vial whiotroduces a significant
uncertainty into any measured CT number of the gel. Figure 2.6bssih@rsame
calibration vial imaged in water and the variation in CT numbent seen. To further
reduce the risk of interference in measurements due to beatenhmay a gel
dosimetry phantom (or calibration vials) should be placed no closertican from
the Perspex tank wall.
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(a) (b)

Figure 2.6 Comparison of a calibration vial imagedn air (left) and in water (right). The profiles
below the images show that the beam hardening appamt in the first image is greatly reduced in
the second.

For optimal performance of the subtraction technique the tank should not be

moved relative to the CT scanner gantry at any stage dunraging. The
effectiveness of the method relies on the beam hardening anartifagts being
superimposed in the original and water images. The purpose atthss tank is so

that the gel phantom can be removed without moving the tank.

Figure 2.7 shows example calibration graphs obtained using thelatiie
image of the vials (Figure 2.7a) it is evident that in addito beam hardening and
ring artifacts there is a gradient in CT number from leftight (the background
pixels become darker), indicating a possible fault with the scanngoasrdetector
calibration. The uncorrected graph (Figure 2.7b) shows thet i@siained from the
original image, and Figure 2.7c shows the result obtained a#tesubtraction. The
figures clearly show the necessity for the subtraction. The reated calibration
graph shows that the gradient has resulted in a large inaccuraeycorrected
calibration graph shows that the expected exponential behaviour (speIC3ahas

been restored.
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Figure 2.7 Calibration graphs taken from the imageon the left. The first graph (b) is uncorrected
and the second graph (c) has been corrected througtubtraction of a water image.

2.3.2Phantom Wall Materials

Beam hardening causes the greatest error near the air/phbotmdary and
in the previous section a technique was devised to minimizeughging effect. The
subtraction technique works well when the material inside #terwank is close to
homogenous. However when there are inhomogeneities in the origiagé imhich
have a significantly differenis to water, the energy dependence of equation 2.2
ensures that beam hardening streak effects will occur withimbmnmogeneity. As
seen in Chapter 3 gel dosimeters have valugsvdiich are relatively close to that of
water even when irradiated, so there should be relativélly éitror caused by beam
hardening due to the gel itself. However, phantom wall maserray contribute
errors. For example Figure 2.8 shows the effect of using a glaked gel container.
The image is of a homogenous polymer gel dosimeter inside s1fzlak, which has
been imaged inside the water tank described previously. Bagedarting can be seen
in the close-up of the vial (Figure 2.8b) as a darkening of pigelartls the centre of
the vial. The profile on the right quantitatively shows the ¢ffeith a decrease in

pixel values in the centre of the vial.
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Figure 2.8 Image of a glass flask containing gel.hE image on the left is the flask in the water
tank, the image in the centre is a close-up of thigask, and the image on the right is a profile
through the flask.

In summary, to minimize beam hardening within a gel dosimetry phant
wall materials should be manufactured from materials witralues close to that of

water.

2.4 Chapter Summary

CT is susceptible to many artifacts. Some of theseaatsifare relevant to CT
imaging of gel dosimeters and can introduce errors into a measoireA specialised
water tank has been designed and constructed to correct most cereot® the
artifacts. Artifacts which do not occur in the background subtradtivater) image
such as non-linear streaks and beam hardening due to certain phaitonaterials
will not be subtracted, however these artifacts can be reducesiray wall materials

which haveu values close to that of water.

The work in this chapter has been published in the journal ‘Physics

Medicine and Biology’ [35]



Chapter 3: CT Dose Response

3.1 Introduction

In chapter 2 methods were established whereby quantitativeurseaents of
gel dosimeters can be made using CT. Basic measurement®wane made using

calibration vials to characterise the post-irradiatiomglea in CT signal.

In this chapter polymer gels of various compositions are manufectume
irradiated to various doses. Measurements of the gels are imaeclinical CT

scanner and the signal is examined.

3.2 Background

It has been shown in the literature that post-irradiation clsaingeolymer gel
dosimeters give rise to a CT signal which is approximaiakal up to a dose of
15 Gy and that an image of the dose distribution can be producddvditigations
into the MRI signal of post-irradiation changes have assumed &limeas response
up to approximately the same dose, however when greater doses\aeedeitrong
deviations from linearity are observed [47-51]. There has beg@nevous study into
the CT signal after high doses have been delivered, nor hashiben any previous
investigation into the effect of variations in chemical compmsitiThis chapter
examines the effects of high doses and varying chemical cortcamgran the CT

signal of polymer gel dosimeters.

The following terms are defined according to accepted nomenc[a&jrelhe
CT dose-respongg) of a polymer gel is defined as the reading of the dosinfeder
after a particular dose has been delivered. The CT doseissnss defined as
dr/dD.
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3.3 Methods and Materials

3.3.1Polymer Gel manufacture

Polymer gel dosimeters were manufactured with varying coratéms of
acrylamide (AA) (Sigma Aldrich, Sydney), N,N’-methylenesaicrylamide (BIS)
(Sigma Aldrich, Sydney) and hydroxyethylacrylate (HEA) (Sighidrich, Sydney)
comonomers dissolved in a matrix of aqueous gelatin (300 bloom) (SMpnah,
Sydney) or agarose (FMC Bioproducts, Rutherford) as shown in Bablé'he gels
were produced in a nitrogen filled glovebox using methods previouslyiloes§24].
After production, all gels except HEA1 were poured into 20 ml polyeteyliquid
scintillator vials (diameter 27 mm, wall thickness 1 mm, {eng0 mm)(Packard,
Meriden). Plastic vials were used instead of glass v@alsninimize x-ray beam
hardening artifacts during imaging. MAGAS1 was produced on thehbgmdy
another researcher as an example of a normoxic gel and contairmuhteatrations
of chemicals listed in Table 3-1. HEAL1 was a gel previousbdpced by another
researcher using the above methods and is included only to ikustedta CT signal
can be obtained with gels of that composition. It was skweraks old at the time of
use and was melted and poured into the vials prior to imaging. Thalpresestated

in the following paragraph do not apply to HEAL.

As discussed in Chapter 1 the scavenging of free radicals by o¥®8En
potentially inhibits radiation-induced polymerisation in polymer gdekimeters
contained within plastic walled phantoms [12, 27]. To minimigg éffect the vials
were heat sealed in pouches made from 0.1 mm thick Barex $Aeled Plastic Ltd,
Switzerland) prior to removal from the nitrogen atmosphere oflinebox used for
manufacture. Barex has low permeability to oxygen [53] and wasopsty used for
manufacture of polymer gel dosimetry phantoms [54]. The use ofnthigrial

ensured that the vials were kept in an oxygen free atmosphere

The pouches containing the vials of polymer gel were then cooledter at

approximately 1€C for approximately 1-2 hours until a visual inspection revealed

that they had set. They were subsequently kept at room tempeaatlieadiated in

their Barex pouches after a further 1 hour.
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Table 3-1 Composition and measurement results of ¢hvarious gel dosimeters examined.

Polymer | Monomers by % weight Gelling Agent bywater | CT Dose
% weight by % | Sensitivity

Gel . .

weight | (Linear
Dosimeter | BIS AA HEA Gelatin | Agarose .

Region)
(H Gy)

PAG1L 3 3 2 92 0.78+0.03
PAG? 3 3 35 90.5 | 0.87+0.03
PAG3 3 3 5 89 0.71+0.02
PAGA 3 3 6.5 87.5 | 0.59+0.02
PAGS 3 3 8 86 0.54+0.01
PAGE 1 1 5 93 0.26+ 0.02
PAG7 2 2 5 91 0.40+ 0.04
PAGS 5 5 5 85 1.14+ 0.04
PAGO 6 6 5 83 1.43+0.05
PAAL 3 3 1 93 1.2+0.1
PAA2 4 4 1 91 1.3£0.1
HEA1l 4 2 5 89 1.0+£0.2
MAGAS1 | 0.01 mM CuS® 8 82 0.34+0.02

9 % Methacrylic Acid

0.09 % Ascorbic Acid
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3.3.2Irradiation

The polymer gel dosimeters were irradiated in their Barex psuaha dose
rate of 12 Gy per minute up to 50 Gy if°€o Gammacell 200 (Atomic Energy of
Canada Ltd) which had previously been calibrated [55]. It has &le@wvn previously
that the dose response of polymer gel dosimeters is energy magepén the energy
range of clinical irradiations [56]. The gels were remo¥exn the pouches and
exposed to oxygen after three days as the majority of the paatien reactions
have occurred by that time [26, 49, 57, 58]. Exposure to oxygen stdbihse
polymer gel dosimeter ensuring all samples experiencedatine sonditions post-
polymerisation. Exposure was achieved by removal of the lid ofvihks for
approximately 5 minutes at both three and four days after irradiationger
exposure times were avoided to prevent dehydration of the polymer geletEs.
The vials were then left for at least two days prior to imggo allow diffusion of

oxygen throughout the entire gel.

3.3.3Imaging

Imaging was performed using a Picker PQ5000 CT scanner. Thaatge
were placed in the water tank as seen in Figure 2.4. The high€$40 kV) and tube
current (400 mA) available were used with an exposure time ofetdnds. This
allowed a large number of photons to reach the CT detectors therdbging
stochastic noise [59]. To further reduce stochastic noisetyvigeemnm slices (of the
same slice) were acquired and averaged for each polymdogjeleter composition,
effectively increasing the mAs by twenty times. Imagimgetiusing this method was

approximately 10 minutes.

The images were transferred to a personal computer and procsssgdhe
image processing toolbox in MATLAB software (The Mathworks, Inc). Circular
regions of interest (ROI) of 230 pixels were drawn in the aredhefimage

corresponding to the polymer gel dosimeter inside the vials.
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3.4 Results

Figures 3.1-3.5 show the CT-dose response of the gels. Unteitaeach
data point of the figures is small due to the sampling ofgelaumber of pixels and
error bars have subsequently been omitted. Also shown are mono-exponential
functions fitted to the experimental data for visualization purpolteis visually
apparent that a mono-exponential function fits all curves weé. flihction is of the

form:
H = y+Aexp{?} 3.1

wherey, A,andt are the fit parameters of the function. In the lower degéns of
the figures a steady increase in signal is seen as monarersonsumed. The
asymptotic behaviour seen at higher doses is a saturation afféng due to fewer

remaining monomers available for consumption [49].

Previous literature has shown that a bi-exponential calibrationatso be
fitted to the data when measuring the dose response with MRIng®&porating a
positive exponential term into Equation 3.1. The extra exponeeatial arises due to
the presence of small amounts of oxygen competing with the pobatien process.
In the case of the polymer gel dosimeters produced for thiseshelg-square and P

values are lower for mono-exponential than bi-exponential fits.

In scanning polymer gel dosimeters using MRI it is common pettiobtain
a calibration graph from a linear fit to the quasi-linear insgeaf R, at low doses. A
divergence from linearity has been repeatedly observed [47-51]evieowan
assumption of linearity is often still used for a limited domege. To investigate
whether a linear fit could be assumed for CT of polymer gel désime chi-square
test was performed on the exponential and linear fits in the 0-1@dgsynrfor gelatin
gels and 0-8 Gy region for agarose gels. The linear fit wasrskhmave the lowest
chi-square value. These regions were therefore approximatetheas bnd are
referred to as the 'linear region' for the remainder ofctégpter. The linear region is

shown in the inserts in Figures 3.1-3.5 with linear functidtesdfto the data.
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In the case of a clinical phantom irradiation most irradiatiaosild not
exceed the doses of the linear region or calibration wilbimec overly complex.
Figure 3.6 shows the data for PAG3 in the linear region withvéin®us functions
fitted to the data. The lowest chi-square value was obtagretd linear fit indicating
that although mono-exponential and bi-exponential functions approximatelyefi
data over a large dose range the true model of the dose resporeteaisother
function, which indicates that there may be another variablsides remaining

monomer and oxygen concentration.

T T T T T T T T T T T
70+ 5% Gelatin 30k 1 -
| Monomers L 1
L = 1% 20 gﬁ i
60 o 20 = s o unu=ai
T A 3% or T
Or v 5% 0 5 10 7
r ® 6% y
T 40F -
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0 10 20 30 40 50
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Figure 3.1 Dose response of PAGs with varying monanconcentrations.
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Figure 3.3 Dose response of PAGs with varying gelatconcentration.

0 10 20 30 40 50
Dose (Gy)

42



70+

60

30
20+

10+

T T T
1% Agarose ; ]
AA & Bis 30F E

" 3% g 1]
o 4%

0.10.2I0.ZI%O.4O 50
Dose (Gy)

Figure 3.4 Dose response of PAAL and PAA2.

70} MAGAS1
L 9% MAA 30
60l 8% Gelatin 20 ==t T
L 0.09% Ascorbic
50 Acid 10
| 0.0lmMCuSQ 0 2 4 6 8 10
40
30}
20}
10}
0 10 20 30 40 50
Dose (Gy)

Figure 3.5 CT dose response of MAGAS1.



23 Bi-exponential Fit e

29 [ Mono-exponential Fit
fffffff Linear Fit

21
20
19
18
17}
16}
15[

Dose (Gy)

Figure 3.6 Data for PAG3 in the 0-10 Gy region withvarious functions fitted.

A comparison of Figures 3.1-3.3 and Table 3-1 shows that varying nesnom
concentrations (AA + BIS) affects both the overall CT-dose regpand the CT-dose
sensitivity. The CT-dose sensitivity can be increased byeasing the monomer
concentration (Figure 3.1), with the limit being the abilityptgysically manufacture
gels with high concentrations of monomers. Figure 3.2 shows thatdhemers can
be changed from AA to HEA and a response can be obtained with\sgnsiose to
that obtained with PAG.

A variation in the gelatin concentration (Figure 3.3) predominaalftfigcts
only the overall CT-dose response, i.e. the sensitivity andhtape of the curves are
very similar; they are only shifted up or down the verticat axith respect to each
other (only ¥ in Equation 3.1 is affected to any significant extent). Ifagal is
replaced by agarose as the gelling agent there is a rfurtbeease in CT-dose
sensitivity, however the overall CT-dose response tends to hedskif lower CT
numbers and there is a larger scatter of data points resultingreater uncertainty in

the CT dose sensitivity (see Chapter 7).

The results for a normoxic gel shown in Figure 3.5 indicatetkimtclass of
gel dosimeter also produces a response when imaged with CT, motvevdose

sensitivity is relatively small in comparison to the othedsgeAlthough the
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concentrations of the chemicals in the normoxic gel can liedvdhe mixture imaged
in this chapter is close to that of the most sensitive anedsvith MRI [60] and it is
expected that this will be the same with CT measuremenisieF835 shows that the
response for the normoxic gel tends to be approximately lineaa fouch greater
range of doses than the other gel dosimeters investigated; hotheveotal CT
number range covered remains the same as for PAG galsuré fresearch produces
a normoxic gel dosimeter with a greater sensitivity this typgel dosimeter could
potentially achieve widespread clinical use, i.e. easily pratime the bench top’

and easily imaged with a CT scanner.

A previous research study has examined the CT dose response imeére |
region and achieved a CT-dose sensitivity of (0#86.04) x 10° H Gy* for a
polymer gel dosimeter composed of 5% gelatin, 3% BIS, 3% AA andvé®@r [1].

In this work a comparable CT-dose sensitivity of (0+70.02) x 10° H Gy for the
same composition (Table 3-1) was obtained. The variation in degense between
PAGs produced at different research centres can be attriboitelifferences in

production and handling procedures.

3.5 Chapter Summary

It has been demonstrated that the CT dose response of polghtueisgneters
can be approximated by a linear relationship to doses of at 18a§y and an
exponential relationship when higher doses are delivered. Vaflyengancentration
of monomers in the polymer gel dosimeter will alter both thed@3e sensitivity and
the range of the CT dose response, whereas altering the catioendf gelatin has
little effect on these factors except the absolute valileeo€T dose response tends to
be shifted. Changing the gelling agent from gelatin to agaessdts in a greater CT
dose sensitivity but it is accompanied by a greater unceriirgyo increased scatter
of the data points within the calibration graph. A CT signal caalt@ined by using
HEA instead of AA. A normoxic gel gave an approximately Im&sponse over the
whole dose range measured although the range of CT numbers wawdiose of
polymer gel. Varying the normoxic gel so that the active ingradiare consumed at
a greater rate with increasing dose will provide a usefutigeimeter which can be

manufactured on the bench top and imaged with CT.



The results of this chapter have been published in the jourhgbit® in
Medicine and Biology’ [35] and in conference proceedings [61-64].
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Chapter 4. Post Irradiation Photon

Attenuation Properties

4.1 Introduction

In the previous chapter it was established that there incaeaise in the CT
number,H, of polymer gel dosimeters after irradiation. Equation 2dicates that the
increase irH is due to an increase in linear attenuation coefficignin this chapter
the macroscopic cause of the increasg is investigated for a polymer gel dosimeter

of a commonly used composition.

4.2 Background

From Equation 2.5 it can be seen that a CT image in polymer gehetogi
can be considered to be a mapugf of the polymer gel dosimeter. The change in CT
number (the signal) after irradiation will be:

1000
AH === (14 - o) 4.1
Hw
wherezp andz4 are the linear attenuation coefficients of the gel dosintetfore and
after irradiation respectively. A derivation of Equation 44 included in

Attachment 4.

It has been suggested that in polymer gel dosimetry the chantjeear
attenuation coefficient may be due to an increase in physicaitglep post-
irradiation [35], which may result in increased uncertaintyhi absorbed dose and

degradation of spatial resolution.
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It is well known that the linear attenuation coefficient can jpgr@aimated
by [65]:

“U=N,o, p 4.2

whereN, is the number of electrons per mass unit ané the cross sectional area
per electron. In photon irradiation of gel dosimeters there should betraadition of
electrons and hende¥. will remain constant with irradiation. The mixture ruletsta
that the mass attenuation coefficiemtp of a chemical compound or mixture can be
approximately evaluated from the weighted sum of it's constitelements [66] and
can be written in terms g [66]. Above 10 keV errors in the mixture rule which
result from ignoring the changes in atomic wave function due to niatechemical

or crystalline environment of an atom are expected to be nagligi6], hencez can

be considered to remain constant. A function relaflfigto a change in density can
be obtained by combining Equations 2.5, 4.1 and 4.2 [67]:

AH = (H, +1ooo)(& —1J 43
Po

whereHg is the CT number in the polymer gel dosimeteripwdiation and whergy
andp are the density pre- and post-irradiation respelsti

In this chapter direct measurements jofand p are made to find the

relationship between the two properties.

4.3 Materials and Methods

4.3.1Polymer Gel Dosimeter

The polymer gel composition examined in this paortaf the project was a
PAG gel consisting of 5% gelatine, 3% bis, 3% AAd#®89% water. This particular
combination of chemicals was used because it isafrtte most widely used and
currently the most representative of the polymelr dmsimeters. The method of

production is outlined in Chapters 1 & 3.
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After production the polymer gel dosimeters wereurpd into either
polystyrene spectrophotometry cuvettes sealed pyéktic stoppers (Sigma Aldrich,
Sydney) foru measurements, or glass volumetric flasks withllzapistoppers fop
measurements. The particular cuvettes were chosesube they are of high quality
and have parallel flat sides. The inner dimensibthe cuvettes was measured with
Vernier callipers to be 1.005 0.001 cm and the wall thickness was measured to be
0.1050+ 0.0006 cm where the error is the experimentaldstech deviation of the
mean [68] of measurements of several cuvettes.eltbaeches of PAG were produced
as detailed in Table 4.1.

Table 4.1 Batches of PAG produced for measurement

Sample Parameter Measured Day of Measurement IfPaxiaition)

PAGo g andp 13-21 fpandy measured on same day
for each data point)

PAG]_]_ I_,[ 19-25

PAG12 p 3

To minimise the effects of oxygen contaminationatiéed in Chapter 1 the
cuvettes and volumetric flasks were heat-sealepoinches manufactured from 0.1
mm thick Barex sheets (Arbo Plastic Ltd, Switzedlaprior to removal from the
nitrogen atmosphere of the glovebox. Prior to sgalhe density flasks in their
pouches the capillary stoppers were fixed to thskl with Cellophane tape (3M,
Sydney) to ensure they remained in place. The ve@® placed such that it also
extended over the hole of the capillary stoppee b permeability of Cellophane to
oxygen [69] gave additional protection from oxygeantamination through the

capillary tube should the Barex pouch fail.

The pouches containing the cuvettes and densigkslaaf PAG were then
cooled in a refrigerator at approximately 4 °C o2 hours until a visual inspection
revealed that they had gelled. They were then suiesely kept at ambient room

temperature of 24 °C and irradiated in their Bgrenches after a further 1 hour.

4.3.2Radiation Attenuation Measurements

Linear attenuation coefficient measurements of P#(@ distilled de-ionised
water were made at room temperature in narrow bgaometry using a steel

collimator with lead and steel shielding (Figuré)4at the times shown in Table 4.1.
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The radiation source used wASAm (Amersham, Sydney) which has a major
photopeak at 59.5 keV [70]. This is close to tHeative energy of most CT scanners.
Electromagnetic radiation emitted by the sourcéisied in Table 4.2. Transmitted
radiation was detected using a high purity germansolid state detector (E G & G
Ortec, Atlanta USA, model number GLP-25335/07) edolith liquid nitrogen and
with bias voltage of -1500 V. The amplifier usedsnen EG & G Ortec 572 with
coarse gain of 50 and unipolar pulse with shapimg tof 6 xs. Full-width-at-half-
maximum (FWHM) of the pulse was measured with anlloscope to be 3s. Power
was supplied by an Ortec 459 1500 V high voltagé, tand spectroscopy was
performed using a Canberra Spectroscopy Amplifiesdeh 1413 multichannel
analyser, MCA (Canberra Industries, Meriden USAje Bpectrum was analysed on a
personal computer with Aptec MCA Application Muhli@nnel Analyser software

(Aptec Engineering Limited, Warrington USA).

Table 4.2 Electromagnetic Transitions of Americium-241 sourcéAmersham
1986)

This table is not available online.
Please consult the hardcopy thesis
available from the QUT Library

Cuvettes containing PAG dosimeters or de-ionisstliéid water were placed
in the cavity between the source and detectormatior as shown in Figure 4.1. The
number of cuvettes was varied to enable measureofeattenuation through five
different path lengths of the radiation beam. Tnaission measurements through the
same number of empty cuvettes were performed termiate the attenuation due to

the cuvette walls.
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detector

2.5 mm steel shield steel collimator cuvettes source

1.5 mm lead shield

Figure 4.1 Geometry of the collimating apparatus for measureent of linear
attenuation coefficient. The entire apparatus is surrounde by 2.5 mm steel and
1.5 mm lead shielding.

Also acquired at various intervals were repeatetmabsation count rate
measurements (see below) with no cuvettes in tthatran path. It was observed that
the normalisation counts could vary by up to 2 petceach time the source was
removed and replaced, illustrating the importarfah® normalisation procedure. The
normalisation also indicated if the set-up geometnganged during measurements
through movement during the insertion of the cweseth the collimator. This ensured
that corrupted measurements could be identifieddisreggarded in the calculation of

M.. Background counts were recorded with no cuvettéise collimator.

Analysis of data was performed on a personal coempusing Microsofil

Excel (Microsoft Corporation) and Oridin(Microcal Software, Inc).

4.3.3Calculation of Linear Attenuation Coefficient

Background counts were subtracted from the recordednts for each
measurement. The remaining radiation count wagdedofor cuvettes containing gel
dosimeter or water and normalised to the countrdszb for the same number of
empty cuvettes. When a monoenergetic radiation beagees through a material the

intensity of the beam at any point within the miatlewill be:

| =1ge H#X 4.4
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wherel is the intensity of the bean is the intensity of the beam incident on the
material and is the thickness of material through which therbdes passed. Taking

the logarithm of both sides of Equation 4.4 gives:

Inl =Inlg—pux 4.5

on'5) e

A plot of In I againstx should result in a linear relationship with a gesd of
M.. Accordingly, the corrected value for the log afliation countsy was plotted

against the radiation path length through the pelygel dosimetet,(see Figure 1.1):
y(‘[) = |n(MJ =ut 4.6

whereA is the counts with water or PAG dosimeter in tb#imator, A, is the counts
with empty cuvettes in the collimatd,is the background counts, a@¢d andC, are
the normalisation count rates as discussed in tlewiqus section. The linear
attenuation coefficient was calculated as the gradif a weighted least squares fit of
the data.

The uncertainty iny was calculated by a first order Taylor expansidn o
Equation 4.6 [68]:

2 2 2 2 2
sz(aAﬂj + a%ﬂ +(0’Bﬂj + aqﬂ +| O oy 4.7
A oA, oB ac, : 4C,

The uncertainty int, & was the experimental standard deviation [68] of

repeated measurements. The uncertainty in the qidwermeters was taken as the

square root of the recorded counts [71].

4.3.4Density Measurements

Density was measured using glass volumetric flagikis capillary stoppers.

Each flask was partially filled with polymer gelsimeter. Density measurements for
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each sample irradiated to a particular dose for A @re made on the same day as
its corresponding linear attenuation coefficientaswwement and density for PAG
was measured three days post-irradiation. Measursmeere made at room

temperature in an air-conditioned room @4

The density of the gel in each flask can be detgethifrom Archimedes’
principle. When the flask is partly filled with gahd the remainder filled with water

the volume of the flask/ is equal to:

m
V =Vl + Vi = o+ L 4.8
Pgel  Pwat

whereVge is the volume of the flask/ya is the volume of water required to fill the

remainder of the flask when the gel is inside,, is the mass of gel in each flask,
m,.. IS the mass of water required to fill the remamaleeach flask after the gel had

been poured inside, angy and g.. are the densities of the gel and water

respectively.

Equation 4.8 becomes:

Mot _ Mgel | Myat 49
Pwat Pgel Pwat

where m, is the mass of water that each flask could holthwb gel inside. The

density of the PAG was subsequently determined by:

_ Pwat
Puel = Mgel| —2Wat | 4.10
9 ge(n\m_mvvatj

Uncertainty in the density measurement was caledlatsing a first order

Taylor expansion of equation 4.10.



4.4 Results

4.4.1Spectrum Analysis

Figure 4.2 is a graph of a typical energy spectrabtained from the
detector/source combination used in this work.phibtopeaks listed in Table 4.2 can
be identified. Within the spectrum there can alsséen a single x-ray escape peak at
49.5 keV which corresponds tq,k-ray emission of germanium at approximately 9.9
keV (the main photopeak is 59.5 keV).

Also clearly visible in the spectrum is distorticlue to tail pileup in the
energy range 50-59 keV and peak pileup in the gnemgge 75-120 keV. The
amplifier operates as a pulse height analysis sysi®. the energy of a counting
event is proportional to the number of electroreciegld and hence counted. Pileup
occurs in pulse height analysis systems when theatow equipment counts several
photons as one, and records the energy as the wedleinergy of both photons.
Figure 4.2 indicates the occurrence of second guitleup, with no visible evidence of
third order pileup above background rates in theespm.

54



16000

14000

12000

10000

8000

6000

Counts

4000

2000

60 80 100 120

Energy (keV)

Figure 4.2 Energy spectrum obtained from thé*:Am radiation source. The main figure is
windowed to show the main features and the inserhews the full spectrum. The features are
discussed in the text.

An interesting feature of the spectrum is the lathile-up in the range 60-75
keV and can be explained as follows. The Ortec M&@2 Amplifier contains a built
in pileup rejecter, which operates as a paralyzabjetem. Figure 4.3 is a
representation of the timing relationship of thepéfier and pileup rejecter signals
taken from [72]. In this system a fast logic pulsgenerated when a counting event
takes place and generates an inspection perialsécond event occurs within this
inspection period an inhibit signal is generateddte off the MCA and thus discard
the distorted signal. However, the second eventsionally occurs within the
resolving time of the gating circuitry (within thiiration of the fast pulse) and it will
not be detected as a separate pulse. The MCA tilenat be gated off before the
second pulse and constructive interference of thisep occurs, resulting in both
pulses being recorded as a single event with isest@amplitude (Figure 4.4). The
amplitude of the constructively interfering pulsallwsimply be the combined

amplitude of the pulses at a given moment.



This figure is not available online.
Please consult the hardcopy thesis
available from the QUT Library

Figure 4.3 Diagram of the timing relationship of tre E G & G Ortec 572 amplifier (Ortec 1994).
At the occurrence of an event a fast pulse is geraged in the gating (CRM) circuit and a ‘busy’
output occurs for the inspection time of the firstpulse. If a second event occurs within this time it
falls within the inhibit (INH) output time and will not be counted.

When the second event occurs within a relativetyrtstime period of the first
event, the peak of the second pulse will ‘sit’ elés the peak of the first pulse and the
increased amplitude will be large (Figure 4.4)utxsg in a larger recorded photon
energy. If the second event occurs at a later timesecond pulse will ‘sit’ further
along the decaying tail of the first pulse, thestanctive interference will be of lesser
magnitude resulting in a lower combined pulse hieighd the recorded energy will
not be as great. Pileup in the spectrum can he isetlie range 75-120 keV because
the resolving time of the gating circuitry is naifficient to reject closely occurring
events, i.e. those with large combined amplitudés. circuitry can only reject events
sufficiently spaced apart in time such that theosdcpulse sits further along the tail
of the first, i.e. events with relatively small cbmed amplitudes. The occurrences
which are rejected are those where the combineditanig of the pulses is 75 keV or

less and results in no pileup in this portion @& gpectrum.
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Figure 4.4 Representation of energy derived from gee height analysis. If two pulses are very
close together they will be recorded as a single |s@ of high energy. The further apart the pulses
are the lower the energy that is recorded. The redation is described in the text.

The counts which were included for the purposeatigiuation measurements
were those within the main photopeak (59.5 ke\Qséhwithin the single escape peak
(49.5 keV), and those within the distorted regi@b-120 keV), allowing for counting
of pile-up events. The minor photopeaks at 99 ket 203 keV were not included in
the count as they are emitted by the source (sbke a2). Dead time losses were

corrected with the following equation [71, 73]:
f=ne 4.11

wheren is the true count; is the counts registered, amds the time constant (the
FWHM of the first lobe of the shaped pulse) [71]guBtion 4.11 was solved

iteratively to obtain the true counts.

4.4.2Linear Attenuation Coefficient and Density

Figure 4.5 shows a plot of the log of correctedntoate against the total path
length through water as discussed in section 4.2Bo shown is a weighted least
squares linear fit with a slope of 0.208680.00021 cnt, which is the linear

attenuation coefficient for distilled de-ionisedtemat the time of measurement of
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PAG; 1. As discussed in section 4.3.3 the linear atteonaoefficient was calculated

as the gradient of a weighted least squares liitdarthe data.

Figure 4.6 shows the dependence of linear attestuatiefficient on radiation
dose for PAG and Figure 4.7 shows the same for RA@ biexponential curve was
fitted to the data for visualization purposes ofillge CT dose response was discussed
in Chapter 3 and as predicted by Equation 4.1 fgards indicate that linear

attenuation coefficient has the same response asu@iber with increasing dose.

Figure 4.8 shows the measured density for RA&d Figure 4.9 shows
density for PAG, Biexponential curves have again been fitted to dia¢a for
visualization purposes. These figures show that dbasity of the polymer gel
dosimeters appears to increase in a fashion wiginhoe approximated as linear with
dose to at least 10 Gy, with further increaseseansdy before reaching an upper
plateau after approximately 30 Gy. The change insie with increasing dose
appears to show the same response as both lineauation coefficienand CT

number, confirming the prediction of Equation 4.3.

The density for the unirradiated polymer gel dosere were both measured
to be 1.022 0.005 g crit. A previous study has indicated a density of 1.8T8001
g cm® for an unirradiated gel [74]. Differences in r@subetween batches are
expected due to small variations in preparationc&ithis experimental work was
completed and published [75] another study hasrrepaensity measurements for a
gel dosimeter of the same composition using a gangmeter [76]. The study
reported density with a range of approximately 4.§%m° for an unirradiated gel to
approximately 1.047 g ctfor a gel with a dose of 50 Gy (compared to thesent
value of 1.033t 0.001 g crif). The report attributed the difference as possitging
due to a portion of the gas in the pycnometer disspin their sample, thus causing

an underestimation of their sample volume [76].

Figure 4.10 is a plot of linear attenuation coedit against density for
PAG;,, and Figure 4.11 is a plot of linear attenuatioefticient for PAG: against
density of PAG,. A weighted least squares linear fit is shown. THaest squares fit in
Figure 4.10 has a P value of <0.0001 and r-squaikes\of 0.9960%nd Figure 4.11

has a P value of <0.0001 and r-square value oB83This shows that the function
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relating absorbed dose to density is proportionathiat of the linear attenuation
coefficient. The linear attenuation coefficient asensity data in Figure 4.11 were
acquired at different times (see Table 4.1), inihcgthat the process in which density

is measured is constant over the time range aéxperiment.

Log of Corrected Counts

Path Length (cm)

Figure 4.5 Plot of the natural logarithm of correced counts versus path length. The linear
attenuation coefficient is the slope of the graph.
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Figure 4.6 Plot of the measured linear attenuatiooefficient of PAG,,.
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Figure 4.7 Plot of linear attenuation coefficient 6PAG ;.
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Figure 4.9 Density of PAG,.
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Figure 4.10 Plot of linear attenuation coefficienagainst density for PAG,. A linear least squares
fit has been added with a P value <0.0001 and r-sgre value of 0.99605.
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Figure 4.11 Plot of linear attenuation coefficienfor PAG11 against density for PAG12. A linear
least squares fit is added with a P value <0.000hé@ r-square value 0.99953.

4.5 Discussion

It has been shown that linear attenuation coefftcie proportional to density,
hence the CT signal is accompanied by a propotticnange in density, and a CT
image of a polymer gel dosimeter can therefore desidered to be a map of the
physical density. As there is no addition of massrd) the irradiation the increase in
density is due to a decrease in volume and therefome spatial change will occur
within the gel post-irradiation. The decrease ituxte indicates that the CT signal
and spatial resolution are interdependent; howdsigure 4.8 indicates that the
density change for a fully polymerised gel is omlgout 1%. In practical use a
polymer gel dosimeter would not be irradiated th fiolymerisation or the dose
resolution [77] would be degraded [35] (see alsap@#r 7) and it is therefore not
anticipated that the volume decrease would excpatas uncertainty requirements

for most applications.

4.6 Chapter Summary

It has been shown that the post-irradiation CT aigof a polymer gel

dosimeter is proportional to an increase in densltyis results in some spatial
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uncertainty and limits the attainable signal heincécating that spatial resolution and

dose resolution are competing factors.

The results of this chapter have been publishethénjournal ‘Physics in
Medicine and Biology’ [75] and in conference prodiegs [78-80].



Chapter 5: Imaging Parameters

5.1 Introduction

Chapter 3 established that CT gel dosimetry is @ tmntrast modality,
indicating that image noise is a critical factoréaucing uncertainty in measurements
of dose distributions within gel dosimeters. Nots® be reduced either during the
image acquisition process through optimisationcaingier settings and procedures, or
post acquisition through image processing. Thiptdraexamines noise arising during

acquisition and then Chapter 6 examines image psaug techniques.

The imaging techniques employed during the previalmpters were
sufficient when used to image calibration vialsywkeer they must be improved upon
when dose distributions in gel dosimeters are emadhi In this chapter a more
detailed background of the image acquisition pread<CT is given than in previous
chapters and techniques are examined to reduce angng during this stage of CT

gel dosimetry.

5.2 Background

X-ray photons are produced and transmitted thrahghobject being imaged
(in this case the gel dosimeter) to be detected lpw of detectors. A portion of the
photons will be attenuated by the gel dosimeterapdrtion will reach the detectors.
The number of x-rays which reach the detector are:
~[ ., eff (x)dt
|=|0eIralye 5.1
wherel is the number of transmitted photons reachingtactier, |, is the number of

incident photons in the ray sum, andgx) is the effective linear attenuation
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coefficient at the point in the gel dosimeter. The line integrialn Equation 5.1 can

be estimated by:

[ et (x)at = —In(I—J oy 5.2

I
ray 0

Each detector count can be considered to be aesswail of data that obeys

Poisson statistics with a variance of [41, 59]:
var(l)=(1)= | 5.3

In a well-maintained scanner the efficiency of tHetectors should be
approximately constant and therefore the numbephafton flux detected by each
detector should be proportional to the number ggivThe count obtained by each
detector| is normalized tdo, which is the signal obtained by a reference detdce.

a detector whose position is such that the obgenbt in the path of the x-ray beam),
and| is obtained. Each is called a ray sum. The collection of ray sumsthef

individual detectors obtained for a particular x-tabe position is referred to as a
projection. A projection is an attenuation profté the object for that particular
‘viewing’ angle. The source and detectors are thwated by some small angular

increment and the process is repeated.

For a large number of counts, the relative variandg compared to that ih

is small, giving [41, 59]:

varfl) = var(l {%}2 - @2 -1 5.4

Detectors used in CT scanners are sensitive entudbtect small variations
in the photon flux and hence small variations i sams. The relative uncertainty in
the projection will therefore depend upon the numdfephotons transmitted through
the gel dosimeter. Wheh along the path length is large, representing avilyea
attenuating medium, the relative uncertainty in pheton flux will also be large. As
an example, Figure 5.1 shows an exaggerated siowlaft the attenuation of photons
in a projection through a homogenous circle andabsociated uncertainty of the

counts. It can be seen that the outer regionsefitiure, representing ray sums that



do not pass through the circle, have a smallerntaiogy than the inner regions. From
Equation 5.4 it can be seen that increasing thialimumber of photons will increase
the number of transmitted photons, thereby deangasie relative uncertainty across
the whole projection. In low contrast situationsclsuas gel dosimetry, there is
relatively little variation between ray sums, anthege number of photons must be
counted to ensure the relative uncertainty in eemh sum is small enough to

distinguish the small variations mthroughout the gel dosimeter.

Relative attenuation
- - = Uncertainty limits

Relative attenuation

Distance across projection

Figure 5.1 Exaggerated relative attenuation profilethrough an homogenous circle. The dashed
lines represent stochastic uncertainty.

When a sufficient number of projections are obtditieey form a matrix, with
each projection represented by either a columnoar. This matrix is termed a
sinogram and is the radon transform of a map oflitrear attenuation coefficients
within the object and its surrounds. This matrixpobjection data is then used to
reconstruct the image. Upon reconstruction, therestlt is the ‘smearing’ of all
projection data (after some manipulation such lsrifig) across the image in it's
original acquisition geometry. This process cau®s noise components in each
projection to be propagated across the image ioksg [81], the final result being
the effect that noise in one point of the final geas related to noise in other points of
the image which have a common ray sum with thetpoigquestion. The result is that

CT noise is correlated.
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The map of the linear attenuation coefficients {thage) is produced through
techniques such as filtered back projection or lakge reconstruction. The
production of the map is commonly referred to agfge reconstruction’, however the
use of the word ‘reconstruction’ is misleading taisniplies that the image had existed
previously, which is not the case. The image igalbt the inverse radon transform of
the projection matrix, much the same as an MRI en& the inverse Fourier
transform of the signal obtained in that modalijowever, the convention of

referring to the process as reconstruction wiliia@ntained.

Throughout this chapter the signal to noise ra8bIR) refers to the mean
pixel value of a region of interest divided by te&ndard deviation of the pixel
values,ogy. As stated previously, projection data can be icened to be a series of
radiation measurements and as such the variargiges by Equation 5.4, with the
measured photon intensity in a particular scanmeeéch projection dependant upon
the electron current within the x-ray tulbethe exposure time for each projectisn,
and the x-ray photon energids, The mean pixel value within a region of intergst
should not change when the number of counted pBotbanges, and the SNR is
therefore inversely proportional to the number lobton flux. If a number of images
are acquired in identical geometry and averageeti®y, the total number of photons

measured is dependent upon the number of imagesgeceand the SNR becomes:

9(E.i,s p) .

SNR,,; =~ =/n g(E,i,s, 5.5

Ryoj Var(l) 9( p)

wheren is the number of images averaged gnd an arbitrary function. When the
images are obtained with identical settings on #imaesscanner (which is calibrated
and well maintainedy becomes a constant. The SNR of the average ofspameing
projections of a series of images can thereforapgpgoximated as being proportional

to the number of images in the series.
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5.3 Stochastic Noise

From equation 5.4 it can be seen that stochast®encan be reduced by
counting a large number of photons in each pra@actAn increase in the photons
detected in a CT scanner is achieved through e&hencrease in photon energy or
tube output or both, where tube output in this dosoninrefers to tube current,
multiplied by exposure times, Tube output can be increased by increasing eiltteer
tube current or the exposure time by averaging raévmages together. This is a
limitation in patient scans as increasing tube out@lso increases patient dose,
however, in gel dosimetry a large number of repeat@ihs can be obtained without
inducing a radiation dose sufficient to cause sigait further polymerisation the gel
dosimeter. Shown in Figure 5.2 is a plot of the d@ngé of total noise in a CT image
similar to Figure 2.5 with an increasing number mages averaged together. (The
noise in Figure 5.2 is taken from images acquinec oelatively new Picker PQ5000
scanner where ring artifacts are much less promitiemt seen in Figure 2.5. Images
were acquired using a technique of 140 kV and 600 peksslice.) As the number of
images averaged together is increased the amplinfdeéhe stochastic noise
component shows r@*? relationship and a function of that type has Hfiteed to the
figure. This confirms the prediction ofr&? dependency of SNR as seen by equation
5.5. However, it must be noted that there may berasburces of noise, such as
electronic noise, which show the same relationsisipstachastic noise with dose.
Proof of this for any scanner is obtained by congpar of the number of noise-
equivalent quanta (NEQ) which is the total effeetumber of x-ray quanta detected

per unit distance along the projections [82]. NEQ wally between scanners.
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Figure 5.2 Standard deviation of pixel values withi the water tank as seen in Figure 2.5. It can
be seen that subtraction of one image from anotheas discussed in Chapter 2 increases the
stochastic component of image noise. An inverse sre function has been fitted.

Figure 5.2 shows that the subtraction technique riest in
Chapter 2 causes an increase in the stochastie normponent of an image due to
combination of the uncertainties in the gel imagd the water image. The stochastic

component of noise becomes:
O¢ = 0'i2 +a§ 5.5

whered, g andg; are the amplitudes of stochastic noise in thd finage, the initial
image, and the subtracted image respectively. Toreremany images must be
averaged to ensure thgtand g; are small enough that is small in comparison to

non-stochastic noise.

5.4 Structured Noise

It can be seen that the noise in Figure 5.2 doésapproach zero as the
number of images averaged becomes large. This m@manoise is non-stochastic
and has been attributed to effects such as CT nuquamntization and other system

noise [83]. The total noise in a CT image is [83]:



— 2 2
Oy =405 +0;% 5.6

where gy is the standard deviation in pixel values in th®lfimage andg is the
amplitude of the non-stochastic noise. In thisisadhe cause of non-stochastic noise

is investigated through computer simulations anéxXperiment.

5.4.1Simulations

Simulations were performed using the Image ProngsbBoolbox of Matla®
software version 6.0.0.88 Release 12 (The Mathwdrky,to examine the effects of

pixel size in the final image.

To examine noise in image reconstruction, two sitiaria were performed.
The first simulation represents various field oéwi (FOV) settings on a scanner
during acquisition, and the second simulation regmés an acquisition with small
pixel sizes after which adjacent pixels are groupBdbjection data through a

homogenous circle (the inverse of Figure 5.1) viasilsited.

In the first simulation, projection data of 1024/ 1sums per projection, with
720 projections were produced and various amplgudeésaussian noise were added.
The noisy projection data was grouped into painsapfsums and pairs of projections,
which were averaged, producing data with 512 ray spaersprojection and 360
projections. The process was repeated with grougsra§ sums and 4 projections to
produce data with 256 ray sums per projection ar@ dr8jections. All subsequent
sets were produced from the original data set, engthat the same random numbers
used in the noise generation were applied to ath dets, representing the same
simulated photon fluxes. The three data sets weee used to reconstruct three
images having pixel matrix sizes of 162817 and 256 respectively. Reconstruction
was performed using the inverse radon transformtimmaontained in the Image

Processing Toolbox of Matl@with a ramp filter.

In the second simulation, the first reconstructashge from the first
simulation was used (the image reconstructed fimenl024 ray sum per projection

data). In this simulation pixels in the reconsteacimage were grouped into 2 x 2
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pairs and 4x 4 pairs and averaged to produce larger pixel s@gain resulting in

three images having pixel matrix sizes of 19547 and 256 respectively.

Both simulations produced pixels and images ofsémme size, however the
first simulation represents grouping of data ptiorreconstruction (FOV settings
varied on the scanner) and the second simulatipresents grouping of data after

reconstruction (post acquisition).

5.4.2Experimental Investigation

To experimentally examine the effect of pixel seaeral images of a 12 cm
diameter plastic bottle filled with water were acqdir The images were acquired on a
GE CTI scanner with a technique of 120 kV and 100 mAs pee slmage sets were
acquired with a field of view of 25 cm and recondtiaut matrix sizes of 25& 256
pixels and 51 512 pixels. The pixels in the image set with X1812 pixels were
grouped into 2x 2 pairs to produce a 256 256 matrix, identical to the procedure
used for the simulations in the previous sectidris Bllowed comparison of noise to
be made for pixels representing the same physica¢rsions but obtained by the
different methods described in Section 5.4.1. Begof interest of the same physical

location of each image were selected and ihgivas measured.

5.4.3Simulation Results

5.4.3.1Uncertainty due to noisy projection data

Figure 5.3 and Figure 5.4 show graphs of the sigmabise ratio, SNR of the
simulations of reconstruction of the homogenousleir-igure 5.3 represents the case
where grouping of pixels was performed on the pragactlata, and hence prior to
image reconstruction, and Figure 5.4 represents cd®e where grouping was
performed after reconstruction of the image. Tlygore of interest chosen represented
the same data in each set, i.e. representing the ghysical boundaries within the

object simulated.
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Figure 5.3 SNR in an image of a homogenous circlehen data is grouped prior to reconstruction.

The '1024' data represents the image reconstructeals 1024x 1024 pixels. '512' and '256' follow
the same convention.
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Figure 5.4 SNR in an image of a homogenous circlehen data is grouped after reconstruction.
The naming of each data set is by the same convenrtias Figure 5.3.
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In Figure 5.3 and Figure 5.4 the effect of the s&stic component of image
noise can be seen in the left side of the grapfsthe portion where the SNR in the
projection data is below $0As the SNR in the projection data increases it fman
seen in the figures that the SNR also increasekdrfihal image due to the lesser
relative uncertainty of effectively increased phmotoounts in the detectors and is
consistent with the results of Figure 5.2. It candeen that smaller pixel size (i.e.
larger pixel matrix size) decreases the SNR duartdncrease irgy of the final
image. The increase iagy with smaller pixel sizes is due to a smaller numdbier
photons passing through each voxel, thus incredbmgelative uncertainty. Previous
literature has examined the relationship betweeatiapresolution and stochastic
noise [81, 84, 85] and has shown that the squastochastic noise varies inversely
with the cube of spatial resolution when the voxeéss constant, i.e. representing
the same physical dimensions in space. The resthiat the final image has a greater

SNR when the pixel size is large.

Figure 5.5 compares the ‘512’ data from Figure @@ Figure 5.4. It can be
seen that there is little difference oy between grouping of data before or after
reconstruction in the stochastic noise region efghaphs. Both methods result in the

same pixel size representing the same photon #uypel and therefore the saroe

In the case where SNR in the projection data il@rgan be seen in Figure
5.5 that significant improvement in the SNR of fival image can be achieved by

grouping the pixels after reconstruction. This wél discussed in the next subsection.
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Figure 5.5 Comparison of the results for '512' datdrom Figure 5.3 and Figure 5.4.

5.4.3.2Uncertainty due to image reconstruction

Increasing the number of detected photons will mbrely eliminate noise in
a CT image [83]. If the noise amplitude in a CT gmas plotted against the mAs the
remaining noise can be estimated through simplepatation of the plot in the low
mASs region [83]. This can be seen in the high SNRoregf the graphs in Figure 5.3
and Figure 5.4 where increasing SNR (low noise) gaaeconstruction has an upper

limit to the noise reduction which can be achieiethe final image.

This underlying noise is artifactual, and is getettain the inverse radon
transform process during the image reconstructimese. This component of image
noise is dependent upon the number of ray-sums mogections used in the
reconstruction of the image and is therefore a fampartifact. In the filtered back
projection method of image reconstruction projectdata is filtered and ‘smeared’
across the image in the same geometry as it's sitigni. When there is a less than
infinite number of projections, or a less than nitB number of data in each

projection, a moiré pattern will result.

Figure 5.6 to Figure 5.10 are the images generatdek simulations discussed

previously, but without noise added to the projectiata. The figures are windowed
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to show the same pixel ranges. Figure 5.6 to Fi§uBeepresent the grouping of data
prior to reconstruction, the results of which arersén Figure 5.3. Figure 5.9 and

Figure 5.10 represent grouping after reconstruatiith the results seen in Figure 5.4.

Figure 5.6 Reconstruction of an image of a circle ith 1024 x 1024 pixels.

Figure 5.7 Reconstruction of an image of a circle ith 512 x 512 pixels.



Figure 5.8 Reconstruction of an image of a circle ith 256 x 256 pixels.

Figure 5.9 Image of the circle seen in Figure 5.6tar the pixels have been grouped to R 2 sets.
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Figure 5.10 Image of the circle seen in Figure 5&ter the pixels have been grouped to % 4 sets.

Figure 5.6 to Figure 5.8 show that as the numbemdfeless projections and
amount of data in each projection decreases, theltirg moiré pattern becomes
coarser and the amplitude of the individual stredlecomes greater, thereby
increasing the variance of pixel values in the imaghis results in the major
contribution togy. Further scanning beyond the stochastic noiseeraillj not show
any significant improvement toy as the variance in this region is caused by the
reconstruction itself. The result is seen in tightrihalf of the graphs in Figure 5.3.
However, grouping of data after reconstruction hasugh-improved result on the
SNR in the final image. Figure 5.4 shows that the Si¢Rieved through grouping
after reconstruction has a significant improvememter grouping prior to
reconstruction. The visual difference can be seemdmparison of Figure 5.7 and

Figure 5.9.

5.4.4Experimental Results

Figure 5.11 and Figure 5.12 show averages of 10@emaf a water filled
bottle as described in 5.4.2. Figure 5.11 shows rémult when the image is
reconstructed in a 512 512 matrix and then grouped intox22 pixel groups and
Figure 5.12 shows a reconstruction in a 2386 matrix. Both images are windowed
to the same level. The subtraction technique desdrin Chapter 2 has not been
performed. This was done in order to amplify anddfege better demonstrate the

experimental results. A qualitative inspection @ titnages shows that moiré patterns
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are more prominent close to the edges of the phamadrigure 5.12 than in Figure
5.11 and is consistent with the results of the &tmn. In the centre of the phantom
there visually appears to be little difference lesw the images except that the ring
artifacts are more defined when the image is recocted in larger matrix size and

pixels subsequently grouped.

Figure 5.11 Image of a plastic bottle filled with vater and without performing image subtraction.
Original image was 512x 512 pixels and has been reduced to 2%6256 by grouping of pixels.

Figure 5.12 Image of a plastic bottle filled with vater and without performing image subtraction.
The image was acquired as 258 256 pixels.

A guantitative examination of experimental data banseen in Figure 5.13
and Figure 5.14. In these figures the ‘x axis’ pwortional to the SNR of the
projection data as described by Equation 5.5. rEigul3 shows comparison of SNR

for an ROI close to the edge of the phantom andr€igul4 shows the same
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comparison for a ROI close to the centre of thenpdra. The figures are experimental
representations of the simulation of Figure 5.5e Tiserts of the figures shoay
plotted against number of images averaged. Congrard the figures shows
differing results. When a ROI is measured closeh&éoddge of the phantom the two
data series cross, therefore showing the same tasngredicted by Figure 5.5,
however this is not the case at the centre of thengoim. The difference can be
attributed to coarser moiré patterns at the phamdge seen in Figure 5.8 and Figure
5.12 and it appears that there is some radial dpmy of the structured noise. This
indicates that in polymer gel dosimetry the mospantant region of irradiation
should ideally be located in the centre of the pivanduring imaging to maximise the

effectiveness of noise reduction.
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Figure 5.13 SNR in a ROI taken close to the edge tife phantom seen in Figures 5.11 and 5.12.
The "x axis" is approximately proportional to SNR in projection data. The insert shows a plot of

oy against number of images averaged. See text fortdés.
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Figure 5.14 SNR in a ROI taken close to the centref the phantom seen in Figures 5.11 and 5.12.
The "x axis" is approximately proportional to SNR in projection data. The insert shows a plot of
oy against number of images averaged. See text fortdds.

The experimental results indicate that reconstmgcthe image on a coarse
256 x 256 matrix has the advantage of slightly lesshsistic noise. Conversely, if a
large number of images are obtained and average@36x 256 image results in
greater structured noise, however application & timage subtraction method
described in Chapter 2 will reduce the structuresseroOn the other hand, image
reconstruction on a finer matrix gives the userciically the same set of data as
reconstruction on a coarse matrix as well as artiaddl set of data (albeit noisier)
with better spatial resolution. In fact, a technidnzes been recently published where
the researchers used two superimposed data setsage a gel dosimeter [36]. (It
should be noted that although the technique dodsimmlve varying spatial
resolution within the data set, the point is madat tddition of different quality

images can be made to provide an improved finatj@ra

5.5 Chapter Summary

Stochastic noise in CT gel dosimetry can be redumedveraging several

images together. When the subtraction techniqueritbes! in Chapter 2 is applied the
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stochastic noise will be increased by a factor'6f Bowever if a sufficient number of

images are averaged stochastic noise will approach z

There is a lower limit to noise in a CT image whies been known since the
1970s. It has been shown that the main cause sfrbise floor is due to moiré

patterns in the reconstruction.

Data can be grouped into sets of pixels either betorafter reconstruction.
Grouping of data prior to reconstruction is an awteprocess within the scanner
when the image is reconstructed as a coarser natdxhas slightly improved noise
reduction in noisy images. In applications suclyelsdosimetry numerous slices can
be acquired as there is no concern for patient;do®e the slices can be averaged to
virtually eliminate stochastic noise, leaving orthe artifactual noise due to image
reconstruction. In this case it has been theoltishown that the most efficient
option in reducing noise is to acquire the slicebest spatial resolution, or smallest
pixel size, and group the pixels after reconstamcto achieve the spatial resolution

requirements of the particular application.

The results of this chapter have been publishedoimference proceedings
[78].
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Chapter 6: Image Processing

6.1 Introduction

Chapter 5 established methods for reducing residoige in a CT image of a
polymer gel dosimeter by optimising scanner sedtingd techniques. Although the
signal to noise ratio can be dramatically improtkeere may arise some situations
where the noise still needs further reduction, oerehmay be limits to the
improvement which can be achieved. In these sitnatibe image itself may require
further manipulation through filtering. Filteringnaimage is not without its
disadvantages however; as the benefits gainedghroaise reduction may be costly

in terms of spatial resolution or vice versa.

In this chapter an image processing algorithm isighed which utilizes
combinations of several commonly available filtéosreduce image noise whilst
maintaining fine detail. The algorithm and indivadufilters are tested for their
suitability for use in CT gel dosimetry. Comparisan performance of the algorithm
and filters are made using a previously publishedntjtative testing method. The
same method is then used to compare the perforn@ribe algorithm and filters by
the simulation of filtering an image representimgi@adiated gel dosimetry phantom.
Finally, a pilot study of the technique is perfodr®y applying the image processing

algorithm to a real CT image of a gel dosimetryriban.

6.2 Background

The common filters used in this chapter are theamieg filter, the median
filter, and the adaptive Wiener filter. These fiteare easily designed and readily
available on software packages such as Matlab®this section each filter is
described and in the following section an algorittombining the common filters is

designed.

82



6.2.1The Averaging Filter

The averaging filter (AVE) simply assigns the meatue of a neighbourhood

of pixels to the central pixel of each neighboudhoo

1
b==» z 6.1
3

whereb is the output pixel valuey is the number of pixels in the neighbourhood, and
zis the value of each pixel in the neighbourhodusTilter is a lowpass filter, which
performs best in homogenous image regions with Gaussoise. Edges or sharp
points in the image will be blurred and some losegnfidrmation may occur in these

regions.

6.2.2The Median Filter

The median filter (MED) assigns the median value paftels in each
neighbourhood to the central pixel. In this filthe greyscale pixel values within the
neighbourhood are sorted into a list of ascendinglescending order. The central
pixel value of the list is assigned to the cenpidel of the neighbourhood. The
median filter is much less sensitive to extremau@slthan the averaging filter, has
good edge preserving effects and performs well moreng “salt and pepper” type
noise. However, fine image detail may be lost. ifiedian filter is repeatedly applied
to an image, a root signal will be found for whicltfier median filtering will have
no effect [86].

6.2.3The Adaptive Wiener Filter

The adaptive Wiener filter (WIEN) varies the amoahfiltering applied to a
neighbourhood according to the local image variaricéhere is a large variance
within the local neighbourhood, such as at an ettgge is little smoothing. On the
other hand, if there is little variance more smouihis performed. The algorithm

used in Matla® software is:



2_ .2
b(p, pz):W+002V (a(py, p,)-w) 6.2

whereb(py,p) is the output pixel valuay is the mean of the pixel values in the local
neighbourhood¢? is the local variance of pixel values in the néiglrhood,/ is the

noise variance in the image, aap;,p,) is the input value of the local neighbourhood
[45]. The Wiener filter acts very well as a noieducing filter in homogenous image
areas and has good edge preserving effects, howesse around edges tends to

receive little filtering

6.3 Methods

All image processing and simulations in this chaptere performed on a
personal computer using the Image Processing TratbMatlab® software version
6.0.0.88 Release 12 (The Mathworks, Inc), and haticéters and random number

generators used are those which are included irp#iréicular software.

6.3.1Image Processing Algorithm

The image processing algorithm designed in thigptras diagrammatically
represented in Figure 6.1, with an example of eaep shown in Figure 6.2. The
basic premise of the method is to break the imagendnto low and high frequency
components to take advantage of the different pedoce characteristics of common
filters, for example in Figure 6.2 the adaptive Wéefilter performance is improved
by removing the low frequency components of the indthe step) through

subtraction, resulting in a greatly reduced vahre/ in Equation 6.2.

In the first step the low pass characteristic of dweraging filter is used to
deliberately blur the edge of the object. The l@drimage is then repeatedly filtered
with a separable median filter until the root sigisalound [87]. A separable median
filter is simply a median filter which filters theotizontal and vertical elements of an
image separately, rather than the usual case ghibeurhood blocks. The advantage
of this method is the enhanced noise removal adolggs that run parallel with either

of the filtering directions of the filter [45].
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After the root signal of the low-pass filtered imagebtained, it is subtracted
from the original image to obtain a difference imag shown in Figure 6.2 to reduce
\# as discussed above. The adaptive Wiener filtehés applied to the difference
image to smooth out noise whilst maintaining eddermation. In this algorithm the
adaptive Wiener filter is operated in a similarhias to the separable median filter.
This ensures that along edges parallel to therifijedirection there will be heavy

smoothing, whilst edges perpendicular to the fitigdirection receive little filtering.

The filtered difference image is then added torthe& signal of the lowpass
filtered image to obtain the reconstituted imaget is knowna priori that there are
no expected extreme points in the true signal, #wme limited median filtering can

be used to further remove any remaining noise.

1. Original Image

|

A. Low Pass Filter n, fterations

2. Low Pass Filtered Image
i

|nzitmﬁ0“5 II-‘B. s.apmhleruledjanFﬂterwrmﬂmntsignall
—{ C.Subtract3. From1. |
T

3. Root Signal 4. Difference Image

| !
(T, iterations -[ D. Adaptive Filter

| E Add3. Ands. |—|_ !
L] 5. Filtered Difference Image

6. Reconstructed Image

F. Final Image Processing

!

| 7. Final Image

Figure 6.1 Diagrammatic representation of the imag@rocessing method used in this chapter.
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a. Original Image b. Low Pass Filtered c. Root Signal

N

d. Difference Image e, Filtered Difference Image f. Reconstructed Image

Figure 6.2 Demonstration of various stages of thenage processing method on a noisy image.

6.3.2Test Image

To test the performance of the filter a method wseduwvhich is similar to that
applied by Chin & Yeh and Du Buf & Campbell [88, 88hich was adapted from
Fram and Deutsch [90]. In this method a uniforncds generated on a uniform
background as shown in Figure 6.3. The edge of fwldhs a variable gradient. The
image size is 64 64 pixels and the radius of the disc is varie@xamine the high
spatial activity performance of the filtering algbm. Gaussian noise was added to
the image using the random number generator indd&ths seen in Figure 6.4. Care
was taken to ensure the random number generator ega$ lbetween each test to

ensure identical noise conditions.

In the method of Chin and Yeh the test image castairegion of high spatial
activity around the edge of the disc and a regidiow spatial activity away from the
edge. To separate these regions a mask image wesatghas shown in Figure 6.5.
The mask image contains only two grey levels, dagbl corresponding to either

high or low spatial activity. In the mask image usete, the high spatial activity

86



region included all pixels within a radius B2 pixels of the edge slope as shown in

Figure 6.5.

e

Figure 6.4 Test image with added noise resulting iSNR of 0.1, 1, 10 and 100 (left to right).

Figure 6.5 Mask image used to separate high and logpatial activity regions. The mask on the
left is of a step edge and the mask on the right &f a 75 degrees edge.

The performance of a filter can be determined leyriiative error in low or
high spatial activity areas; or &. The relative error is obtained by following the
procedures of du Buf and Campbell. The test imagienoted, the noisy image is
denotedl,, the filtered image is denotdgl and the mask image is denotéd The

relative error can be calculated as:
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whereS is the subset of pixels. If the filtering giveperfect result the relative error
will be 0.0, if the filtering results in no net imgvement the relative error will be 1.0,
and if the filtering results in a worsening of iheage the relative error will be greater
than 1.0 [89]. Pixels within a border two pixelsi@ifrom the edge of the image were
not included in the evaluation process.

The test image was modified in various ways to @ranfilter performance
under different conditions. The signal to noiséoré8NR) was varied in the range 0.1
to 300. To achieve this the greyscale intensithwithe radius of the dise;, was set
at a level of 10, the greyscale intensity of the@inding background,, was set at a
level of 0 and the variance of the added noigewas adjusted to obtain the desired

SNR according to:
2
-z
SNR= [u} 6.4
w

The slope of the edge was varied front & 6, where 90 is a step edge.
When the slope of the edge was other th&nti® disc was varied such that the radius
of the disc atz; (the top) remained constant, and the radius ofdike atz (the

bottom) varied according to the slope.

The central radius of the disc was varied to comphe performance of the
algorithm designed in this chapter with that of teenmonly available filters outlined
above. The performance of the filters could thercdrapared operating on fine detail,
for example, a median filter retains edges veryl weh disc with a 25 pixel radius,

however, information may be lost when the radiugeiy small.

6.3.3Simulation of an Irradiated Phantom

To examine the performance of the image procesdgmithm and the filters

in an environment more closely related to gel designthan the test image of the
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previous section, an image of an irradiated geindesy phantom was simulated,

processed and evaluated.

The simulation shows the expected dose responagpofymer gel dosimeter
in a 20 cm diameter circular phantom irradiatednvitiree intersecting % 5 cm
6 MeV photon beams. The first beam simulates a dbd4® &y and the other beams
simulate doses of 8 Gy rotated°@hd 210 from the first. The beam values assume a
dose sensitivity of H/Gy [91]. Percentage depth dose data was calcllaseng
measured values in water with an ion chamber frofargan Medical Systems Clinac
600C linear accelerator located at Queensland Radnstitute, Mater Hospital,
Brisbane. Beam penumbra data is taken from Johsh€anningham [92]Noise was
generated using a random number generator and veibace of 1.0 H. The example

contains low to moderate spatial activity expedtech non conformal radiotherapy.

A quantitative analysis of the performance of timage processing algorithm
and the filters was completed using a modified ieer®f the method described in
Section 6.3.2. The same comparison of the noisel®sge, noisy image and
processed image was made by the use of Equatiph@agver only pixels within the
radius of the simulated phantom were evaluateds fitside certain that only the effect
of the simulated dose distribution contributedhe evaluation. To ensure that edge
effects did not interfere with the results, pixeighin a six pixel radius of the edge of

the simulated phantom were excluded from the test.

For qualitative display isodose contours were @idrlon figures of the
treatment plan, the processed image, and some eofinlages filtered with the

common filters.

6.3.4Pilot Study - Imaging of a Phantom

As a pilot study into the image processing techai@s well as the techniques
discussed in Chapters 2 and 5, a gel dosimetrytphmwas produced, irradiated,

imaged and image processed.



6.3.4.1Polymer Gel Manufacture

A gel dosimeter was produced in a nitrogen filléolvgbox according to the
procedures described previously and consisted ofjé&l#iin (by weight), 4% BIS, 4%
Acrylamide and 87% water. This formulation was @roas it was expected, from the
data of Chapter 3, to produce suitable dose seitgitwhilst remaining stable
throughout production. The gel was poured into @ litre plastic container with a
diameter of 15 cm. The container was sealed inBarer to removal from the
glovebox to prevent oxygen contamination. The ptrantvas then cooled in at@

for 5 hours prior to irradiation.

6.3.4.2Irradiation

The gel dosimeter phantom was removed from its>Bpoeich and irradiated
with three intersecting 2 cmm 4 cm 6 MV photon beams using a Varian Medical
Systems Clinac 600C linear accelerator. Each beminahdose of 4 Gy atng. The
three beams were at angles &f 8 and 90 and the centre of rotation was the centre
of the phantom. This geometry gave regions of agsad radiation doses from one,

two and three beams.

6.3.4.3Imaging

Imaging was performed on a GE CB®canner using the water tank and
technique described in Chapter 2. The phantom maged with a technique of 120
kV, 100 mAs per slice, a slice width of 10 mm anfiedd of view of 25 cm with 512
x 512 pixels. One hundred and fifty images wereiobthof the phantom in the water
tank and the same number of images was obtainedteir. Further images were not

taken due to time constraints on access to thenecan

6.3.4.4Post Acquisition Processing

Images were transferred to a personal computepeszessed with Matldb
software. The water images were averaged and themasted from the averaged
phantom images to reduce statistical noise as ibescin Chapter 5 and artifacts as
described in Chapter 2. After the 58512 subtracted image was produced the pixels

in each image were grouped intox2 pairs as described in Chapter 5 to produce a
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256 x 256 image. These grouped images were then pratestethree passes of the

image processing algorithm.
6.4 Results

6.4.11mage Processing/Filtering

The individual parameters of the filtering metho@res tested to establish
optimal neighbourhood size and number of iteratioheach of the individual filters
to be used within the algorithm (see section 614.1To examine the validity of the
testing method, the results of the common filtgmsliad individually to the test image
are compared to those previously published by Gind Yeh and du Buf and
Campbell [88, 89] (see section 6.4.2).

6.4.1.1Effect of Filtering Parameters within the Algorithm

The pixel neighbourhoods and number of iteratidnsazh step in Figure 6.1
was varied to examine their individual effect oa fhtering algorithm, and the results
are shown in the following figures for regions afthand low spatial activity. These

tests were performed on a disc with 25 pixel raddages of 90°and 75° with SNR of
100.

6.4.1.1.1Neighbourhood Size

Figure 6.6 shows the result when the neighbourrafothe averaging filter
(step A, Figure 6.1) is varied. When there is hggatial activity the algorithm
performs best with a small neighbourhood due tddiagpass nature of the averaging
filter. With low spatial activity the performanceeaines to a greater error as the

neighbourhood increases before gradually improgingrge neighbourhood sizes.

Figure 6.7 shows that when the median filter (8efrigure 6.1) is increased
in size the performance oscillates in both high wd spatial activity regions, with
best performance occurring in neighbourhood sizexld numbers (giving a definite
median value within the neighbourhood). Figure &ffows that the optimal

performance in high spatial activity neighbourhoatsurs at a size of 5 pixels
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whereas low spatial activity performance is besthwiarge neighbourhoods.
Examination of the scales shows that the performasmgenerally much better in low
spatial activity neighbourhoods and therefore gsioshould be given to the high
spatial activity regions, indicating that a 5 pixakdian neighbourhood should be

chosen.

Figure 6.8 shows that when the Wiener filter (stBp Figure 6.1)
neighbourhood is increased the high spatial detaifformance improves until a
neighbourhood size of 3 is reached after whichdirmk in performance is observed.
The adaptive nature of the Wiener filter means thatrelative local variance will be
greater around edges with small neighbourhoods Eguktion 6.2 indicates that
original data will be filtered to a lesser extelmag better retaining edges with small
neighbourhoods than large. The low spatial detaifggmance oscillates in small
neighbourhoods until a steady improvement is redetehose of larger size. In this

case a small neighbourhood with an even numbeixefsgpproduces the best result.

In the final step of post reconstruction mediatefihg (step F, Figure 6.1) the
performance of the algorithm is again seen to lageilfor high spatial frequency
regions when the median filter neighbourhood igéased, with best performance
being in neighbourhoods of odd size as seen inr€igw. The best performance is
obtained in a neighbourhood of 1 pixel, i.e. whbis tstep is not applied. In low
spatial activity areas the performance oscillatés \mcreasing neighbourhood size
with different rates of improvement of performarioeodd and even numbered sizes.
The selection of neighbourhood size for this step trade-off between high and low

spatial activity performance.
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6.4.1.1.2Number of Iterations

Figure 6.10 shows that the number of iterationthefaveraging filter (step A)
does not affect the performance of the algorithimsTs because the purpose of the
averaging filter is simply to deliberately blur tbeges of the object so that the root
signal found can be found by median filtering iapsB, not to actually perform any
noise smoothing. The average filter does not adgtuamove noise from the final
image to any significant degree. Without this séeme fine detail may be removed

by the median filtering in step B.

When the number of iterations of the median fi{step B) is varied it can be
seen that there is little change after 6 iteratiovisich indicates that the root signal
has been found (Figure 6.11). The relative errbiea®s a minimum after 4 iterations
in high spatial activity regions. With fewer thantdrations there is less filtering and

when more than 4 iteration of the filter is appltedre may be some distortion of the
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signal around edges, indicating that 4 iteratiena trade-off between under filtering

and edge distortion.

When the number of Wiener filter iterations areie@dr(step D) as shown in
Figure 6.12 it can be seen that both high and |matial activity performance declines
with each iteration, although low spatial activiperformance appears to show
improvement after 16 iterations. The decline infgenance is because repeated
filtering tends to smooth out and spread the ‘sgils=en in the difference image
(Figure 6.2) representing the difference at edgiblough little filtering is performed
at sharp edges it does still occur and after eash pf the Wiener filter the edge spike
blurs more so that on each pass more filtering rscati edges than on the previous

pass. This blurring of edges can extend into the $patial activity region and

increase,.
High Spatial Activity Low Spatial Activity
52l atep Edge ngl 2tep Edee
48}
44l 04r
o I e T e s S X T T B = [ S e T T s S A B
368t
-04+t
32t
7zl : ; : ; o -0E : ; : ; .
0 2 4 f 3 10 ] 2 4 f 3 10
Step A - AVE iterations 2tep A - AVE iterations

Figure 6.10 The performance of the algorithm on atep-edge object when the number of
averaging filter iterations are varied.
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6.4.1.1

.3Parameters Chosen

For the remainder of this chapter performance & timage processing

algorithm is based on the neighbourhood sizes amnaber of iterations of each step

as shown in Table 6-1. Actual parameter valuescsed in different situations will

vary depending upon the application for which thkerf will be used, and

performance will therefore also vary. The type itiEf used in each step may also
vary — again depending upon the application andamé desired. Other variations

can also include such things as finding the diffeeeimage by subtracting the low

pass filtered image instead of the root signal etc.
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Table 6-1 Filtering parameters used in the imagerpcessing algorithm

Step Neighbourhood Size Iterations
A. Averaging Filter 2 2
B. Median Filter 5 5
D. Wiener Filter 4 1
F. Median Filter 5 2

6.4.1.2Comparison with Common Filters

In this section the performance of the image prsiogsalgorithm is compared
with commonly available filters. The filters compdrare named on the graphs and
each filter has been compared using both>a3and a 5< 5 pixel neighbourhood.

The algorithm used is designated within the graggh%Algorithm”.

6.4.1.2.1Effect of Signal to Noise Ratio

Figure 6.13 shows the relative error of the filtéested for varying SNRs.
Shown are the results for step edge and disc o@diiand 25 pixels. By examining
the relative error in a test image of 25 pixel usdand step edge the validity of the
testing method can be established by comparindtsesuthose achieved by previous
authors [88, 89]. The performance of the mediathareraging filters in high spatial
activity is similar in characteristic to that repaat by du Buf and Campbell in that the
relative error increases with SNR, however the galat reached by du Buf and
Campbell at approximately SNR = 10 does not oattinése results. This may be due
to the different manner in obtaining the mask imadedian and averaging filters in
the low spatial activity region also display similperformance to du Buf and
Campbell in that SNR has very little effect on therformance. Interestingly, the
results reported in this chapter and those of duaBd Campbell do not match those
of Chin and Yeh, however Chin and Yeh do not spetifeir normalization

procedure.
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Figure 6.13 The relative error of commonly availabé filters and the algorithm designed in this
chapter tested on a disc with step edge and varyir§iNR.

Figure 6.14 shows the same comparison of filtetsfdaua disc with an edge
gradient of 75 instead of a step edge. When testing on a lagerddius (25 pixels)
and high spatial activity regions the algorithnttué chapter is the best performer up
to an SNR of 100 in comparison to the results iguFé 6.13 where it performed
better than other filters only up to SNR of 10.both cases the best performer in
regions above this was the 3 x 3 Wiener filter, beer that particular filter was the
worst performer in smaller SNRs. This is indicatdfehe fact that the Wiener filter is
an adaptive filter and performs the least smoothangund areas of high spatial
activity. From both figures it can be seen that\Wiener filter has the least effect on
the noisy image and the better performance ovesrdihers at high SNRs is due to
the fact that the image is greatly degraded, ratraar actual performance of the filter

itself.
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The performance of the algorithm designed in thiapter in high spatial

activity regions appears to be best suited to edgeer than impulses (i.e. larger disc

radii than smaller) in SNRs up to at least 10. fidiewing sections will examine the

effect of edge slope and disc radius in more detail

When there is low spatial activity the relative ogrrof the algorithm

consistently outperforms the other filters, in fduw relative error decreases at SNRs

greater than 10 and in some cases reduces toHesocan be attributed to the fact

that the algorithm is the result of several itenasi of various types of lowpass filters

and this result is therefore expected. Comparatiibe performance of the Wiener
filter improves at high SNRs similarly to that imethigh spatial activity case, and this

may contribute to the increased performance oatgerithm.
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Figure 6.14 Relative error of various filters andthe algorithm used in this chapter tested on a

disc with 75 degrees ramp angle and varying SNR.
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6.4.1.2.2Effect of Edge Slope

Figure 6.15 shows that the performance of the gecmnd median filters
increases as the edge slope increases, similae taesults obtained by Chin and Yeh
and du Buf and Campbell. The comparison is nottexsithese results are shown for
a SNR of 1, rather than 10 as investigated in tlevipus studies. This SNR was

chosen as it is closer to that which would be etqzbm a CT gel dosimetry situation.

At the step edge and large edge gradients theitdgooutperforms the other
filtering methods, however as the gradient decrettse performance becomes similar
to the averaging filter in a 8 5 neighbourhood. The lowpass characteristic of the
averaging filter tends to be well suited to the dowirequency components of a
smaller edge gradient. Comparison of Figure 6.1th Wwigure 6.13 and Figure 6.14
shows that the total change in performance ofidiré with changing ramp angle
tends to be small compared to changing SNR andiesyghat SNR has a much
greater influence on the performance of all offtlers tested than the ramp angé.
measures the opposing effects of noise reductichealye blurring simultaneously
[89], and these competing effects may contributthéolesser performance difference

than observed with changing SNR.
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Figure 6.15 Relative error of various filters testd along with the algorithm of this chapter with
various ramp angles. The disc radii are 25 pixelggp row) and 1 pixel (bottom row).

6.4.1.2.3Effect of Disc Radius

Figure 6.16 shows that the performance of the dgesl image processing
algorithm consistently outperforms the other f8téor the disc radii tested. In regions
of high spatial activity and SNR = 1 all filtersa@pt the adaptive Wiener filter appear
to perform better at small disc radii than at largéii. At SNR = 0.1 the commonly
available filters show the worst performance atist dadius of 10 pixels but then
stabilise (except WIEN5 which shows a steady irsgean performance with
increasing radius). When the spatial activity w,l@isc radius appears to have very
little effect on the performance of the filterstegb This is expected as these regions

are away from the disc edge and hence the radaubttha effect.
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Figure 6.16 Relative error of various filters testd for varying disc radius with SNR of 1 (top row)
and 0.1 (bottom row).

6.4.2Simulation of an Irradiated Phantom

Figure 6.17 shows the noisy image of the simulaiegintom windowed to a
level suitable for viewing the noise and dose distion. Figure 6.18 shows the
noiseless simulated image overlaid with isodoseatos for doses of 8 Gy, 7 Gy and
3 Gy. Figure 6.19 to Figure 6.22 show the resulpricessing Figure 6.17 with the
method designed in this chapter and with some efdbmmonly available filters

which were tested in this chapter.

The result of applying Equation 6.3 to the imageshown in Table 6-2. It is
shown that on this image the best result is acHidseusing the image processing
algorithm. Because of the relatively low spatigiguencies within the image the most

significant improvement is achieved by noise remuctnd the competing factor of
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edge blurring does not greatly affect the proc@s®e repeated filtering within the
algorithm ensured the noise reduction was gre&i@n that of the common filters

resulting in its better performance.

For the median, Wiener and averaging filters th&t besults are achieved by
using larger neighbourhoods. This can again biatéd to the relatively low spatial
activity of the image which indicates that blurriofysharp edges by the use of larger
neighbourhoods did not make a significant contrdutto the evaluation process.
This is demonstrated by the fact that the sameltseare achieved for the Wiener
filter and the averaging filter. Had there beenrgleiges or extreme points within the

simulated irradiation field the two filters woulédVe produced different results.

The accuracy of the isodose lines in Figure 6.1Bigure 6.22 in relation to
those in Figure 6.18 is reflected in Table 6-2les lines are obtained directly from
pixel values and is a measure of the improvement in the accuracyial values
after processing the noisy image.

Table 6-2 Quantitative results for the applicationof the image processing algorithm and
commonly available filters to the simulated image.

Filter £
Image Processing Algorithm 0.0615
Median 5x 5 0.0798
Median 3x 3 0.1843
Wiener 5x 5 0.0670
Wiener 3x 3 0.1263
Average 5x 5 0.0670
Average 3x 3 0.1263

Qualitative effects of the filters can be assessedxamination of the isodose
contours. Three contours have been highlighteddgarE 6.18. Contour 1 indicates a

region of slowly changing pixel values and contodrsk 3 indicate regions of
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moderate spatial activity. Figure 6.19 to Figur@26shows that contour 1 is better
defined when the image is processed by the algoritliowed then by the averaging
and adaptive filters, with the median filter beitig worst performer. The contours
resulting from filtering the image with the avenagyifilter and the adaptive filter are
virtually identical owing to the fact that the adiap filter tends towards becoming an
averaging filter in low pass regions. In modergpatisl activity areas such as at
contours 2 & 3 are more sharply defined when thagenis processed with the

algorithm, followed by the averaging and Wienetefis.

Figure 6.17 Simulation of an expected dose distriltion in a 20 cm diameter phantom. See text
for details.
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Figure 6.18 Pixel value contours for Figure 6.171sodose contours are shown for doses of 18 Gy,
17 Gy and 13 Gy. Regions 1, 2 & 3 simulate dosesld Gy, 17 Gy & 13 Gy respectively.

Figure 6.19 Result of filtering Figure 6.17 with tle method designed in this chapter.



Figure 6.20 Results of filtering Figure 6.17 with & x 5 median filter.

Figure 6.21 Result of filtering Figure 6.17 with & x 5 adaptive Wiener filter.
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Figure 6.22 Result of filtering Figure 6.17 with & x 5 averaging filter.
6.4.3Image of an Irradiated Polymer Gel Dosimeter

Figure 6.23 to Figure 6.28 show the images of tienppm during the various
stages of acquisition and processing as describemughout this document. All
images are windowed to the CT number ranges 1B-38igure 6.23 shows a single
image of the phantom, unprocessed. The single irshges that the amplitude of the
noise is large in comparison to the signal obtaibgdhe irradiation. In fact, it is
difficult even to see the irradiation, and any duative measurement would have a
large associated uncertainty. The situation isttyréaproved in Figure 6.24 where
150 images were averaged. The noise is greatlyceedand the change in the gel
dosimeter after irradiation can easily be seen, ring artifacts are present. The
artifacts are subtracted through use of a secohdfsenages of the water tank
described in Chapter 2 and the results are seEigume 6.25. The grouping of pixels
into 2 x 2 pairs was performed to produce a 25866 image as described in Chapter
5 and is shown in Figure 6.26. Finally, the imagecpssing algorithm is applied 3
times and the result is shown in Figure 6.27. Cihiper contour plots are overlaid on

Figure 6.27 to produce Figure 6.28.

The improvement by use of the image processingridhgo can be seen by

comparing Figure 6.26 and Figure 6.27; and the avgmment by use of all of the



techniques described in this document can be sgeorhparison of Figure 6.23 and
Figure 6.27. Figure 6.28 shows CT number contogpsasenting regions of relatively
low dose (22H), medium dose (281), high dose (28) and maximum dose (29).
The 22H contour shows that the low dose regions appeaetquite well defined,
with greater accuracy around regions with steepedgsdient such as beam
penumbra. Where dose gradients are less steepasughen the contour crosses the
beam, and on the exit side of the phantom, theocorgppears to be less defined due
to the presence of residual noise and the substedigmal to noise ratio. This
demonstrates the importance of selection of gelpasitions which result in greater
dose sensitivity — a greater sensitivity will ingse the signal to noise ratio resulting

in better defined CT number contours and subsedsedbse contours.

The 25H CT number contour represents the dose gradientewthe of the
three beams are superposed. The contour appebeswell defined and comparison
of the ‘protruding’ sections above and below thentd high dose region
demonstrates the effectiveness of the technique. Settion above the high dose
region shows that, as expected, the apex of thevepdoes not end in a ‘sharp’ point
due to the superposition of beam penumbra. Theoooribwards the bottom of the
image, which encloses a much smaller area thatofheshows that the technique was
sufficient to detect the only difference betweea thvo regions, i.e. the beams had
traversed a greater gel depth resulting in thggeguosed intensities crossing thel25

contour within the region rather than at its edge.

The results from this pilot study show that CT immgghas potential as a
method for the extraction of absorbed dose infoiwnain polymer gel dosimeters.
The image processing algorithm reduces noise whikntaining edge information
and is best used in combination with the otherrigples described throughout this
document. Improved results can be achieved by skeotia scanner with greater kV,

mASs per slice, or by averaging more images.
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Figure 6.23 A single CT slice of the irradiated phatom.

Figure 6.24 The average of 150 images of the phanto
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Figure 6.26 The subtracted averaged image of the phtom after 2 x 2 grouping of pixels as
described in Chapter 5.
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Figure 6.28 The final filtered image with CT numbercontours overlaid and labeled with their
respective CT numbers. The direction of the beamsishown by the arrows.

6.5 Chapter Summary

In this chapter an image processing method waguediwhich employs a
combination of common filters. The method was ®ws&ong with the common
filters by using a previously published technigltewas found that the designed
image processing technique outperforms the commibersf in most situations

applicable to gel dosimetry in non conformal raldevapy. The image processing
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algorithm and the common filters were quantitatielsted on a simulated image of a
non-conformal irradiation. A pilot study showed ttHaT imaging of polymer gel
dosimeters has potential for success as a methatdasuring dose distributions if

the techniques described in this and other chapteremployed.
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Chapter 7: Calibration Uncertainty

7.1 Introduction

After the noise in a CT gel dosimetry image has been mriflg reduced the
absorbed dose distribution can be examined. The absolute dose att@mjapgoint can
be determined by comparisonldfwith a calibration graph. The calibration consists of a
function fitted to a graph of the dose response of gel dosimeetadsated to known
doses. Uncertainties will be introduced into the absorbed doseatalnslthrough the
uncertainty inH values measured in the image, uncertainty in the dose @sliverthe
calibration points in the calibration gel, and uncertainty ingbedness of fit of the

calibration function to the data points.

In the literature to date there has been numerous contributiorsdirey
calibration uncertainty in MRI of gel dosimeters. In this chafgtese various methods of
treatment are examined and a method is developed which is suitable for dbBigettry
and satisfies statistics theory and metrology recommendationteofinternational
Organization of Standardization.

7.2 Background

When a series of measurements is acquired they are nornwtlydpbn a graph
with the independent variable on the abscissa (hereafter ceteri@s the ‘x axis’) and
the dependent variable, or the measurement result on the ordiesdaf(er referred to as
the 'y axis’). In the case of gel dosimetry calibration datadelivered dose is normally
plotted on the x axis, and the y axis indicates the measuremezddiordose (e.dd for

CT measurement®, for MRI etc). A calibration function is then fit to the datdere is
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a degree of uncertainty in any physical measurement sudhaad this will be shown as
error bars in the y direction on the calibration data. The taiogr in dose delivered to

the gel dosimeter will be known from the uncertainty of the irtaialevice.

In an image of an irradiated gel dosimeter the dose distribwilbbhe determined
by measurindd (in the case of CT). The values téwill be converted to values for dose
by inversion of the calibration function. In this case the uao#y in H will be known
but the uncertainty in dose will not. It can be calculated dystating the uncertainty in
H through the inverse of the calibration function (similar todbeversion oH to dose
values). Figure 7.1 shows a simplified example of this prdeesgver it will be shown
in the following sections that care must be taken to ensure that théaimtgan the fit of

the calibration function should also be reflected.

H 4

U‘IF

Op

Figure 7.1 Demonstration of the propagation of an mcertainty in H to the uncertainty in D.
7.2.1Calibration Uncertainty in MRI Gel Dosimetry

In MRI gel dosimetry many authors have simplified the calibrafunction by
assuming a linearity of dose response up to a certain point [48, 9B+8&6s method the

calibration function for a MRI image is described by [48]:

D=O'R2+R2’O 7.1
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whereD is the absorbed dosi; is the transverse relaxation rate, and the valués of
and a are determined by a linear least squares fit to the expedlyemteasured values

for D andRy. In this case the uncertainty in the delivered dose engoy [95]:

op = \/Rzzaaz +a'20'R22 +0'D02 +2Ry00p, 7.2
An alternative treatment [96] of uncertainty in linear fits the calibration
function was the use of level-of-confidence intervals whegeakon 7.1 has been

inverted to R=R;, o + yD:

2 2

g
Op = +—c_CCF? 7.3
a a NROI

whereCCF is a calibration contribution factoNgo, is the number of pixels in a region

of interest andr is the standard deviation Bf values in the region of interest.

Although an assumption of linearity in dose response allows simpbicaf
calculations, a divergence from linearity after large désessbeen repeatedly observed
[47-51]. Accordingly, the requirement for linearity was removad the uncertainty in

dose using MRI became [77]:

2
Z(D)_ oD 2

ué(D)= = 7.4
¢ T, 12

where T, is the transverse relaxation time, angD) is the combined expanded
uncertainty [68]. A coverage factdg, was introduced, which is a multiplier to be used to

determine uncertainty to a specific level of confidepd&,7]:
U,(D)=k,u(D) 7.5

whereUy(D) is the expanded uncertainty to the required level of cenée.
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The concept of dose resolutioB,” was introduced [77]D/ is the minimal
separation of doses at which their most probable values aresdiffee. the difference is
greater than zero) to a level of confidence givep:by

DY =kp+2us(D)=+2U(D) 7.6

where the v/2 multiplier is due to an assumption that neighbwurdose
distributions are approximately equal.

7.3 CT Calibration Uncertainty

For CT gel dosimetry it is proposed that the meshofdtreatment for calibration
uncertainty as used for MRI gel dosimetry be corabiand adapted to give an improved
estimation of uncertainty which is consistent withe recommendations of the
International Organization for Standardization [6Bhe removal of linearity by Equation
7.4, combined with the uncertainty in the fittingrameters of the calibration function, as
seen in Equation 7.2, will give a first order Tayéxpansion of all parameters fit to the
data.

It was shown in Chapter 3 that the dose responsepallymer gel dosimeter can
be approximated by several functions. If a linemponse in a limited range of doses is
assumed the CT dose response can be approximated by

H=Hg+aD 7.7

wherea is a constant and is the CT number for the unirradiated gel. Equafi.7 can
be solved foD and the calibration uncertainty becomes the etpmtaf equation 7.2,
with R, terms exchanged for H. It was seen in ChapteaBdber a wide range of doses a
mono-exponential function can be fit to the datd @re calibration function becomes:

H =v+uexp{£j 7.8
z

118



wherev, u andz are fit parameters of the function. Solving equaf.8 forD gives:
D =2zIn(u)-zIn(H -v) 7.9

and a first order Taylor expansion of equationgiv@suc(D), [68]:

2 2 2 2
_ | 2(0oD 2( dD 2( 0D 2( dD
uc(D) = \/JH (_OH j +0y (_Ovj +0{ (_auj +JZ(—azj 7.10

Alternatively, the data can be represented byexponential function:

H=v+u, exp{ﬁj+u2 exp{gj 7.11
z z

whereu; andu, are the additional fit parameters for the functiBguation 7.11 does not

have a unique solution when solved Ertherefore either the data should be plotted by
reversing the axes prior to fitting the calibratfonction; or a linear or mono-exponential
function should be used for calibration purposéswill be shown in the following
paragraphs that the incorrect function can be chesth the result of an increased dose
uncertainty. The examples in the remainder of thepter are based on a mono-
exponential fit of the calibration function to tbata (Equations 7.8 — 7.10).

The use of a first order Taylor expansion considbes goodness of fit of the
calibration function to the acquired data. The c@@ of an inappropriate calibration
function will be evidenced by an increase in uraiaty. Figure 7.2 (insert) shows the
data from Chapter 3 for PAG3. The solid line in theert of Figure 7.2 is a calibration
curve satisfactorily fitted to the data, and thehdal line represents an obviously poorly
fitted calibration curve. The poorer fit resultslamger values oty, g, andg; in Equation

7.10 and larger values bi(D) are subsequently seen in Figure 7.2.

Had the goodness of fit not been considered, hee.adaptation of Equation 7.4
for CT, only the gradient of the calibration cumveuld have contributed to(D). The
steeper gradient of the poor fit in low dose regidthe dashed line in Figure 7.2),
compared to the gradient of the satisfactory fie (solid line in Figure 7.2), would result
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in a lesselJ(D) for the poor fit, which is unacceptable. This dam visualised by re-
examination of Figure 7.1 and observing the aftectp after applying a steeper gradient
to the function and maintaining constamt This demonstrates the inappropriateness of
Equation 7.4 and shows that a first order Taylgragsion of the calibration function is
essential for correct calculation d{D).
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Figure 7.2 Comparison of the dose uncertainty betvem a satisfactorily fit calibration function and a
poorly fit calibration function. The insert shows the original data with the two functions which have
been fitted.

Figure 7.3 shows the same data as Figure 7.2, leowibe scatter of the data
points has been artificially increased using a cameciumber generatod(D) is shown in
the main figure for the cases of the original datdificially increased scatter, and no
scatter (data points artificially plotted exactlg the calibration function). This figure
indicates that the scatter of data points is aifsigmt factor contributing to the
uncertainty of the calibration function. More seatwill increaseq; g, and ¢;, i.e. the
goddess of fit is worse. In the case where then iscatter of data pointsy(= g, = 0; =
0), Equation 7.10 will reduce to Equation 7.4 (witle R, terms exchanged fdtl). The
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greatly reduced)(D) for this case is shown in Figure 7.3 and demotestrdnat the use of
Equation 7.4 will grossly underestimdt€D), and that it is essential that the uncertainty

in the fit parameters be included in uncertaintgwations.
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Figure 7.3 The effect of the scatter of data point®n U(D). The scatter in the insert has been
artificially increased using a random number genertor. Also shown is the uncertainty when the
calibration function fits the data perfectly.

A systematic error in the calibration function magsult in an increased
uncertainty. Figure 7.4 shows the results of theesdata as the insert of Figure 7.2 with
the addition of a systematic error in the 3-7 Gygge as seen in the insert. When
Equation 7.10 is applied to the fit data it carsben that there is a significant increase in
the U(D). Had the uncertainty in all the fit parameters beén considered there would

have again been a dramatic underestimatids(D).
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Figure 7.4 Calibration data with a systematic errorintroduced in the 3-7 Gy range (insert) results in
an increased value of U(D).

Figure 7.5 is a plot oJ(D) of the satisfactorily fitted calibration functida the
data in the insert of Figure 7.2, but the uncetyaim individual data pointsgy has been
artificially varied. It can be seen that the useadirst order Taylor expansion indicates
that even when the data points have no uncertéimtycating a noiseless image) there is
still a contribution tdJ(D) by the calibration function itself. In this case ffirst term in
Equation 7.10 is reduced to zero, but there i atdontribution by the uncertainties in
each of the fit parameters, as opposed to ther@uvtRI gel dosimetry method (Equation
7.4) whereU(D) would have yielded a result of no uncertainty.sTtasult demonstrates
that it is essential that all components of thébcalion be considered when calculating
uncertainty in gel dosimetry and that the greatestribution to uncertainty is due to the

fit of the calibration function and not image noise
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Figure 7.5 U(D) with a varying uncertainty in eachdata point.

7.4 CT Dose Resolution

Similar to MRI, it is proposed that dose resolutior CT gel dosimetry
calibrations be defined by Equation 7.6, but whk value foru,(D) calculated by first
order Taylor expansion of the calibration functi@s discussed in Section 7.3.
Accordingly, Figure 7.6 showB " for selected gel dosimeters from Chapter 3 using a
mono-exponential fit to the data. The particuldrdpsimeters were chosen to represent a

range of dose resolution.

It can be seen from Figure 7.6 that the smallesé desolution of the gels tested
is achieved by using HEA1. Although other gels swh PAG9 (5% monomer
concentration) have greater sensitivity, the reddyi little scatter of the HEAL data points
ensured that the calibration uncertainty remainallsm comparison to the other gels.
From the results of Chapter 3 the greatest seitgit¥ all of the gel dosimeters was seen

in the agarose based PAA2, however Figure 7.6 slibatsthis gel performs relatively
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poorly in comparison to the other gels when caloudgdose resolution. This is again due
to the greater scatter of the data points withia tlalibration graph which results in

greater values fog, ¢, andas.

The results indicate that the dose resolution peddant upon not only sensitivity
and image noise, but also the accuracy of the meas&nt. The result is that the dose
resolution can vary between gel dosimeters of thenes chemical composition.
Additionally, it is not inconceivable that the dassolution for a particular gel dosimeter
will vary between measurements. Therefore, it msessal that each gel dosimeter be
calibrated if absolute dose is to be determinednnrradiation and good experimental

practice must be employed to ensure accuracy gadtability of measurements.
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Figure 7.6 Dose resolution with 95% confidence lel&for various gel dosimeters from Chapter 3.
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7.5 Chapter Summary

Methods for treatment of calibration uncertaintyMiRl gel dosimetry have been
reviewed. A method has been proposed for CT gelndgisy which considers the
uncertainty in the fit of the function to the datawell as the uncertainty in the individual
data points.

Further examination of the results of the gels eraohin Chapter 3 demonstrated
that the dose resolution of a particular gel doggmelepends on a number of factors
including the scatter of data points, gel sensjtignd image noise. If all parameters of
the calibration are not considered the uncertawtly be underestimated. Good
experimental method is necessary to improve acguaad precision of measurements
and a calibration is required for each gel dosimétbsolute dose is required.

The work of this chapter has been published inciveference proceedings for
‘DOSGEL 2001 — 2 International Conference on Radiotherapy Gel Desiy [67].
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Chapter 8: Conclusion

8.1 Summary

It has been the objective of this thesis to ingedé and develop CT imaging and
noise reduction methods for specific use in gelrdesy. The benefits of using CT as an

imaging modality include speed, lack of temperatiependence and ease of use.

Although the main purpose of the project was toetlgv methods for the
improvement of signal to noise ratio in CT gel dosiry images, there were other issues
which first needed to be resolved. The first sttpny new process of measurement is to
investigate whether there is actually a signaldarteasured. However, prior to this some
basic procedures required development to ensutesthble measurements could be
made. Chapter 2 examined some of the issues asxbaath making quantitative
measurements using CT, namely the artifacts inhererthe modality. An artifact
subtraction technique which was employed by a pres/istudy was modified in such a
way that individual calibration vials could be uded CT gel dosimetry. This modified
subtraction technique uses a circular water tanichwban be imaged with a phantom or
calibration vials, or with water only. Provided thenk is not moved relative to the
scanner the images of water can be subtractedtfienmages of the phantom and most

of the artifacts will be removed.

Solving the issue of artifact reduction paved ttay/vior a basic study on the CT
dose response of gel dosimeters. It was shown apteh 3 that varying the chemical
composition will affect the CT dose sensitivity,tvian overall range of 0.26 0.02
H/Gy to 1.43+ 0.05 H/Gy for the compositions studied. The variatin sensitivity is
dependant upon which ingredients are varied, foanmgte, changing the gelatin

concentration makes little difference whilst chamgithe monomer concentration will
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produce significant changes. It was also showndlifgrent chemicals can be used and a
CT signal will result.

The characterisation of the CT dose response efrgglires an investigation into
the cause of the signal. In Chapter 4 post-irraghatdensity was measured using
Archimedes’ Principle and linear attenuation caéint was measured using a solid state
detector and gamma spectroscope. It was shownhbaiause of the CT signal is a post-
irradiation increase in density. This increase émgity must be related to a decrease in
volume as there is no mass added to the gel daminuetring photon irradiations.
Therefore, there is a degradation of spatial reéssluaccompanying the absorbed
radiation dose; however the increase in densityaféully polymerised gel was of the

order of only 1 %.

Having characterised the CT signal, the directibérihe project could then be
shifted back to CT imaging techniques. Stochasiit structural noise was investigated
in Chapter 5 both with computer simulations andeexpentally. It was confirmed that
the stochastic component of the noise in a CT imzge be reduced by averaging a
number of images. The improvements in noise redndby this method are limited by
the fact that there is structured noise due to sagmtes, i.e. the number of ray-sums in
a projection and the number of projections in aas€omputer simulations predicted that
the structured noise can be greatly reduced byimeguan image with as many ray-sums
and projections as possible (reconstructing witlarge image size) and grouping the
pixels into 2x 2 or 4x 4 blocks. The simulation predicted increases gmali to noise
ratio of up to two orders of magnitude. Experiméntemrk was undertaken which
produced some evidence to confirm an increasegnakito noise ratio but there the
success of the technique shows a radial dependency.

As a final method to reduce the noise and henceawepsignal to noise ratio in a
CT gel dosimetry image, an image processing algoriivas designed and tested in
Chapter 6. The algorithm consists of filtering tineage in a number of steps using
commonly available image filters. A quantitativestteetailed in previous literature was

slightly modified to test the algorithm and compatewith some common image

127



processing techniques. It was shown that, in mases, the algorithm outperforms the
methods currently available. The image processilggrighm and filters were then
guantitatively tested on a simulation of a CT imagfean irradiated gel dosimetry
phantom and the algorithm was shown to provide liest performance for that test.
Finally a pilot study was performed by producingeh dosimeter, irradiating it with three
intersecting photon beams and imaging it with as€anner using techniques developed

throughout this project.

The final stage of development of CT gel dosimetas to establish the correct
method of calculation of calibration uncertainty Chapter 7 a brief review of the
methods which have been used for calculations inl & dosimetry calibration
uncertainty was followed by the evaluation of expental methods which are
recommended by the International Organisation fam&ardisation (1ISO). Previously
published methods for uncertainty calculations ifRIMyel dosimetry have been in
accordance with the recommendations when the desomnse is assumed to be linear;
however when higher doses are delivered to a ggirskier the response is not linear and
uncertainty calculations published for MRI gel aostry assume a perfect fit of the
calibration function. This results in significamderestimation of uncertainty and is not
in accordance with the 1SO recommendations. Theecbmethod for treatment of
experimental calibration uncertainty beyond theedin dose response range was
demonstrated in Chapter 7. It is important thatexirmethods for this aspect of CT gel
dosimetry be established early in the developmétiteomodality, otherwise errors may
be propagated throughout the literature as has keen in MRI gel dosimetry by

repetition of the incorrect method in recent papers

In Chapter 7 the CT dose resolution was calculétedthe gels examined in
Chapter 3. It was found that the smallest doselugsn was not achieved by the gel
composition with the greatest sensitivity. Althouile sensitivity of PAG9 was 1.48
0.05 H/Gy compared to 18 0.2 H/Gy for HEAL, the minimum dose resolutionsreve
1.12 Gy and 0.88 Gy respectively. This indicated the precision of a gel dosimeter is
dependent upon factors besides dose sensitivity.
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8.2 Discussion

The advantages of CT as an imaging modality foyrmer gel dosimeters include
speed, relative insensitivity to temperature, aockasibility (most clinics already have
access to scanners for planning). Prior to thigeptadisadvantages of CT included the
existence of image artifacts and poor signal teseaiatio. The work of this project

endeavoured to address these disadvantages.

The reduction of artifacts was the first step talgasuccessful use of CT in gel
dosimetry. Although the previously existing methadcartifact removal worked well, the
water tank designed in this project is an improveirgecause it does not suffer the
disadvantages of requiring a second unirradiatethigm and its accurate realignment.
Another advantage is that calibration vials can ibeaged in the water tank.
Disadvantages are that glass walled phantomsatilinot be used in the water tank due
to the beam hardening within the phantom walls, taechecessary additional diameter of
the tank over that of the phantom reduces the numbphotons arriving at detectors,
thus either increasing statistical noise or reqgiran increased number of scans to be
averaged to reduce the statistical noise to aipeddével. For a phantom irradiation the
ideal solution would be to produce a water tankwitdiameter specific to requirements.
A suggested future research project might invaheeitivestigation of a variable diameter
cylinder which could be achieved by either varyihg outer diameter of the water tank,
placing air-filled rings or tubes inside the diasretf the tank, or by changing the shape

of the tank to a cone.

The CT signal can be increased or decreased bwgoita the monomer
concentration. The useful CT number range of 1®&+1ibdicates that most improvements
in signal to noise ratio will be either through tieeluction of noise or future research into
the development new gel dosimeter compositions wiffieater sensitivity over a useful
range of CT numbers. A promising result for theifatof gel dosimetry is that normoxic
gels will produce a CT signal. Two of the factargpeding the routine clinical use of gel
dosimeters are the difficulty in manufacture anifiailty in access to MRI scanners. A

normoxic gel can be easily produced ‘on the benphdnd CT scanners are available to
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most clinics. Any future research resulting in norm gel dosimeter compositions with
increased CT sensitivity will be welcomed in thel gesimetry ‘community’ as a

significant step towards widespread acceptancelada@simetry as a clinical tool.

A post-irradiation increase in density of gel dosiers of the order of 1% implies
that spatial uncertainty will be introduced to amadiated gel dosimeter and occurs
regardless of imaging modality. Although the changerelatively small, accurate
modelling is required in the future to examine fr@cess both microscopically and
macroscopically. A microscopic examination of thHeamlges which cause the density
increase might enable researchers to design ggh@sitions to maximise the increase in
density. However, an increased density changeledll to increased spatial uncertainty.
Macroscopic modelling of particular dose distribas in phantoms will show whether
spatial uncertainty remains within acceptable Emniand might provide a guide to
spatially manipulating the final image so that #ffects of the volume decrease may be
reversed to some degree.

Noise can be reduced in a CT image to a fractioiisobriginal amplitude. This
work has demonstrated that averaging a sufficiantber of images together will reduce
stochastic noise to a level small in comparisothé&d of structured noise in the image. It
has also been shown that the structured noiseeéurther reduced by averaging groups
of pixels together. The method theoretically im@®\the signal to noise ratio by orders
of magnitude. Experimental results support the tyiebowever there appears to be a
radial dependency of the phenomenon. There is stmpéuture experimentation by
extending image averaging into the structured n@gen when more powerful scanners

are available than those used in this project.

Although the image processing algorithm developede his computationally
expensive, it shows promise as a signal proces$saimique. Once the parameters within
the algorithm were chosen they were not varied iamiuld be unwise to suggest that
these parameters are optimal for every situatiorsuggestion for future work is to
change the component filters used within the algori Alternatively, because the

algorithm is based on separately manipulating lad laigh frequency components of the
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image, there may be some advantages in perfornpagabons in the frequency domain.
The main idea behind the algorithm is that the ienean be split into components (in this
case low and high frequency), and the componentsbeaindividually filtered with
techniques which are optimal for the individual @mments, and then the image is
reconstructed. It is suspected that a full invesiogn of the properties of the algorithm
and all its possible variations would be a sigaificpiece of work in itself.

The pilot study in Chapter 6 showed that the temins developed in this project
can be used to obtain an image of a radiation dis$gbution. The study was in no way
intended to produce an anthropomorphic phantomlioical standard, simply to show
the progress to date resulting from this projectvds therefore pleasing to see that CT
number contours in Figure 6.28 were relatively wiellined; in fact, had a more powerful
scanner been available at the time the resultsdMoave been even better (the noise in
the image was still in the stochastic noise regi®h)s indicates that clinical viability of

CT gel dosimetry is perhaps closer than expected.
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